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Large deviations and surface entropy for Markov fields 

by Hans FÖLLMER and Marianne ORT 

1. Introduction 

Let P be a probability measure on a product space Q = 5 7 , where 
I denotes the d-dimensional lattice Z d , and where S is some finite state 
space. We assume that P is ergodic with respect to the group of shift 
transformations 0,- (i G / ) defined by {6iui)(k) = co(i + k). For n > 1, let 
Vn denote the box of all sites i = ( ¿1 , (I1 , ...ID) E G I with \ii\ < n, and let Rn 

denote the corresponding empirical field 

Rn (w) = 1 
vn E 

i€Vn 

Oo i w 

We are interested in large deviations of the empirical field from its ergodic 
behavior 

(1 .1) lim RJUJ) = P 

n—»00 
P — a. 5., 

i.e., in the probability of an event {RN G A}, where A is a set of probability 
measures on O such that P is not contained in the closure of A. 

If P is a Gibbs measure with respect to some regular interaction po­
tential U, then 

(1.2) P[Rn G A] ~ exp[-|V„| in f h ( Q,P ) ], 

173 



H. FÖLLMER, M. ORT 

where the infimum is taken over all stationary measures belonging to A, 
and where h(Q,P) denotes the specific relative entropy of Q with respect 
to P; cf. [1, 8, 10]. But the variational principle for Gibbs measures says 
that h(Q,P) is equal to 0 if and only if both P and Q belong to the same 
class G(U) of Gibbs measures specified by U. Thus, the infimum in (1.2) 
may be equal to 0 in the case of a phase transition |£/(£7)| > 1. In such a 
case, the description (1.2) of large deviations needs further refinement. If 
P has the local Markov property, then it is natural to replace the volume 
\Vn\ in (1.2) by the surface area \dVn\ of Vn. For the Ising model, and for 
large deviations on level (1) where the empirical field Rn is replaced by 
the average of the values oo(i) (i £ Vn), it is shown in [14] that lower and 
upper bounds in terms of surface area do exist. In this paper, our purpose 
is to derive explicit lower bounds for large deviations of the empirical field. 
These bounds involve a new entropy quantity s(Q, P), which is obtained by 
computing relative entropies on surfaces. 

The key to the lower bound in (1.2) is a Shannon-McMillan theorem 
for the entropy h(P) of a stationary random field P and its extension to 
the relative entropy h(Q,P). This is recalled in section 2 and motivates 
our approach to the critical case. In section 3 we consider random fields 
P which satisfy a strong form of the 0-1 law on asymptotic events. We 
introduce the surface entropy s{P) and prove the corresponding Shannon-
McMillan theorem. Its extension to the relative surface entropy s(Q,P) in 
section 4 is more delicate; here we need further regularity properties of P. 
In addition to the Markov property, we assume that the interaction U is 
attractive and that P is the maximal Gibbs measure P + £ G{U). Using 
monotonicity arguments, we obtain a lower bound of the form 

(1.3) lim inf 
n—VOO 

1 

Wn\ 
log P + [ P n £ A ] > - inf a 1 - 1/ D 5 (P", P +) 

a : P a E A 

which involves the mixtures Pa = aP~ + (1 — a)P+ of the maximal Gibbs 
measure P+ and the minimal Gibbs measure P~. In the special case of the 
two-dimensional Ising model, these results on lower bounds form one part 
of [12]; the other part of [12] contains upper bounds in terms of s(P~, P + ) . 
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It is a pleasure to thank R. Durrett and R. Schonmann for a useful 
comment which led to an improved version of (1.3). 

2. Large deviations and entropy 

Let M{p) denote the compact space of probability measures on Q = 
S1. For J C I we denote by uj the restriction of u G to J, by Tj the 
cr-field generated by the map u —> CJJ, and by Pj the distribution of uj 
under P E M (O) For a stationary measure P G .M ( fi ), the specific entropy 
is given by 

(2.1) h(P)= lim 
1 
vn[| 

`H ( p v n) 

and satisfies 

(2.2) fc(P) = / H(Po[- \ rw<0})(u,))P(du) 

where " < " denotes the lexicographical order on Zd and PQ[- \ Tj\ is the 
conditional distribution of cj{0} with respect to Tj and P. Moreover, there 
is a Shannon-McMillan theorem behind the existence of the limit in (2.1): 

(2.3) lim 
n—*oo 

1 

Wn\ 
log P K J = -E[H(P0[. I fW<0}}) I J] in L\P) 

and even P — a.5., where P[cjy] denotes the measure of the cylinder set 
determined by cjy, and where J is the a-field of shift-invariant sets ; cf. [2, 
15, 9, 5, 11]. 

(2.4) Remark. For two probability measures ¡1 and v on some finite 
set E we use the notation 

H(n) = - E 
xeE 

fi(x) log n(x) 
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for the entropy of \i and 

H (u, v) = 
E 
x E e 

ji(x) log 
u (x) 
v (x) 

(:= oo if fj, ^ v) for the relative entropy of with respect to v. 

Now suppose that P is a stationary Gibbs measure; the precise defini­
tion will be given below. Then the specific relative entropy 

h(Q,P) = lim 1 
H(Qvn,Pvn) 

exists for any stationary measure Q G jVf(Jl), and the Shannon-McMillan 
theorem above can be extended as follows: 

(2.5) lim 
n—•oo 

1 
I K ! 

log W w (wvn) h (Qw, P) in L1 (Q) 
P P (wvn) 

and even Q-a.s., where Qu denotes the ergodic component of Q associated 
to UJ via J\ cf. [5, 1 1 , 7]. This relative entropy governs the large deviations 
in (1.2). The precise formulation is as follows [1, 8, 10]: 

(2.6) Theorem. If AC M(Q) is open then 

(2.7) lim inf 
n—>oo 

1 
vn log P[Rn e A] > - inf h(Q, P), 

where the infimum is taken over all stationary measures Q G A; the corre­
sponding upper bound holds if A is closed. 

In the proof of the lower bound (2.7), the key idea is to replace P by 
a new measure Q such that the large deviation under P becomes normal 
behavior under Q. More precisely, let Q G A be ergodic. Since A is open, 
the ergodic theorem implies 

(2.8) lim 
n-8 

Q[Rn e A] = 1 
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It is no loss of generality to assume that A G Tvv for some finite p, and 
to redefine Rn as the empirical field over Vn-P so that {Rn G ^4} G Tyn. 
Let 4>n denote the density of Q with respect to P on Tyn which appears in 
(2.5). Then we can write 

P[Rne A] > P[Rn G A, 
1 
|Vn| log</>n <h{Q,P)+e] 

> exp(-h(Q, P) - e) Q[Rn G A, 1 \og<f>n < J»(Q,P) + e], 

and so the lower bound 

(2.9) lim inf 1 
|Vn| l o g P [ P n G A ] > - / i ( Q , P ) 

follows from (2.8) and from the Shannon-McMillan theorem (2.5). In order 
to complete the proof of (2.7), one has to approximate any stationary mea­
sure Q by ergodic measures Qn in such a way that limn h (Qn, P) = h (Q, P) ; 
cf. [8]. Here again, the assumption that P is a Gibbs measure comes in. 
Let us now recall the precise definition. 

Let U = (Uy)vfinite be a stationary interaction potential with 

E 
ve0 

||t7v|| < oo; 

cf. [13]. For O, rj G we define the conditional energy of £ on V given 77 on 
Vc as 

Ev(ti I V) = E 
wu v= 0 

t w o 

where (y = uy and 0 - v — Vi-v-

(2.10) Definition. P is called a Gibbs measure with respect to [/*, 
and we write P G <?(£0, if for any finite V C I the conditional distribution 
of ujy under P with respect to Ti-y is given by 

(2.10) P [ u > v = 6/ I F i - v M = M £ I r } ) := 1 
Zv (n) exp[-Ev(( I r/)], 
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with normalizing factor Zy(rj). 

(2.11) Remark. If U is a nearest neighbor potential then any P £ 
Q{U) has the local Markov property, i.e., 

(2.12) E[<f> | Ti-V\ = E[4> | TdV\ 

for any finite V C I and for any Ty-measurable < j > > 0, where the boundary 
dV is defined as the set of all sites i E I — V which have distance 1 to V. 
In that case, P is also called a Markov field. 

The variational principle for Gibbs measures of Lanford and Ruelle can 
now be stated as follows: Among all stationary measures Q £ .M(fJ), the 
Gibbs measures in Q(U) can be characterized by the fact that they have 
relative entropy 

h(Q,P) = 0 

with respect to the given Gibbs measure P £ G(U); cf. [5, 13]. 

Let us now reconsider the description (2.6) of large deviations in the 
case of a phase transition |£?({7)| ^ 1. It may then happen that A contains 
some stationary measure Q £ G(U) even though P is not contained in the 
closure of A. Thus, the right side of (2.7) is equal to 0, and so we need 
a more refined description. The key idea above for proving a lower bound 
is still valid; the point is that we need a refined version of the Shannon-
McMillan theorem. Consider two stationary Gibbs measures P, Q £ G(U), 
and assume that the local Markov property (2.12) holds. Since both P and 
Q have the same conditional distribution on Sv given the configuration on 
the boundary dV, we have 

H(Qyudv,Pvudv) = H(Qdv,Pdv). 

It is therefore natural to look for a Shannon-McMillan theorem for the 
specific entropy quantities 

1 
avn) H(PdVn) and 1 

(avn) H(QaVu,Pevu) 
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on surfaces rather than volumes. 

3. A Shannon-McMillan theorem for surface entropy 

If P is ergodic then P satisfies a 0-1 law on the cr-field J of shift-
invariant events. J is contained, modulo P, in the cr-field 

A:= D Ti-v 
V finite 

of asymptotic events, and if P is also an extreme point in G(U) then the 
0-1 law extends from J to A. Often one can go even further: 

(3.1) Definition. Let us say that P satisfies the strong 0-1 law if for 
any J C I the cr-field Tj coincides modulo P with the cr-field 

F * J : = f i fjU(I-V)' 
V finite 

(3.2) Remarks.1) For J = 0 the strong 0-1 law reduces to the 0-1 law 
on A. 

2) The following condition is equivalent to (3.1): For any J C / , the 
conditional distribution P[ •|FJ] can be chosen in such a way that, for P-
almost all a;, the measure P / _ j [ - |^ v ] ( ̂  ) satisfies a 0-1 law on the cr-field 
of asymptotic events in S T ~ J . In this form, the strong 0-1 law has been 
verified for the maximal and the minimal Gibbs measure with respect to an 
attractive interaction potential; cf. [6]. 

3) For a Markov field the strong 0-1 law implies the global Markov 
property , i.e., 

(3.3) E W f i- j] = E [ c j >\T d j ] 
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for any Tj-measurable <j> > 0 and for any J C J. In fact, we may assume 
that <f> only depends on the sites in some finite W C J, and then (3.1) 
implies, P-a.s., 

E[<f>\Ti.j] = E[<t>\f*r_j) = lim 
n—>oo 

B[^l^(/-J)U(/-Vn)] 

= lim 
n—+00 

ß[0|^aju(/-vn)] 
= E (o) F a * j =, E (o=) F a j ) 

where we use martingale convergence in the second and the fourth step, 
and the local Markov property (2.12) for Vn D W in the third. 

Let us now assume that P satisfies the strong 0—1 law. For / = 
l , . . . ,d let P (1) denote the projection of P on the coordinates in 7^ = 
{i G I\ii = 0}. PO can be viewed as an ergodic random field on Zd - 1 and 
we denote by h(P^) its specific entropy as defined in section 2. Formula 
(2.2) for h(pW), rewritten in terms of P, takes the form 

(3.4) h ( p W ) = / H ( P 0 [ - \ ̂  ] ( u ) ) P ( d u) 

where F (1) denotes the cr-field generated by those coordinates i E I(1) which 
precede 0 in the lexicographical order on I(1) = Z d ~ x. 

The following theorem introduces the surface entropy s(P) of P, com­
putes s(P) in terms of the specific entropies h ( P ( 1 ), and provides the cor­
responding Shannon-McMillan theorem: 

(3.5) Theorem. The surface entropy 

(3.6) s(P) := lim 
n—>oc 

1 
avn 

H (Pa v n) 

exists and satisfies 
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(3.7) s (P) = 1
 d 

d E l= 
1=1 

h (P(1). 

Moreover, 

(3.8) s(P) = - lim 
n—>oo 

1 
aVn 

\ogP[udVn] in L \ P ) . 

Proof. In order to keep the notation simple, let us consider the case 
d = 2. For a box Vn we split Pf^avJ into a product of successive conditional 
probabilities along the four sides, and on each side in increasing order; for 
d > 2 we would use the lexicographical order on each side. Thus, 

log P[u)dVn] = E 
tedvn 

log P o [ w ( 0 ) \ v L ( ccvdf )UW(ntt)]°Ot 

where we put 
L(k) = { i e i {l) \ i <o } n vk 

for those t which lie on a side parallel to I(1). 

k(n, i) — min(£/ + n — 1, n — ti — 1), 

and where W(n,t) is some finite set contained in V^n ty 
In 2) we are going to show that 

(3.9) lim sup 
k WCV£ 

\\POHO)\"LWUW] - PoMO) |^ ]H | | = 0 

in LX{P). As in the usual proof of the Shannon-McMillan theorem, one can 
now pass to the LX{P)-convergence of the corresponding logarithmic terms; 
for a Gibbs measure P, the conditional probabilities are bounded away from 
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0 anyway. On any of the four sides, say on {(tfi,^)! — n <t\ < n,t2 = n}, 
the contribution to the n-th term on the right side of (3.8) can thus be 
reduced to the form 

(3.10) -1 1 
2d 2n 

E 
—n<t\ <n 

logPoMO)| .F ( 1 ) ]o0 t l ]o0 n . 

Applying the (d — 1)-dimensional ergodic theorem as in the usual proof of 
the Shannon-McMillan theorem for d = 2, and as in [5] for d > 2, we obtain 
the convergence 

— lim 
n 

1 
2n E 

—n<ti <n 

log Po[u(0)\^] o0tl = -£[log Pol |jr(D]] = fc(p(i>) 

in LX(P). This imphes the convergence of (3.10) to (2d)"1 h(P^). Sum­
ming up over the 2d sides we obtain the convergence in LX(P) of the right 
side of (3.8) to the right side of (3.7), and this imphes (3.8) and (3.7). 

2) In order to prove (3.9) it is enough to show 

lim sup 
k W C V ck 

\Po[s\uL{k)uW] - P0[s \?W](u)\\ = 0 

for fixed s E S. But this is of the form (3.12) below, with Bk := ^(fc)? 
Ck FL(k)uWi &t : = f(i-vk)uL(k)i and Boo = The strong 0-1 law 
for P implies Boo = &%o : = ^k&k m°d P> a n d s o ^ is enough to apply the 
following lemma. 

(3.11) Lemma. Consider cr-fields Bk C B*h (k = 1,2,...) increasing 
to Boo resp. decreasing to Z? ,̂ and assume that 

Boo = B*oo mod P. 

Then 

(3.12) hm 
k -> sup 
B, Cc c k C B 

\\E[<i>\Ck}-E[<t)\Boo]\\ = Q mL\P) 
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for any 4> G L 1P). 

Proof. Put fa = E[<j)\Bk} and ^ = E[<f»\Bl] for * = 1,... ,00. If 
f̂c Ç £fc Ç -Sfc then, by projectivity and contraction, 

№00-E[<j>\Ck]\\ = \\<t>00-E[<t>t\Ck\\\ 
< ll̂ oo - M\ + MK - E[RJCK]\\ + E [0S/CK- E[4t\CK]\\ 

< 1 1 ^ 0 0 - ^ 1 1 + 1 1 ^ - ^ 1 1 + 1 1 ^ - ^ 1 1 , 

and this converges to 0 by forward and backward martingale convergence, 
since </>oo = (f)^ by assumption. 

4. Large deviations and phase transition 

In this section we assume the Markov property (2.11). We also assume 
that the interaction is attractive with respect to some total order < on 5, 
in the sense of [13] (9.7). Let P + and P~ denote the maximal and the 
minimal Gibbs measure; a phase transition occurs if and only if P + ^ P~. 
Both P + and P~ are ergodic, and they also satisfy the strong 0-1 law (3.1); 
cf. [6]. In particular, both P + and P~ have the global Markov property 
(3.3). 

(4.1) Definition. The relative surface entropy of P with respect to 
P+ is defined as 

S ( P - , P + ) : = 
1 d  

E 
1=1 

J H (p - [- \ ^ } ( u ; ) , P 0

 +[. \? W ] { u ) ) p-{du). 

Let us first explain the definition. For fixed J C I and to E Q we 
introduce the conditional local specification on ST~~J defined by 

J, w I V (E | n) : = I v (E | C) 
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for any finite V C I — J, where £ coincides with rj on J — J and with u on 
J. This specification is again attractive. We denote by P+[- \ Tj](u>) the 
product of the corresponding maximal Gibbs measure on SJ~J with 6W J 

on SJ; as shown in [6], P + [ - \ ^j](m) is indeed a conditional probability 
for P + with respect to Tj. In particular, the projection PQ +[- F (1) (W) 
of P + [ - | F(1)] (W) on the coordinate 0 G / is now defined in a canonical 
manner which does not involve the null sets of P + . Thus, the integral with 
respect to P~" in the definition of s ( P ~ , P + ) does make sense. 

We are going to consider large deviations for P = P + which are of the 
form {Rn G A}, where A is an open set in M(Q) such that P + ^ A but 

A H { P a | 0 < a < 1 } ^ 0 , 

with P a := aP + (1 — a )P + . The following theorem gives a lower bound 
in terms of the relative surface entropy of P~ with respect to P + : 

(4.2) Theorem. If A C M (Q) is open then 

lim inf 
Tl—•oo 

1 
\dVn)\ 

log P+[RneA] > - inf 
oc:PaeA 

A 1 - 1 / R F

5 ( P - , P + ) . 

Proof. 1) The key idea is the same as in the proof of the lower bound 
(2.7): we are going to switch from P = P + to a new measure such that 
the large deviation becomes normal behavior under this new measure, and 
such that the corresponding Radon-Nikodym density will induce the lower 
bound (4.2). 

Suppose that P a G A for some a G (0,1]. Since A is open, we can 
choose open neighborhoods A+ and A~ of P + resp. P~ such that 

olA~ + (1 - a)A+ C A. 

Without loss of generality we may assume that A+, A G Tyv for some finite 
p > 1. Now put Cn = Vfc(n) and Dn = Vn — Vj(n) with k(n) < l(n) < n such 
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that 

lim 
71—•oo 

\Çn[ 
\Vn\ 

= a, lim 
n—KX) 

\Dn\ 
\Vn\ 

= 1 - a. 

For a = 1 we take Cn = Vn, for a < 1 we choose /(n) such that 

(4.3) lim 
n—>oo 

(/(n) — k(n)) = oc. 

Define 
Rn = 

1 

|CN,P| 
E 
iE C n, p 

Eoi w 

and 
R + n = 1 

\Dn,p\ 
E 
i E D n,p 

Eoi w 

with C n , p = Vfc(n)_p and Z? n ? p = Vn_p - V / ( n ) + p . Then 

(4.4) R e A - } G f c n , { R + € A + } e ^ n , 

and 
{iîn e ¿1 2 { i £ e A~) n {R+ e A+} =-. An 

for large enough n. 

2) Let us now introduce the measure 

Q n = P 5n ® P t c n-

In particular, Qn coincides with P on Tcn and with P + on ^Fon

 a n d 
makes these cr-fields independent. Thus, 

(4.5) Q„[A„] = p-[R~ e A-]p+[Ri e A+] 

due to (4.4), and the ergodic theorem for P + and P implies 

(4.6) lim 
N—•op 

Qn[A„] = 1. 
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For c > 0,6 > 0 and for large enough n we can write 

P + [ R n e A ] >P + [A n] 

>exp[-(c + €) |dy n | )Q n [A n H{ 
1 
aVn log (j)n < c + e}] 

where <f)n denotes the density of Qn with respect to P + on Tcn\jDn- Due 
to (4.6), the lower bound 

lim inf 
n—KX) 

1 
\dVn\ 

log P+[RN € A] > -c 

follows if c is chosen such that 

1a azvv 

(4.7) Um Qn 

n—too 
log <}>n < c + e] = 1 

for any 6 > 0. 

3) We want to show that (4.7) holds with c = a1"1** s (P - , P+). Since 
Qn = P + on D n , and since both P~ and P + belong to G(U), we can write 

<f>n(v) = P~["Cn] 
p v ( wcn) ( wd n) 

P-["b„] 
P+[Ußn I UDn\ 

where Bn = dVk(n)-i is the boundary of the interior of Cn. Going around 
the sides of Bn and using the lexicographical order on each side as in the 
proof of (3.5) we obtain 

(4.8) 
1 

Wn\ 
log o n (w) = 1 

|0Vn| E 
teBn 

Zn,t 0 ot 

with 
Zn, t = Xn,t - Y n,t 

and Wn, t (W) = log Po- (w (o) ( wl (k (n,t))U A (n,t) ], 

Ynj(u) = log P 0

+ K ° ) I Wl(fc(n,0)UB(n,t)]. 
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For a site t which lies on a side parallel to 1^ = {i G / | i\ — 0} , k(n,t) 
denotes the minimum of l(n) — k(n) and the distance from t to the bound­
ary of that side, L(k) is the set of all sites in 1^ which precede 0 in the 
lexicographical order and which also belong to V*., and A(n,t) and P(n,t) 
are finite sets such that 

A (n, t) Ç *B (n, t) Ç V (k (n, t)c. 

A(n, t) is obtained by shifting a subset of Bn C C n , and so the behavior of 
Xn,t under Qn is the same as under P~. But the proof of (3.5) shows that 

(4.9) lim 
71—>-00 

1 
Bn E 

teBn 

XnjoOt = -S(P-) in L \ p -). 

4) We still have to control the behavior of Yn,t under Qn, and it is 
here that we are going to use the monotonicity properties of an attractive 
interaction. To begin with, the proof of (3.5) shows that the convergence 
in (4.9) is not changed if we replace Xnj by 

X -t = log P0-[u (0)\U 2 {K { N T ))] 

where w L (k) is equal to u on L(k) and assumes the minimal state in S 
outside of Vfc. Put 

Z- n,t = X - n, t - Y n,t. 

Now we use the law of large numbers for martingales with bounded incre­
ments in its L2-form in order to replace 

1 

/ 

Bn 

E 
t€Bn 

Z-n,t o O t 

by 
1 
Bn E 

teBn 

E Q n [z - t o e t \ A n , t] 
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where Anj is the a-field generated by the sites in Dn and by those sites in Bn 

which precede t in our ordering of Bn. But these conditional expectations 

E Q A Z -tt o 9 t \ A n , i \( u ) 

can be written as 

(4.10) H(P0 [' \uL{k(n,t))\>Po\-m I WI(fcM)U5(n,<)])0^. 

The measure 
V> := PQ'I' I VL(k(n,t))UB(n,i)] 

is larger than the measure 

"'=PQ[' I wL(fc(NF*))]' 

in the sense that the density dfi/du is an increasing function with respect to 
the order on 5; cf. [13] Th. (9.4). The relative entropy in (4.10) increases 
if we replace // by the even larger measure 

A : - P 0

+ [- | ^ £ ( A . ( r M ) ) ] 

where ^"L^) LS defined in analogy to w L (k) : 

H(v,\) = H(v,ii) + / l o g 
dji 
d\ 

dv 

>H{v,n) + J log 
dii 
dX 

dfi 

= H (v, u) + H (u, X) 

> JST(i/,/i). 

Now we use the sure convergence of PQ~[- \ ^L(k(n t))\ *° Po^i' I ^ 7^](U J) 
in order to obtain 

lim 
n—>-oo 

1 

WA 
E H(P0~i l^(fc(„,t))]^0+[- l<fc(n,t))])°^ = 5 ( P "' P + ) 
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in LX{P ) . Putting all these steps together, and passing from convergence 
in L 1 ( P ~ ) to stochastic convergence in terms of Qn, we obtain 

lim 
Qn[\Bn\ 

E Zniioet > s(p-,P+) + e] = 0 

for any e > 0. Since 

lim 
№ 1 

= a 1-1/d, 

this is equivalent to (4.7) with c = a1~1lds{P~,P+). 
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