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EXPOSÉ n° XIV 

BASIC TECHNIQUES OF GEOMETRIC MEASURE THEORY 

F. ALMGREN 

§1. EXAMPLES, CURRENTS AND FLAT CHAINS AND BASIC PROPERTIES, DEFORMATION THEOREMS 
AND THEIR CONSEQUENCES. 

1.1 Examples. 
(1) Suppose one wishes to find a two-dimensional surface of least area among all 
surfaces having a unit circle in ]R as boundary. It seems universally agreed that the 
unit disk having that circle as boundary is the unique solution surface. If we did 
not know the answer beforehand (as will be the case in general), then an appropriate 
way to find the surface of least area would be to choose a sequence Ŝ  , Ŝ  , Ŝ  
of surfaces having successively smaller areas approaching the least possible value 
of such areas and then "take the limit" of the sequence of surfaces in hopes that 
the limit would be the desired minimal surface. The "disk with spines" illustrated 
in Figure 1 is a good approximation in area to the unit disk if the spines are all 
of very small diameter and hence of very small area. If the Ŝ  should be chosen to 
have a sufficiently large number of uniformly distribued slender spines, then there 
will be a great many points p 6 IR (possibly all of 1 ) for which there exist p^€ Ŝ  
for each i such that lim p. = p . If the surfaces S. are regarded as measure 
theoretic surfaces (currents, flat chains mod v , varifolds) then the limit does not 
"see" these extraneous points and is, as desired, the unit disk. 

(2) Figure 2 illustrates a simple closed unknotted curve C of finite length for 
which any oriented least area surface spanning C must have infinite topological 
type. The oriented least area surface (integral current) is a regular minimal sub-
manifold with boundary except at the one limit point. 

(3) Figure 3 illustrates two special soap-film-like mathematical minimal surfaces 
S and T (which are, also realizable as physical soap films). As sets 9S is a re
tract of S and 8T is a deformation retract of T . Boundaries for such surfaces 
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Figure 1. A disk with spines 

(2/3)4 

(2/3)3 
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(2/3) 
с 

Figure 2. C is a simple closed unknotted curve of finite length. 
The distinct values of areas of regular minimal surfaces S with 
3S - C contains a closed interval. 
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s 

s 
Figure 3A. 8S is a retract of S 
(J.F. Adams). 

T 

T 

Figure 3B. 8T is a deformation retract of T 
(J.F. Adams). 
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(integral varifolds) are defined as the support of the singular part of the associa
ted first variation distributions. 

(4) Holomorphic varieties in (Cn are examples of oriented absolutely area minimizing 
(locally integral) currents. In particular, singularities in oriented area minimi
zing surfaces can be of real codimension two in the surfaces. 

(5) Nontrivial cobordism is an obstruction to both regularity and real analytic 
geometric structure in area minimizing surfaces. If, for example, (CP is smoothly 
embedded in Sn czIRn+̂  , then the 5-dimensional least area int-^ral current T having 
boundary such (CP must be singular (since (CP doesn't bound any manifold). Fur
thermore, sptT cannot even be a real analytic variety near its singularities ; 
otherwise, resolution of such singularities would give a manifold with (EP boun
dary. 

1*2 Ĵ o_les of_ geometric measure theory. Modern geometric measure theory is useful in 
a number of different ways. It, for example, provides quite general techniques for 
studying measure and integration on singular k - dimensional surfaces in n -dimen
sional spaces. Additionally, it provides a framework in which mathematical questions 
involving complicated or unknown geometric configurations can be naturally formula
ted and studied, 

1.3 _S_ome_ terminology and assumptions in these notes. 
(1) Bn(p,r) [Un(p,r)j denotes the closed [open] ball inlRn with center p and 
radius r . The integer B(n) is the Besicovitch-Federer number in dimension n 
related to multiplicity of covering by closed balls in]Rn in the Besicovitch-
Federer covering theorems. 

(2) l_n denotes n - dimensional Lebesgue measure in !Rn and 

a(n) = Ln(Bn(0,l)). 

(3) HK denotes k -dimensional Hausdorff measure inlRn(0 < k < n). It is a regular 
Borel measure defined on all subsets of]Rn with Hn = L.U . For reasonable k-dimen-
sional subsets of]R , H gives the "right" value for k - dimensional subsets 

of R , H gives the "right" value for k - dimensional area ; i t , of course, does 
assign a k - dimensional area to unreasonable sets as well. 

(4) Two indispensable formulas in geometric measure theory are the Hausdorff area 
formula (a generalized unoriented change of variables formula) and the coarea 
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formula (a curvilinear form of Fubini's theorem). We here also call attention to the 
striking structure theorem for sets of finite Hausdorff measure which until recently 
was essential in rectifiable current compactness proofs (it is not used in the proof 
sketched in these lecture notes). 

(5) y(r),T(y):K ->m for r em , y em are specified by requiring 
u(r)(x) = rx (homothety) 

and 
x(y)(x) = x + y (translation) 

for x eiRn . 

(6) As special terminology convenient for our purposes we let {Rm x {0}} ^ : 
IRm x lRn -> H?1 and {{0} xlRU}^ :TRm x]Rn ->]Rn denote the obvious orthogonal projec
tions. Also we define f M g : A -> B x C by setting 

(f ><• g)(a) = (f (a),g(a)) 

whenever f : A ^ B , g : A - > C . 

1 .4 Measure theoretic surfaces Mathematical surfaces have to be something ! In geo
metric measure theory surfaces are usually measures (or perhaps "k-vector valued 
measures").One of the biggest hurdles for new workers in the theory seems to be that 
of learning to think of surfaces as really being measures. 

The basic ingredients of measure theoretic surfaces are : 
S — a k-dimensional rectifiable set in R (mo re carefully defined below) ; 

+ 
0 : S •> 1R — an almost everywhere defined positive density function ; 
£ : S -> (unit simple k-vectors in ]Rn "tangent" to S) — an orientation function. 

Out of such ingredients one assembles 

HLS — surface measure on S , i.e. for A cz E. , (HH_S)(A) = Hk(SnA); 
t(S,0,£)— an oriented surface with density. 

IMPORTANT. Any two surfaces which are H -almost equal are identified as the same 
surface. 

An oriented surface with density is typically identified as a current, 
e.g. -t(S,9,C) • (differential k - forms cf> on lRn having compact support) -> ]R 

<!>-•/ <£(x),cf)(x)> 0(x)dtfkx . 
x€S 

271 



F. ALMGREN 

Associated with such a current T = t(S,6,£) are the following : 
(i) the variation measure ||T|| over lRn which assigns to U a lRn the number 

IITH(U) = J* 0 dHk . 
snu 

(ii) the set of T , 
set(T) = the set of points in ]Rn at which the k - dimensional density of ||T|| at x , 

0k(i|T|| ,x) = lim ||T||Bn(x,r)/a(k)rk 

k 
is positive (which is H -almost equal to S). 

(iii) the size of T , 
$(T) = Hk(set(T)). 

(iv) the mass of T , 
M(T) = IITIKIR1) . 

(v) the restriction of T to W , 
T L w = t(snw,e|snw,c|snw) 

associated with any H -measurable subset W of ]R 

The collection of such currents t(S,6,£) forms a real vectorspace : the 
scalar multiple r.t(S,6,£) equals t(S,|r|9,sign(r)£) while the current sum 
t(S,0,£) + t(Sf,e',^T) equals t (SM,6",£M) for appropriate SM,6M,£lf (due to cancel-Iŝ  lations of 9£ and 9'^" , (S U S1) ~ S" can have positive H -measure 

1.5 Examples and spaces of measure theoretic surfaces. General measure theoretic 
surfaces are constructed from more elementary ones. Examples and general spaces 
include the following. 

(1) Op]] = t({p},l,+ l) is the 0-dimensional point mass current. 

(2) nP0,Pj,...,PkI = t(A,l, (p1-p0)A . . .A <Pk"Pk-.1)/|(P1"P0)A ••• A(pk"pk-l)l) 

is the oriented k -dimensional simplex with vertices Pg,...,p ; here 
A=sptEp , . . . ,p , ]] is tne convex hull of p , . . . ,p (spt denotes support). The boundary O k (J k — 
of QPQ, . . . jp^]] is the(k-l) dimensional current 

3Dp0,...,PkI = mj sd Dp0,...,p._1,PJ+1,...,PkI • 

According to Stokes's theorem, 
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< 3 Qp0,...,PkI , 4J > = < [[pQ, •.. ,PkU , dip > 

for each smooth differential (k-1) form \jj on ]Rn . Also, if f : Rn ->IRn is a diffeo-
morphism then under the induced mapping of currents, 

f# Dp0,...,PkD = t(s,l,c) 

where S = f(A) and £ is the obvious orientation function. A short calculation shows 
that 

f# ' 3 = 8 0 f# • 

(3) CPk(lRn) denotes the k dimensional polyhedral chains in ]Rn ; i t is the real 
vectorspace (of currents) generated by the oriented k - dimensional simplexes. In 
particular, for each P 6 Pk(]Rn) one can write 

P = X r(i) [[pQ(i),.. .,Pk(i)]] (finite sum r(j) €1R) 
i 

so that the associated simplexes {A }̂̂  intersect pairwise in dimensions at most 
k-1 . 
One notes 

S (P) = I Hk(Ai), 
i 

1M (P) = I | r (i)|f^(A^) 
i 

and sets 

3P = I r(i) 9[[p0, . . . ,pkI (the boundary of P) 
i 

and 
f#P = I r(i)f# [[P(),...,pk]] 

i 
for each diffeomorphism f :]Rn ->]Rn . If the (r(i)}^ are restricted to be integers 
one obtains the abelian group IJP̂ (]Rn) of k - dimensional integral polyhedral chains. 
For v G{2,3,4,...} the quotient 

№>k0Rn)/v WPk0Rn) = IEJPkGRn) 

gives the abelian group of k — dimensional polyhedral chains mod v ; a polyhedral 
chain mod v written 

I (s(i) mod v) [[pQ, . . . ,pkJ] 
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has size 
I{Hk(Ai) : z(i) i V7L) 

and mass 
I |z(i) mod v|Hk(Ai) 
i 

with 
|z(i) modv | = inf{|z| : z£ ZZ with z - z(i) £ \>7L]. 

(4) S 0̂RN) denotes the k -dimensional size bounded rectifiable currents in]Rn defi
ned by calling t(S,0,O a size bounded rectifiable current if and only if for each 
e > 0 there is a polyhedral chain P and a (continuously differentiable) diffeo-
morphism f : Hn ->IRn such that 

(M + S)(t(S,9,0 " f#P) < e • 

The sets S which appear in such expressions are called (H ,k) rectifiable and 
H -measurable subsets of H 

(5) Î (]Rn) denotes the k - dimensional integer multiplicity rectifiable currents 
consisting of those size bounded rectifiable currents t(S,6,£) for which 6 is almost 
everywhere positive integer valued. 

(6) $k@Rn), Ĉ R̂n) denote those members of S (̂l̂ 1), Î Gr**) whose boundaries belong 

to S^^lrf1), ^ 0Rn) respectively. Such currents are called size bounded real 
currents and integral currents, respectively. 

CAUTION. This terminology does not agree with that of Federer's treatise. 

By definition we say that T € Ŝ (?Rn) has boundary W € Ŝ _j (JRn) if and 
only if for each e > 0 there is a k - dimensional polyhedral chain P and a conti
nuously differentiable diffeomorphism f : lRn ]̂Rn such that 

(W+ S)(T - f#P)< £ and (M + S)(W - % 3p)< e . 

A corresponding definition holds for the integral currents. It follows that 
8o3 = 0 . 
(8) We set 

$k 0dRn) = $k<fen) n {T : sptT is compact} . 

Also, for each B c: A cz]Rn we set 
*k o(A,B) = $k ofen) n {T : sptT C=A' sptaT € B} * 
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Similar definitions apply for integral currents. 

(8) Sometimes it is useful to consider more general "locally size bounded recti-
fiable" currents T [ S, _ (]Rn) which are only locally of finite mass and size, k, loc 
Related terminology has the obvious meanings. An especially useful example is the 
current 

IEn = tflR^l.e.A.-.A e ) 
1 n 

which is a member of TT n,loc (]Rn) . 

1.6 Remark . Certainly, to date, rectifiable currents with integer coefficients 
have been of more interest and importance than those with general real number 
coefficients. In these lectures and notes we will explicity discuss primarily the 
real currents, however. Such currents have generally not been discussed elsewhere. 
Additionally, our constructions and theorems about real currents apply virtually 
whithout change to integral currents and to flat chains mod v ; the main difference 
is that for these later two types of surfaces it is frequently possible to neglect 
the size of currents since it is always dominated by mass. 

1.7 Basic properties and terminology of real chains. 

(1) The mass function M is a norm which the size function $ is not. Sometimes, 
for convenience, we abbreviate HS = TA + S and ]NS = US +MS od . 
The associated functions 

I t , $,№ : SkCRn) x Sk(!Rn) ^ IR , I J : $k(TRn) x Sfc(]Rn) +JR+,M (T, T1) =H(T-Tt), etc. 

are metrics. Sk(]Rn) [Sk(]Rn)] is complete with respect to US convergence [with 
respect to INS - convergence] (obvious from the definitions). 

(2) Two other basic norms are 

F : $kflRn) +B+ (Whitney's flat norm) 

]F(T) = inf{M(X) + M(Y) : X £ \0^) and Y £ $k+] (]Rn) with T = X +3Y} for 
T € $k(Rn), and 

tf : $K0RN) n {T : 3T = 0} + R + 

(B(S) = inf{M(Y) : Y e $k+1(̂ n) with SY = S} 
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for each S £ ŜClR11) with 9S = 0 ; I do not know if either infimum is attained. 
Other indispensable functions are 

O : $k(Hn) n {T : 9T = 0} +1R+ (not a norm), 

(&$(T) = inf{№(Y) : Y £ $k+1(]Rn) with 9Y = T} 

for T £ $kC]Rn) with 9T = 0 , and the associated metric 

(E$ : $k(]Rn) x $k(]Rn) n{(T,Tf) : 9 (T - T') = 0} -> ]R+ , 

TJfB (T,T' ) = U$ (T - T') ; 

see the compactness Theorem 3.1 below. 

CAUTION. For 0 ^ T € $k(TRn) with 9T = 0 the function ]R -* $k(Bn) seending t £ K. 
to tT £ ^O^) ŝ not continuous ; however, see the homotopy Theorem 1.16 below. 

(3) For each B c A fl lRn 

e $k o(A'B) k=0 k'u 

is a chain complex with boundary operator 9 (e.g.9°9 = 0) and associated homology 
groups 

n 
H+(A,B:ER) = © H (A,B;¥) ; 

k=0 k 
see the homology Corollary 1.15 below. 

(4) Each Lipschitz map f : IRn ->lRm induces a natural chain mapping 

f# : \ \ ,o»n> - ®k sk,o*m) 

of degree 0 (e.g. f̂ o9 = 9of^). The construction of such f̂  is largely a direct 
application of the Hausdorff area formula mentioned above ; commutation with 9 
seems easiest proved with the factorization 

{{0} x T!p}, o (1 M f) : TRn -> TRn x TRm -> ]Rm 
1 Kn 

As a direct consequence of the formula definition one estimates for T £ $k(Rn) 
that 

Il(f#T) < Lip(f)k W(T), S(f#T) < Lip(f)k $ (T), 

and f̂ T = ĝ T whenever g : TR11 -> TR™ is Lipschitz with f|set(T) = g|set(T). More 
detailed estimates on lyr(f̂ V) and $ (f̂ V) follow from the area formula. 
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(5) For T = t(S,e,£) € f̂ C*̂ ) and Lipschitz f :]R'n ]̂RP(p < n) one uses the coarea 
formula to construct for LP almost every y £ ]RP the slice of T by f at y , 

<T,f,y > = t(s n f"1{y},0,,cI) ^\_p(^n) ; 

here 9' = 0|f {̂y} and £f is the naturally defined orientation function. In par
ticular, for LP -almost every y £ , 

3 < T,f,y > = (-1)P < 3T,f,y > . 

Detailed estimates on M(< T,f,y >) and $(< T,f,y >) follow from the coarea 
formula. 

(6) Associated with each T = t(S,6,£) £ $, (En) and each T' = t(Sf,e',£f) £ $ (R1) 
is the Cartesian product 

T x T' = t({(x,y) : 0k+p(HT||x||T'n, (x,y)) > o},(e-.ef),(£*£')) f̂ik+p(̂ n+m) 

where (0 . 6f)(x,y) = 0(x).9'(y) and (£ x £f)(x,y) = £(x) x ^T(y). 

CAUTION. The Cartesian product of some sets of measure zero can have infinite mea
sure in the obvious dimensions. 

We check 

3(T x T1) = OT) x T' + (-l)kT x 3Tf . 

(7) Whenever f , g : B.n ->TRm and h : [0 ,1 ] xIRn -+TRm are Lipschitz with f = h(0, . ) 
and g = h(l,.) one has the homotopy formula for currents 

g#T " f#T = 3h#([[ 0,l]]x T) + h#([[0,l]]x 3T) 

for each T £ $k Q(R ). In case m = n and h(t,x) = tx for each t, x then 

[[ pi sxrT = h#([[ 0,l]]x T) 

denotes the oriented cone over T with vertex p . If k > 0 then 

3([[ p]] * T) = T - [[p]] *C3T . 

In particular, Ĥ CfR11;!) = 0 for each k = l ,2 , . . . , n . 

(8) A basic tool in controlling the geometry of currents is the following 

277 



F. ALMGREN 

CONSTANCY THEOREM. Suppose P is a k - dimensional affine subspace of ji with 
constant orientation function U C P is relatively open and pathwise connected, 
and T £ k̂(]Rn) with spt(3T) H U = 0 . Then 

T LU = r.t(P fl U,1,CQ) 

for some r £ TR . 
Special applications of this constancy theorem occur in association with central 
projections within cubes. 

1.8 Centra1 projections wil thin cubes . Suppose K = [0,1 ]m c: B.m , p £ [ 1/4,3/4]mc:K 
and 0 < e < 1/2. We define 

a(p) : K ~ {p} -> 3K , 
a(p,e) : K -> K, 
T(P,E) : [0, 1 ]x K ->• K 

by setting 

j(p)(x) = q £ 3K if and only if q = p + t(x-p) for some t > 1, 
r o(p)(x) if |x-p| > z 

a(P,e)(x) \ + £-l 
p + e |x - pI(a(p)(x) - p) if |x - p|< e , 

T(p,£)(t,x) = (1 - t)p + ta(p,e)(x) for each t, x . 

If k < m and T = t(S,0,O £ ^(K), then one confirms the existence of 

a(p)#T = lim£^0a(p,e>#T £ $k(K) [£ $k(3K) if k < m], 

a(p)#9T = lime}0a(p,e)#9T £ $k_j(3K), 

x(p)#([[0,l]]xT) = limei0T(p,e)#(I[ 0,l]]x T) £ *K+100, 

T(P)#([[ 0,1]] x 3T) = lime + 0T(p,e)#( [[0,1]] x 3T) £ $k(K) 

(with all limits in the TO metric) with 

3a(p)#T = a(p) 3T 
and 

a(p)#T - T = 3T(P)#([[ 0, llxT) + T(P)#([[0,1]]X 9T) 
provided 
(a) J | x-p | "k dtfkx + J |x-pfk d||T||x < 

x£set(T)nlnt(K) x£lnt(K) 

(if k < m) 
or 
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0 (H Lset(T),p) G {0,1} and 0 is approximately continuous at p (if k = m), and 

(b) / |x-p| 1-kdHk_1x + J |x-p!1_k diiBTH x < » . 
xGset(3T)nint(K) x£Int(K) 

For a general Radon measure u over K ,one checks 

J m J IX~P| kdyx d^P 
pG[l/4,3/4]m xeint(K) 

= J J |x-pTk dLmp dyx^T y(Int(K)) 
xGInt(K) PG[l/4,3/4]m 

in case k < m ; here r is a readily estimatable constant depending only on m . For 
k = m,one has 

Jpelnt(K) ^ (HkLset(T),p)dLkp = Hk[set(T) n Int(K)], 

Wt(T)nint(K) B(P)dLkp =llTll(Int(K)). 

One uses the area formula to check that the integrals (or densities) in 
(a) and (b) dominate W$ (a (p)#T),us [T (p)#( [[ 0, 1) ]] x T) ] , and 11$ [ T (p)#( [[ 0,11 x 3T) ] . 
One concludes finally the existence of a constant r Q < 00 for which the following 
holds. 

1.9 Basic_central_projection_estimates. Corresponding to each T £ $^(K),there is 
p £ Int(K) such that G(P)#T , a#3T , x (p)#( [[ 0, 1 ]] x T) , T (p) ([[ 0,1 ]] x 3T) all 
exist with 

a(p)#T £ $kOK) if k < m , 

a(p)#T C $k(K) and a(p)#3T € « (3K) if k = m, 

9a(p)#T = a(p)#3T 

(so that,for k = m ,the Constancy Theorem is applicable to a(p)^T), 
M(a(p)#T) < rK9«(T), B(a(p)#T) < rKgS(T) , 

**(3a(p)#T) <W(3T), SB(3a(p)#T) < r} $(3T), 
a(p)#([[ 0,l]]x T) £ lk+1(K) ^ k < ml 
T(p)#([[ 0,1]]X T) = 0 if k = m, 
X(p)#{[[ 0,1]] x 3T) e ?k(K), 

W (T(P)#([[ 0,1]] x T)) < rK9B(T),s(T(p)#( [[0,1]] x T) < T{ S(T), 
W (T(p)#([[ 0,1]] x 3T) ) < T1 9W(3T), 
S(T(P)#([[ 0,1]] x 3 T) ) < fj 9$(9T). 
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If 0 < r < 1 and 
L = y(r)K , 

then maps of the form 

u(r) o a(p,e) o y(l/r) and y(r)o x(p,e) o (1 x y(l/r)) 
are used to define central projections in L in the obvious way. Corresponding 
estimates result, e.g. for T £ ^^^^ » 

H(y(r)#oa(p)#oy(l/r)#T) < rj 9H(T) , 

S(y(r)#oT(p)#°(lRx y(l/r))#([[ 0,l]]x T)) < rU9 r S(T) ; 

note the factor r . 

1.10 Standard cubes in ]Rn and_ admi_s_sjbje_ f ami_l ie s_ o f__cubes_ and__their_ asjs ocia_ted 
complexes. 
(1) We denote by K(0) the collection of closed unit n -dimensional cubes in ]Rn 
associated with the integer lattice. In particular, K€ K(0) if and only if there 
are z z £ 7L wi th 1 n 

K = T(Z1?. . . ,Z ) [0,l]n . 1 n 
For N £ 7L we set 

K(N) = {y(2_N)K : K £ K(0)} . 

The members of K(N) are said to be standard cubes of level N . 

(2) By an admissible family of cubes,one means a subset F of U K̂(N) for which 
the following three conditions hold. 

(2.1) K, L £ F with K ^ L implies Int(K) n Int(L) = 0 . 

(2.2) K, L £ F with K n L + 0 implies |level(K) - level(L)| < 1 . 
(2.3) K £ F implies 3K c U{L : K + L £ F}. 

The empty family is admissible. Any nonempty admissible family is infinite. The 
union of the members of an admissible family is open. 

Whenever F is an admissible family of cubes and K £ F>one sets 

nbs(K) = F n {L : L D K + (J)} . 

(3) Corresponding to each open subset U of ]Rn one defines 
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WF(U) (Whitney family) 

to consist of those cubes K £ ÛTK(N) for which the following two conditions hold. 
/o i\ j * WvnDn T-r \ 0l-level(K) 
(3.1) dist(K,]R ~ U) > n 2 
(3.2) dist(L,]Rn - U) < n 21"level(L) for that unique L £ K(level(K) - 1) 

with K c: L . 
WF(U) is an admissible family of cubes with UWF(U) = U . 

(4) Associated with each admissible family F of cubes is the cubical complex of F 

CX(F) 
consisting of all cubes K for which the following two conditions hold. 

(4.1) K is a cubical face (of some dimension) of some n - dimensional cube in 
F . 

(4.2) In case dim(K) > 0,then level(K) > level(L) whenever L is a face of some 
n - dimensional cube in F with dim(K) = dim(L) and Int(K) fl Int(L) ^ 0 . 

Additionally, for each k € {0,l , . . . ,n} we set 

CX (F) = CX(F) fl {K : dim(K) = k }. 

1.11 Iterated central projections of currents associated with admissible families 
jpj:_̂ ub_es. Suppose F is an admissible family of cubes and T £ Ŝ GR") (OF need not 
contain sptT and, in many important applications, will not). Suppose also that 
Kj, , K^,... is a listing of the members of F . The central projection technique 
described in 1.8, 1.9 is a local construction which is readly adapted to produce 
a sequence of currents T = T(n-1,0), T(n-l,l), T(n-1,2), T(n-1,3), . . . such that 
for each k = 1, 2, 3, . . . 

T(n-l,k)L(En~Kk) = T(n-l,k-l)LORn~Kk) 

and T(n-l,k)LK is the centrally projected image of T(n-1, k-l)LK onto 9K with 
center of projection in Int(K) chosen to provide appropriate mass and size estima
tes in accordance with 1.9 . The existence of T(n-l) = lim. T(n-l,k) (with limit 
in the ]N$ metric) is easily checked (the "admissibility" of F gives the necessary 
local finiteness conditions). Within UF sptT(n-l) lies on UCX .(F) . A similar 

n-1 
sequential application of the central projection technique to the(n-l)-dimensional cubes in CX t (F) produces a current T(n-2) which, within L)F , lies on U CX 0(F) 
Continuing in this manner one ultimately obtains a current T(k-l) which, within 
l/F , lies on UCXV(F) and whose boundary 3T(k-l), within U F , lies on UCX^CF) 
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The results of this procedure combined with the various estimates of 1.8, 1.9, and 
1.7(8) (the Constancy Theorem) are summarized in the following theorem. 

1.12 GeneraJL_defоrmatiоn__theorera. There is a constant ^ wi-tn tne following 
properties. Corresponding to each admissible family F of n - dimensional cubes in 
ЖП and each T € $к(ЖП) there exist P, W € $k(^) and Q G $k+1 (ЖП) with the follo
wing properties : 

(1) P - T = 3Q + W ; 

(2) PL (if1 ~ UF) = T Ь(ЖП - UF ) ; 

(3) spt(P) П UF с UCXk(F) and spt(3P) П U FcUCX^ (F) ; 

(4) for each К G CXk(F), 

P L К = t(K,YofC0) 

for some constant density 6̂  and some constant orientation £̂  ; 

(5) for each L G CXk_1(F), 

ЭР L L = t(L,a)0,n0) 

for some constant density оз̂  and some constant orientation rig ; 

(6) Q = Q L UF and W = W L UF. 
(7) whenever Kj, K2> K^,... G F then 

M(P L U-K.̂  < Г j 11(T L Ui nbsOO) 

S(PL UJ^) < rj 12$(TL Ui nbs(K.)), 

S(3PL U.K.) < Tj 12H(3TL U. nbs(L)), 

$(3PL [) к/) < гj 12 $(3TL [) nbs(Ki)) ; 

one can, of course, have UF = U.K. . ; 

(8) M(Q) < 2~Л1Л2И(Т), $(Q) < 2"Nrbl2.S(T), 

w(w) <^гК12и(эт), $(w) <J.rK12sOT) ; 

here N = inf{level(К) : К G F}. 

1.13 COROLLARY (Isoperimetric inequality). There is a constant Г, .0 < 00 with the 
following property. Corresponding to each T G S (Ж ) with ЭТ = 0 there is 
Q G S kl (ЖП) with 
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(1) 9Q = T , 

(2) 5(Q) < rK13S(T)(k+1)/k , 

(3) M(Q) < rK13 W(T) s(T)(K+1)/K 

Proof . We let N E 2Z so that 

2-k(N+1)<rK12 «T)< 2"kN 

k —kN 
and apply 1.12 with F = K (N) . One notes H (K) = 2 for each K£ CX^F), uses 
conclusions (3), (4), (8) of 1.12 to conclude P = 0, W = 0 there, and sets Q above 

* i_ o (k+l)/k . equal to -Q there and rj 13 = 2rj 12 

1.14 COROLLARY (Cubical approximation theorem). Corresponding to each T £ $T(EN) 

and each 0 < e < 1 there exist (a cubical polyhedral chain) P £ P̂QR ), W E $ (̂E.li), 
and Q £ Ç (]Rn) such that 

(1) P - V = 3Q + W . 

(2) M(P) < rK12W(T), S(P) < r1>12S(T), 

(3) H(9P)<rK12H(9T), s(aP) < Tj 12s(3T) , 

(4) M(Q)< ê M$(W) < e . 

Proof. Take F = K (N) for large N in 1 . 12. • 

REMARK. Note in 1.14(2) that the estimate on M(P) is independent of M(8T) in con
trast with 4.2.9(2) of Federer's treatise. 

1.15 COROLLARY (Homology groups). Suppose A and B are compact Lipschitz neigh
borhood retracts in ]Rn (i.e.,there are open neighborhoods U of A and V of B 
and Lipschitz retractions U + A and V -> B) with B a A . Then the homology groups 
H+(A,B:R) defined in 1.7(3) are naturally isomorphic with the usual singular  
homology groups of the pair (A,B) with coefficients in R . 

Proof. Each singular chain is homologous to a Lipschitz chain in (A,B) and each 
member of Ŝ  (̂A,B) is homologous to a cubical chain in (U,V)." 

1.16 THEOREM (Homotopy groups). Suppose A is a compact Lipschitz neighborhood 
retract in R1 and j , k £ {0,1,...,n} with j + k < n . If 
$2, (A) = $. (̂A) D{T : 9T = 0} is topologized as the inductive limit of its MS 

bounded subsets with the <ES metric topology, then 
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TÍ. (S»k(A);0) = h\+k(A;]R) ; 

here TÍ. refers to homotopy in dimension j . 

(2) If S^CA) is topologized as the inductive limit of its № bounded subsets 
with the (E-metric topology, then f>#k(A) is homotopically trivial. 

Proof. In establishing (l),one argues as in the integer coefficient case using the 
isoperimetric inequalities of 1.13. In (2) scalar multiplication by t £ [0,1] gene
rates a homotopy between various mappings and the 0-map. • 

1.17 THEOREM (Isoperimetric inequality for cycles with small projections). There 
is a constant Tj ^ < 00 with the following property. Suppose T € $k(Rn) with 
dT = 0,0 < X <°°, and 

Lk[Tí (setT)] < X 

for each orthogonal projection IT : ]R ->]R having as kernel an (n-k)-dimensional 
coordinate subspace of ]Rn . Then there is Q E ^^+|(I?) with 

(1) 3Q = T , 
1 IV 

(2) HQ) < rK17HT)x1/K , 
(3) s(Q) < rK1735(T)A1/k . 

Proof. One initially applies 1.12 or 1.14 with F = K(M) for sufficiently large M 
to obtain a cubical polyhedral cycle P with (E$(T,P) very small and 
L [ Tí(setP)] < 2X for each coordinate plane orthogonal projection TT : JR -> ir 
as above. One then chooses N € 2Z so that 2 is considerably larger than 2X (but 
s t i l l within a preassigned bounded factor of 2X) and applies the following adapta
tion of the deformation construction used in 1.12. We fix F = K(N) and require 
that the centers of projection (in 1.8, 1.9, 1.11, 1.12) be the exact centers of 
the cubes in question. One applies the total deformation a to T(X)^P ; here 
x c JR1 , in particular, is carefully chosen with respect to the various Ti(sptP) 
projected sets so that at the stage of the deformation construction at which one 
projects within k - dimensional cubes K , one can guarantee that the support of the 
current being projected there does not meet the center of K . One concludes 
G#(T(X)#P) = 0 and hence T(X)#P = 3Q with !M$(Q) comparable to X :M$(P) • The 
theorem follows readily. • 
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§2. LIPSCHITZ MULTIPLE VALUED FUNCTIONS AND APPROXIMATIONS OF CURRENTS. 

2.1 MuJ tiple_ vaJ_ued_ f unĉ J.on_s. We frequently wish to regard the "graph" or the 
image of a functionIR111 -> iP̂ dR11) as a multiply sheeted m -dimensional surface with 
possible branching, folds, or other singular behavior. It is with this geometric 
image in mind that we refer to jP̂ dR11)-valued functions as "multiple valued functions". 

Central to the usefulness of such multiple valued functions is the fact 
that general m -dimensional surfaces in]Rm+n with complicated topological or singu
larity structure can indeed be represented by (or strongly approximated by) the 
graphs or images of such functions with ]Rm as fixed simple domain. Functional ana
lytic techniques then become aoplicable in ways novel to geometric problems for 
obtaining estimates, generating comparison surfaces, etc. 

2.2 Examples. 
(A) Suppose 0 < e < oo and 0 < 0 < tt/2 is defined by requiring 1 + 2e = 2(1 +e)cosO . 
We set 

B = [[(cose, sine)]] +[[(cose, -sine)]] - 2 [[(-1,0)1 etpQ OR2) . 

P = 1(0,0), (cose, sine)]] + [[(0,0), (cose, -sine)]] - 2 [[(-1,0), (0,0)]] etp (R2). 

Then BP = B,s(P) = 3, MP) = 4, and 

S(P) + ell(P) = 3 + 4E = inf{S(Q) + EM(Q) : Q <E Î JR2) with 8Q = B}. 

For £ = 1, (E$(B) = MS(P) = 7 . 

(B) Suppose N€{1,2,3,...}, pj, p2,...,pN are distinct points in ]Rn , and q , 
^2,"*',C^N are c^st̂ -nct points in lRn with 

a = inf I p. - p. I and b = sup |p. - q. | . 
1 J i 1 1 

We note that any path in lRn connecting distinct points among the collection 
(pj,...,PN>qj,...,qN} other than a path connecting p̂  to q̂  for some i must 
have length (hence size) at least a-2b . 

Suppose also a a X 7 f t x..€E with EG. = E t. and 1 N 1 N i 1 i 1 

P = Z a. [[p.]] , Q = E T. [[q.]] € PQ(lRn). 
i i 

(B.l) If ffi$(P,Q) < a - 2b then o1 = t1 for each i and W = E a [[p^qj] is 
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the unique member of $j(Rn) with 9W = Q - P and H$(W) = (ES(P,Q). 

(B.2) Corresponding to each T £ tPQ(]Rn) with SB (T) < N , < P-T, 1 > = 0 , and 
(EE (P,T) < a/2 there exist v. , . . . ,v„ € Rn with I p. - v. I < a/2 for each i so that * 1 N 1 l i 
T = E ai [[vi]] . 

(C) Suppose f : R-> (P (1R ) is defined by setting 

f(x) = [[(x,x1/2)]] - [[(x,-x1/2)]] if x > 0 
= 0 if x < 0 . 

Then 
0(f(x),f(y)) < 4 |x - y|1/2(l + |x - y|)1/2 

for each x , y £ R , e.g. f is locally (E$ -Holder continuous with exponent 1/2 . 
We set 

f#E] = t({ (x,y) : x = y2} ,l,(2y,l)/(4y2+l)1/2) EI l,loc JK2). 

For each x £ ]R , 

f (x) = < f#E* ,{R x{0}} ,̂x > 

(the slice of f̂ E* by {Rx{0}}^ at x) . 

(D) We identify R = (E , R = (C and define f : C >JpPQ (E ) by setting 

f(z) = E{[[(z,w)]] : w2 = z3} 

for each z £ C . Then f is locally (E$-Lipschitz and f̂ E £ %2 \oc^ ^ is the 
algebraic variety w2 = z3 regarded as a locally integral current. If r = 
8(E2L U (0,1)) £ t.(R ) (an oriented circle), then f#F will be a single oriented 
curve in R lying in the variety w = z which curve projects to cover V twice. 

A basic combinatorial estimate related to the E$-topology on F (̂Rn) is 
the following. 

2.3 PROPOSITION. Corresponding to each 
N M 

B= E s(j) [[q(j)U - E r(i) [[p(i)H £ IP (Rn) 
j=l i=l 

with E s(j) = T r(i) there exist 
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(a) K e {1,2,...,3M + 3N - 3} (note the a priori bound here), 
(b) a ( l ) , . . . , a(K),b(l),...,b (K) E ]Rn , 
(c) positive numbers t(1),...,t(K) < r(l) + . . . + r(N) (note the a priori bound here), 
(d) P = I t(k) [[a(k), b(k)]]ep1 №n) 

such that 
(0 MP) + $<P) = (ES(I) , 
(2) spt(P) lies within the convex hull of spt(B) and contains no closed loops. 

2.4 Extension of multiple valued mappings in [0,1] . Suppose one has P , Q €PQ(^1) 
with < P - Q,l > = 0 and (only as a convenient simplifying assumption for the ex
position here) sptP D sptQ = (J) . Suppose also that 

K 
W = X t(i) [[a(i), b(i)I € IP, (1?) 

i=l 

with 9W = Q - P and M$(W) = (E$(P,Q). We will indicate how to construct a (ES 
Lipschitz function 

f = f(l) + . . . + f(K) : [0,1] +tPo0Rn) 

with f(0) = P and f(l) - Q . The definition of f(k) depends on which of several 
possibilities occurs. We set w(k) = [a(k) + b(k)]/2 . 

(i) if a(k), b(k) e sptP then 

f (k)(s) = t(k) [[(l-2s)a(k) + 2sw(k)]] -t(k) [[(1 - 2s)b(k) + 2sw(k)]] for 0 < s < 1/2 

= 0 for 1/2 < s < 1 . 

(ii) if a(k) £ sptP , b(k) € sptQ , then 

f(k)(s) = t(k) [[(1 - s)a(k) + sb(k)]] for 0 < s < 1 . 

(iii) if a(k) € sptP , b(k) £ sptP U sptQ ,then 

f(k)(s) = t(k) [[(1 - 2s)a(k) + 2sb(k)]] for 0 < s < 1/2 

= 0 for 1/2 < s < 1 . 

(iv) if a(k), b(k) $ sptP U sptQ , then 

f(k)(s) = 0 if 0 < s < 1/2 
= t(k) [[(2-2s)b(k) + (2s -l)w(k)]] - t(k) [[(2 - 2s)a(k) + 

(2s -l)w(k)]] if 1/2 < s < 1 
with corresponding definitions holding for other possibilities. One checks 
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S(f (s)) < 2K, M(f (O) < 21 t(k) , 
k 

0 ( f ( s ) , f(10) < 4|s - t | <ES(P,Q) 

for each s, t €[0,1] . 

2.5 Extension of_mu 11ip 1 e ya_lued_mappings_in_ admissiMe_ f ami 1 ies_of_cubes . Suppose 
F is an admissible family of cubes in ]Rm and 

f : UCXQ(F) -> IP0(]Rn) n (P:$(P) < N, M(P) < M, < P, 1 > = L, sptP c= Bn(0,R)} 

(L, M, N, R fixed) is given and is (ES-Lipschitz. The extension procedure in 2.4 
adapts readily to give a (£$-Lipschitz function 

fj : UCXj(F) ->'P0(Hn) 

Corresponding to each k £ {2,3,...,m} and each K £ CXk(F),we let 

r(K,l),...,r(K,Y(K)) c nn 

denote the pathwise connected components of 

Clos(Rn D U(spt(f(x)) : x £ L £ CXj(F) with L c 9K}) 

and choose q(K,i) £ T(K,i) for i = l,...,y(K). 

Assuming inductively that f. k-1 
: UCX (F) -> IPn(3Rn) has been defined we 

set 
Y(K) 

fk((l-t)center(K) + tx) = I T(-q(K,i)(t)oT(q(K,i))#[fk_}(x)Lr(K,i)] i=l 

for each K £ CX̂ CF), each t £[0,1], and each x £ 9K. One checks that f = f̂  is 
(E$ Lipschitz with !B(f(x)) < 12N - 6, W(f(x)) < M(12N - 6), and 

ffiS(f (x), f (y)) < r 2.5 |x - y| Lip (f ) (1 + M)N 

for each x, y € U'F ; here r 2.5 is a constant depending only on m and n . 
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2.6 THEOREM (Extension of Lipschitz multiple valued functions). Corresponding to 
each subset A of ]Rm and each (ES-Lipschitz function 

f : A +PQ(]Rn) 0 {P : S(P) < N, M(P) < M, < P,l > = L, sptP c Bn(0,R)} 

(L, M, N, R fixed) there is a Qj$-Lipschitz function 

m _ nN g : -R -̂ IP0(]R ) 

such that g|A = f, $(g(x)) < 12N - 6, n(g(x)) < M(12N - 6), < g(x),l >= L , 
spt(g(x)) c Bn(0,R), and 

(ES(g(x),g(y)) < T2>6|x - y|Lip (f) (1 + M)N 

for each x, y € ]Rm ; here r? r is a constant depending only on m and n . 

Proof. Assuming A is closed we set F = WFOR^A) (1.10(3)) and choose ĝ  : 
U. CXQ(F) ^P0(]Rn) subject to the requirement that for each x£ UCXQ(F), gQ(x) = f(z) 
for some z £ A with | x - z| = dist(x,A). 

2.7 REMARK. In case N = 1 the procedure outlined in 2.4, 2.5, 2.6 will give 
$(g(x)) = 1 for each x so that 2.6 is a weak form of Kirszbraun's theorem for 
single-valued functions, i.e. without the best constant. 

2.8 How to map rectifiable currents by Lipschitz multiple valued functions. Suppose 

f : iP ĴP0(]Ep) D {P: $ (P) < N,M(P) < M, < P, 1 > = L , sptP c Bn(0,R) } 

(L, M, N, R fixed) is (EJR-Lipschitz. We will define 

(II J ] *f) : S, (rf1) - S, 0Rm+n) m̂ # k k R 
and 

f# = {{0} x]Rn}# o ([[1 m ]]Nf)#: Sk(lRTn) - Sk(Hn) . 

To do this we fix Borel sets Â  = PI {x : S (f (x)) = J } for v = 0,1 N 
(each Av is relatively open inlRm ~ (Â +̂ J . . .UÂ )). For v E {1,...,N} and p £ A 
we use statement (B.2) in example (B) in 2.2 together with Kirszbraun's theorem to 
conclude the existence of ,. . . € ]R (with L= a^+...+ â  |o"j|+... + | a | < M ) 
together with an open neighborhood U of p in E. and Lipschitz functions 
g , . . . ,g : U ]Rn such that 
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0 < inf{|gi(x) - gj(x)| :i * j , x € U} 

and 
f (x) = z ai [[gi(x)]] for each x 6 U D . 

i 
For Te S, CRm) we set Tv = T L A and define 

m # m # v ]R v TR 

where each ([[1 ]]x»f)uT is characterized by the requirement Km # v 

[ (tt 1 m ]] » f ) J ] L U x m" - Z a. (1„ « g. )„(T ) 
m # V . 1 U 1 # \i 

whenever p, U, aj,-..,a^, gj, . . . ,g are as above. 

2.9 THEOREM (Properties of multiple valued mappings). Suppose 

f : R +P00RN) fl {P : $ (P) < N,H(P) < M, < P,l > = L, sptP c Bn(0,R)} 

(L, M, N, R fixed) JLS (E$-Lipschitz with constant X . Then 

(1) ([[1 D » f) , : © $ . 0 ^ ) * M ^ + N ) 
» * k=0 k k=0 k 

and 
m m 

t i e $ (mm) -> a $ (Rn) 
* k=0 R k=o R 

are chain mappings of degree 0 ; in particular, they are linear and commute with 
the boundary operator 3 . 

(2) For each T € Sk(]Rm), 

S[([[ 1 m I »f)#T] < N(l+X2)k/2$(T) , 
]R 

s(f# 1 mI " f)#T] < M(i+x2)k/2n(T) , 
]R 

s(f#T) < N xk s(T), w(f#T) < M xk M(T). 

Proof. The main thing to establish here is the relationship 

([[1 MDXF)# ° 9T = 9 o (\[ 1 M]] M f) T 
]R m 
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One verifies the obvious behavior of ([[1 ЖШ ]] x f) о g for g either a diffeomor-

phism of ЖШ or an isometric injection of Ж̂  into ЖШ . One recalls 1.5(4) and is able 
to reduce the problem to the case in which T = ЕШ L К for a convex polyhedron К а ЖШ. 
One recalls the terminology of 2.8 and approximates АПК and Â  П ЭК strongly 
(with respect to and ЯП S on the inside by compact sets and respectively 
and applies the construction used in the Lipschitz extension theorem to extend 
f| U (С U D ) to g : ЖШ ->ШП(ЖП). For points near p € С U D it is a property of 
our construction that g = I ^[[G^COIL > in which case local commutation with Э if 
immediate. For p £ U (C L̂D ), near p, g is a sum of affine mappings of polyhedra 
(with an obvious meaning) in which case local commutation with Э is readily checked. 
The asserted commutivity follows since Э is continuous with respect to INS convergence. 

2.10 How to construct a (ES-Lipschitz multiple valued function approximation to a 
rectifiable cycle with error of small projected area. We suppose 0 < у < » and 9 : 
Ж"1 П ->-ЖШ П is orthogonal such that for each increasing function X : 
{ 1 ,2,. . . ,n} •> {1,2,... ,m+n} there is a linear function g(X) : ЖШ -> ЖП with 
II G(X)LL < у such that 

graph[g(X)] = е_1(Жт+П П {x : x = . . . = xw = 0}). . 

We also suppose T G $ (ЖШ+П) with 3T = 0 and 0 < N < «> . m 

The construction. 

(A) We set Л = {Ж x {0}}̂ o Q: #+n + # . 
(B) We let A denote the set of points a £ ЖШ for which 

M$[T L 7T_1Bm(0,r)] < N a(m)rm 

for each 0 < r < «> . 

(C) We set В = / ~ A so that, in particular, for each b E В there is 0 < r(b)< «> 
with 

m[T L TTVCO^O))] > N a(m)r(b)m . 

B is clearly open, and one uses the Besicovitch-Federer covering theorem to infer 
the existence of b}, by . . . G B with B <= uBm(bisr(bi)) and 

i 
B(m) > card{i : z G Bm(bi,r(bi)) for each z G if ; 

hence 
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Lm(B) < I Lm(Bm(b. ,r(b )) 
i 

< E a(m) r(b.)m 
i 

< N_1E H$[T L Tr"1Bm(bi,r(bi))] 
i 

< N"1 B (m)MS(T) . 

For each b G B we fix a(b) € A with |b - a(b)| = dist(b,A). Hence, for 
each b G B and each 0 < r < °° . 

Bm(b,r) <z Bm(a(b),r + |b - a(b)|) , 

M$[T L ^ " ^ ( b ^ ) ] < N a(m) (r + |b - a(b) | )m . 

(D) We set F = WF(TT ^B) (the admissible Whitney family of cubes as in 1.10(3)) and 
also, for each k € {1,2,3,.. .}, let 

F(k) = F D{K: level (K) < k} U K(k) fi {K:Int(K) fl Int(L) =0for each LG F with 
level(L) < k} 

so that each F(k) is an admissible family of cubes with minimum cube level equal 
to k . 

For each k G {1,2,3,...} and each z G ]Rm we set 

level (k,z) = sup{ level (K) : KG F(k) with z G TT(K)} . 

A straightforward computation shows the existence of a constant r < 00 depending 
only on m and n with the following properties : 

(D.l) for each k G {1,2,3,...} and each a G A , 
U{nbs(K): K G F(k) with a G TT(K) } c7r~1Bm(a,r 2~leVel (k,a) ) (1.10(2)); 

(D.2) for each k G {1,2,3,...} and each b G B , 

U{nbs(K): K G F(k) with b G TT(K) } cz TT"1Bm(a(b) , r 2"level (k'b) ) . 

These estimates are the geometric foundation of our construction. 

(E) We let 
W, W(l), W(2), W(3), G $mClRm+n) 

be the currents which result from applying the deformations of 1.12 to T and the 
admissible families F , F(l), F(2), F(3),... respectively. 

One checks the existence of a constant T? .n < 00 depending only on m 
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and n with the following properties : 

(E. 1) for each z, w € and each k , the slice 

f(k)(z) = < W(k), TT,Z > € lP0(Rm+n) 

exists with $(f(z)) < T2 1Q N , M(f(z)) < T2 1Q N , < f(z),l > = 0 (since W(k) is 
a cycle), and 

ffiS(f(k)(z),f(k)(w)) < r2>1Q N(1 + u2)m/2|z - w| ; 

(E.2) W(k) = f(k)„Em for each k ; 
(E.3) for each z , w € IT , the (ES-limit 

f(z) = lim f(k)(z) 
k-x» 

exists and equals the slice < W,TT,Z > with S (f (z)) < r2 1Q N, M(f(z)) < N , t2,10 
< f(z),l > = 0 , 

(E$(f(z),f (w)) < T2AQ N(1 + y2)m/2|z - w|; 

(E.4) W = f#Em ; 

(E.5) ir[set(T - f#Em)] cz B . 

As a particular case in (E.l) one uses 1.12 and estimates for b€B that 
2-m[level(k,b)]card(J: j e CX (F(K)) WITH B £ TT (J) and W(k) L Int(J) ± 0} 

m 
< S(W(k) L U{K: K € F(k) with b 6 TI(K) and W(k) L K + 0 } ) 
< T{ 2S(T L U{nbs(K):K G F(k) with b G TT (K) and W(k) L K ^ 0}) 
< Tx uS(TL,-lBm(a(h), r 2"leVel(k'b))) 
< rK'12^a(m) (r 2-leVel(k'b))m 

so that 
card{J: J G CX (F(k) with b G TT(J) and W(k) L Int(J) t 0} m 

< N(rK12a(m)rm) . 

2.11 THEOREM (Lipschitz multiple valued approximations of rectifiable cycles with 
error of small projected areas). Suppose 1 < u < 00 and 9 , 6(1), 
0(2),...,e(v):Bm+n +3Rm+n are orthogonal mappings with the property that for each 
k G {1,...,v} and for each increasing function A:{l>..»,n}+ {1,...,m + n} there  
is a linear function g(k,A) : JR™ -> I? with ||g(k,A)ll < u such that 
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graph[g(k,A)] = [6(k)o9] l[TRm+n PI {x: xx(1) = . . . = xx (n) = 0}] 

(for any given 6 (1) , . . . ,6 (v) this will hold for suitable u and 6). 

Suppose also T £ $ (]Rm+n) with dT = 0 and 0 < N < °° . 

Then there is a function 

f : K -> P0(H ) 

together with an (error)current W £ $ CRm+n) with 8W = 0 and open subset U of 
K. with the following properties.* 

(1) T = f#Em + W ; 

(2) MS(f#Em) < (r2 n)VH$(T) and Mg(W) < (R^ j j )VMS(T) ; 

(3) set(W) <z U and 

Lm[{]Rm x{0}}^o6(k)U] < N 1r2>nM(T) ; 

(4) for each x , y £ H 

S(f (x)) < T2 j j vymN , W(f (x)) < R2>nv ym N , < f(x),l > = 0 

<ES (f (x),f (y)) < T2.\lV y N'X"yl 

In the above JJ is a constant depending only on m and n . 

Proof . It is clearly sufficient to consider the case 0 = 1 .We will construct 

f = f(l) + f(2) + . . . + f(v) : ]Rm ^ iP0ORm n) where each f (k) is obtained by suitably 
adapting the approximation construction of 2.10. Representative steps are the follo
wing. 

(a) B(l) c ]Rm , f(l) are obtained by the procedure of 2.10 with 0 , B, T, f, F 
there corresponding to 9(1), B(l), T, f(l) , F(l) here. We then write 

T = f(l)#Em + [T - f(l)#Em] = f(l)#Em + w(l). 

(b) B(2) clRm, f(2) are obtained essentially by the procedure of 2.10 with 9 , B , 
T, f, F there corresponding to 9(2), b(2), W(l), f(2), 

F(2) = WF([{lRm x{O}}^o0(l)]-1B(l) 0 [№m x{0}}lio9(2)]"1B(2)) 

here (see the comments below about relevant cube sizes in the Whitney family). We 
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then write 

T = f(D#Em + f(2)#Em + [W(l) - f(2)#Em] = f(l)#Em + f(2)#Em + W(2). 

(c) In general, B(k) c , f (k) are obtained essentially by the procedure of 2.10 
with 9, B, T, f, F there corresponding to 0(k), B(k), W(k-l), f(k), 

F(k) = wF([{if x {0}}^oe(i)]_1B(i) n... n[{]Rm x {0}}t|oe(k)]""1B(k)) 

here, and one writes 

T = f(0#Em + . . . + f(k)#Em + [W(k-l) - f(k)#Em] = f(D#Em + . . . + f(k)#Em + W(k). 

Finally, of course, f = f ( l ) + . . . + f ( v ) , W = T - f#Em , and 

U = n. [{rf1 x {0}}, o0]_1B(k) . k tj 

The geometric foundation of the construction described lies in inclusions analogous 
to those of 2.10(D.2) which do not hold in the present context without modification. 
To see what is true we write (in a symbolic way) a(k)^W(k-l) as the deformed image 
of W(k-l) by a singular map a(k) :R. m+n > ]Rm+n consisting of an iteration of cen
tral projections within cubes in CX(F) (in particular, W(0) = T and f(k)̂ Em = 
a(k)„W(k-l)). We note 

W(l) = a(l)^T (with centers of projection determined only by T), 

W(2) = a(2)#W(l) = a(2)#[T - a(l)#T] . 

One checks that UCX (F(l))nUCXmF(2)) c=UCXm(F(2)) and one concludes by inspection 
of our construction of a(2) that a(2)^oo(l)^T = a(l)^T and that the choices of 
centers of projection determining a(2) depend solely on T (not on a(l)^.T). We 
require the same choices of centers in constructing a(2) as in constructing a(l) 
where this is possible. Hence 

W(2) = a(2)#T - a(l)#T 

and W(2) will be nonzero on J £ CXm(F(2)) only when a(2)^T and a(l)^T do not 
agree on J . An inspection of the combinatorial structure of the Whitney families 
F(l) and F(2) shows that the obvious reformulation of (D.2) holds provided we 

-i „ ^ 0-level(k,b)„ . . 1IOti 0-LEVEL(k,b)„ replace r 2 there by "2r 2 ' '" where 
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LEVEL(k,b) = sup{level(J): J € CXM(F(2)) with b £ {1R x {0}}^o9(2)J and 

a(2)#T L J * a(l)#T L J } . 

Such a reformulated estimate is readily checked to be adequate for the remainder of 
the construction provided the constants are adjusted appropriately. 

Similar estimates hold for a(3)^W(2), a(4)^W(3),... and the construction 
proceeds as described above. 

2.12 A computational scheme for minimal surfaces based on multiple valued functions. 
B. Super has used multiple-valued function representations in his computations of 
surfaces of least area. For a given boundary he randomly generates an initial orien
ted surface (with orientation cancellations generating higher topological types) 
and then runs an area minimization routine vertex by vertex (generating and elimina
ting triangles as necessary). This and other important applications of multiple -
valued function theory are indicated in the references. 
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§ 3. COMPACTNESS THEOREMS FOR RECTIFTABLE CURRENTS. 

The main purpose of this third section is to sketch a proof of the following 
theorem. 

3.1 THEOREM (Compactness theorem for size bounded real currents). Suppose 

T., T0, T_, . . . €$ „ (Hm+n) with sup M(T.) < «> and U sptT. bounded. 

Then there exists a subsequence i ( l ) , i(2), i(3), . . . of 1, 2, 3, . . . and 

T € $ „(]Rm+n) such that 0 = lim fF(T,T. ,. x ) . 

Furthermore, 

M(T) < lim inf H(Ti(.)), S (T) < lim inf S(Ti(jj), 

MOT) < lim inf MOT^jj), SOT) < lim inf S O ^ ^ ) . 

REMARK. This theorem and its integral current and flat chain mod v analogues 
(which can be proved by virtually the same method) give basic existence theorems 
for solutions to parametric variational problems in the context of geometric 
measure theory. 

The proof of the theorem requires several preliminary results. 

3.2. Families_ o f_ oj_t h_o gfi1f-J_ JPJ.?j jetions. 

(1) We say that orthogonal projections TT j , TT 2 » ••• > TT ̂  • K. -* E. are m-spannmg 
if and only if there is e > 0 such that 

£ < Z Lm[Trioe([0,l]m x 0)] 

, - . _ m+n m+n for each orthogonal map 0 : H -> № 
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(2) We denote by A(m+n,m) the set of all increasing maps 
{l,2,...,m} -* {1,2,...,m+n} and to each AG/\(m+n,m) associate the orthogonal projection 

/ ̂  K m+n m -. ^ m+n , m m, IT (A) : 1R -> ]R sending x G ]R to ( x w x , , x ) G H . The projections A v l ; À (m) 

{TT(A)}̂  are m-spanning. Clearly, cardA(m+n,m) = JM*NJ = BC» 

(3) We set 
N0 - (1 + 2m+n)2 16m+n - 2 

and 
N3 2 = 1 + NQ[BC - 1]. 

One checks that whenever F is an admissible family of cubes and K G F then 

NQ > cardU: J € F and J fl L i Ç> for some L G FA-f i 0 K * 0 J 

(4) We now choose and fix orthogonal mappings 

en, w(l) = 1 ni+n TR ,...,«(N3 „) : » m+n B .m+n 

and a number 1 < uQ < <» which satisfy the following conditions. 

(4.1) Whenever X(l), X(BC) G A(m+n,m) with (X(i))^ = A(m+n,m) the 
family { TT(X (i) ) 0w(i) K is m-spanning ; such a condition is realized by 
requiring o)(l), a)(BC) all to be very close to 1 m+n« 

]Rm n 
(4.2.) For each sequence X(l), X(BC) G A(m+n,m) and each increasing 
sequence i ( l ) , i(BC) G {1, ^} the orthogonal projections 
{ (̂X ( j ) ) 0u)(i(j ) ) } j are m-spanning ; to realize such a sequence one selects the 
{a)(i)K sequentially inferring from the real analyticity of degeneracy conditions 
that almost all "next choices" are suitable. 

(4.3) Corresponding to each y, X G A(m+n,m) and each i G {1, . . . ^} 
there is a linear function g : I?1 -> lP+n with II gll^ (1 + y )̂m/̂  such 
that 

1 m = TT.(y)oO)(i)oOog 
Rm 

and 
Im(g) = Hm+n H {x: xj = 0 for each J $ A{l,...,m}} 
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3.3. THEOREM (Deforming out parts of currents having small projected areas). 
Suppose 0 < E < 1, N G {1,2,3,...}, and V, W € Sm(lf+n) with 8(V + W) =0. 
Suppose also 

Hm(setV UsetW) < T} e~l 2_mN 

and 

Lm[.Tr(A)oO)(i)setW] < ?2 e* 2-mN 

for each A € A(m+n,m) and each i G (1,...,N^ ^). Then there is an admissible 

family F of (m+n)-dimensional cubes and a suitable choice of centers of projec-
tions among members of CX (F) U... UCX , (F) such that the following estimates  s . m m+n 2 
hold with G $m(]Rm+n) denoting the deformed image of V + W in accordance 
with 1.12. 

(1) V+ - (V + W) = 9Q for some Q G $m+1(̂ n+n̂  with setQ czUF and 

MS(Q) < 2~N T3 3 MS(V + W) . 

(2) V*L <lf+n~UF) =VL (lTn~UF). 

(3) H$(V+L UF) < T3 3 M(VL UF). 

(4) UF is the union of Borel subsets A[A(1), . . . ,A(BC);i(1),...,i(BC)] 
corresponding to each sequence A(l), A(BC) G A(m+n,m) and each increasing  
sequence i ( l ) , i(BC) G {1, . . . ,N3 ^} such that 

Lm[Tr (A(j) )0tt)(i(j))A[A(l ) , . . . , A (BC);i(l ) , . . . , i(BC)]] 

< C'FTTSETV UsetW) 

+ C~M T3 3 sup{Lm[ Tr(X)0o)(i)setW]: A G A(m+n,m) 

and i G {1, ...,N3<2}} 

for each j = 1, BC. 

In the above, T]9 T?9 ^ are constants depending only on m and n. 
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Proof- The main device of the proof is careful construction of F. To do this we 
say that K G k(M) is manageable if the following two criteria are met : 

(a) Hm[(setV U setW) H K] < Uj 2""^ (suitable fixed Uj) and also 

(b) there do not exist A(l), A(BC) G A(m+n,m) and increasing i ( l ) , 
i(BC) G {1, ...,N3 2> such that 

Lm[Tr(A(j))o03(i(j))(setW D K) ] > e{ 2_mM 

for each j G {1, .. . , BC} (suitable fixed £j). 

F c U k(v) is that admissible family of cubes K characterized by the requirements 

(i) Int(K) PI Int(L) = 0 for each L G F fl U. - . „ k ( k ) . 
k<ievei(K) 

(ii) one or both of the following conditions hold : either there is LGFflk(level(K)-l) 
with K fl L ^ 0 or there is L G k(level(k) + 1) with LcK 

such that L is not manageable. 

The main point of these conditions is the following. If K G F is manageable 
and L G k(level(K) + 1) with LcK is not manageable by failure only of 
criterion (b) above then the following will hold. 

(A) there will exist A(l), A(BC) G A(m+n,m) and increasing i ( l ) , 
i(BC) G {1, • ..,N3 2> such that 

LMU(A(j))OA)(i(j))(setW n L)] 

is relatively large compared to 2 m^-eve^ ^ ^e t^en piace K and relevant 
nearby smaller cubes in A[A(1), ...,A(BC);i(1),...,i(BC)] and use our 
estimate to guarantee that the TT (A (j ) ) Oo)(i (j ) ) projections of A[A(1), 
A (BC);i(1),...,i(BC)] are dominated by the corresponding projections of W. 

(B) Since K is manageable we estimate 

BC - 1 > cardU: ATT. (A) 0w (i) (setW n K) ] > ej 2~mlevel(K) 

for some A G A(m+n,m)} . 

by virtue of our choice of N3 2 we conclude the existence of at least one 
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iQ £ {1, ...,N3 2) such that 

Lm[Tr(X)oW(i0)(setW n J)] < £] 2-mleVel(J) 

for each X £ A(m+n,m) whenever J € F and there is H £ F with J PI H ^ 0 
and H fl K ^ 0. This condition together with criterion (a) above are sufficient 
to guarantee that the size and mass of V+ near K can be dominated by the size 
and mass of V only near K; the details of the argument are a straightforward 
extension of the methods discussed in the proof of 1.17. 

Proof of theorem 3.1. For m = 0 the theorem is left to the reader. For m > 1 
we reduce the theorem to the case T. £ $ 0Rm+n) with 3T. =0 for each i bv 
an inductive argument. In particular, if 

0 = lim <E(W, 3T.) and 0 = lim ^(T^T. - [[o]] X 3T.) 

then 

T = T+ - [[0]] X W. 

We henceforth assume T\ £ $M0RM+N) with 3 ^ = 0 for each i and will show the 

existence of a subsequence i ( l ) , i(2), i(3), . . . of 1, 2, 3, . . . and T £ $ 0Rm+n) 
with 

0 = lim ffi(T,Ti^) (not (ES). 

The remainder of the proof is in four parts. 

Part 1. We note 3.2.(4.3) and will apply Theorem 2.11 in a straightforway way with 
the orthogonal projections 0, 0(1), . . . 0(v) there replaced by the orthogonal 
projections ©Q, { TT(X) Oo)(i) : X £ A(m+n,m) i £ {1, . . . , 2>} . In so doing we 

check the existence of a fixed constant r such that for each i, v £ {1, 2, 
3, . . .} we can find 

gi(v):Km ^ p o a O , fc\(v) eim(mm+n) with awi = O, U^v) c K!n+n 

for which, in particular, for each i and v , 

(a) T = g (v) Fm + W.(v) ; i i # i 
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(b) Wi(v) = Wi(v)L Ui(v) and 

Lm[ir (X)0w(j)Ui(v)] < r 2~V for each A and j ; 

(c) for each x, y G]Rm, $(g.(X)(x) < r 2V, ^(g. (A) (x) )<r 2V, <g.(v)(x),l > = 0, 
and 

0(gi(v)(x), gi(v)(y)) < r 2V jx-y| ; 

(d) M$(gi(v)#Em) +WJB(Wi(v)) < T. 

One uses Cantor's diagonal process in inferring for each v the existence of a 
subsequence i ( l ) , i(2), i(3), . . . and g (v) : IRm -> JP0(#+n) with 

(e) 0 = liro sup{(C(g(v)(x),g (v)(x)) : x G ]Rm } (not (BS) . 

One uses 2.3 in verifying for each x,y € ]Rm that 

(f) 0(g(v)(x),g(v)(y)) < T 2V |x - y|. 

One then uses (e), (f) above and an adaptation of 1.7(7) and 2.6 to construct a 
(&$-Lipschitz homotopy between g(v) and §£(j)(v) ^or ^arge J (possibly with 

large Lipschitz constant locally being balanced by small densities-in the integer 
coefficient or integer mod v case this situation will not occur) in order to 
conclude 

(g) 0 = lim ffiCgCv^E1", gi(j)(v)^Em). 
j_>00 

Part 2. For each i and v, (a) and (b) of part 1 imply 

ĝ v̂ E111 - gi(v+l)#Em = -W.(v) + W^v+l) 

with 

(a) Lm[Tr(A)oa)(k)set(gi(v)4iEm - g. (v+1 )#]Rm) ] < (3/2) r 2~V 

for each A and k ; for each v we set 

C(v) = set(g(v)4jEm - g(v+l)^Em). 
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Since 

g(v),Em - g(v+iv,Em e smtem n) 

(essential to know at this point) and 

0 = lim G(g(v)#Em - g(v+l)#Em, gi(j)(v)#Em - g. ( . ) (v+1 )Em) 

one is able to infer from (a) that 

(b) Lm[-rr (A)0w(k)C(v)] < (3/2) r 2~V for each X and k. 

We then set 

V(v) = g(v)#Em Ln{[Rm+n ~ C(y)]: y = v, V+1.. .} 
and check that 

(c) V(v) = V(v+1) L [if"*"11 ~ C(v)]. 

In view of part 1(d) and 1.7(1) we conclude the existence of V £ 5 QRm+n) (not 

necessarily in Sm(Em+n) or having boundary 0 at this point) with 

(d) 0 = lim №(V - V(v)); 

this will be the T of the conclusion of our theorem once we show V E $ CRm+n) 
with 8T = 0 and with lim ffi(V,V.) = 0 . We note initially that 

j-x» 1 
(e) V(v) = V L n{[#+n ~ C(y)]: y = v, v+1, . . .} 

Part 3. We choose suitable e = e(v) and N = N(v) and apply Theorem 3.3. with 

V, W there replaced by V(v) and g(v)̂ Em L V{C(y): y = v, v+1, . . .} respectively 

to obtain V+(v) E T (mm+n) with 3V* (v) = 0 and 
A [X(l),...,X(BC);i(l),...,i(BC)]} . , etc. so that, in particular, 
V A, 1 

(a) 0 = lim <ES(V+(v), g(v)^Em). 

(b) 0 = lim im[Tv(X(j))0a)(i(j))Av[X(l),...;i(l),...]], 

For each j , X, i. 
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(c) WS(VJ|t(v)L U Av[A(l),....;i(l),...]) 
A,i 

< T3 3HS(V(v) L U Av[X(l),...;i(l),.. .]) 
X,i 

< T3 3W$(V L U Av[X(l),...;i(l),.. .]) 
X,i 

(recall part 2(e)). 

In view of condition 3.2.(4.1) we conclude from (c) (since V is fixed) that 

(d) 0 = lim MS(V*(v)|_ U Av[X(l), . . . ; i(l) , . . .]) , 

v-*» X, i 
(e) 0 = lim MSB (V - V+(v)), 

(f) V € S (]Rm+n) with 3V = 0. 

Part 4. In order to estimate (E(V,V^^) we write 

<E(V, Vi(j)) <Œ(V, V+(v)) +Œ(V+(v), g(v)[|=Em) 

^ ( g C v ) ^ , gi(j)(v)^Em) +Œ(gi(j)(vVm, V.(j)). 

The first summand is estimated with part 3(e) and 1.13. The second summand is 
estimated by part 3(a). The third summand is estimated by part 1(g). The final 
summand is estimated by part 1(a)(b)(d) and 1.17 ; note here that the estimate 
is independent of i ( j ) . In showing G(V,v\^)is small for large j one first fixes 
large v to make the first, second, and fourth summands small and then chooses 
large j to make the third summand small. We have, as noted above, T = V for 
the conclusion of our theorem. • 
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