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## Numdam

## RECURRENCE OF BROWNIAN MOTIONS ON COMPACT MANIFOLDS

by J.R. Baxter and G.A. Brosamler
§1. INTRODUCTION AND SUMMARY

Let $M$ be a compact $C^{\infty}$ manifold of dimension $d$. $A C^{\infty}$ metric $g$ and a $C^{\infty}$ vector field $V$ on $M$ determine a "Brownian motion" on $M$, i.e. a strong Markov process $\left\{\Omega, A ; P^{x}, x \in M ; X_{t}: \Omega \rightarrow M, F_{t}, \theta_{t}, t \geqslant 0\right\}$ with continuous sample paths and generator

$$
\begin{equation*}
\mathrm{L}=\frac{1}{2} \Delta+\mathrm{V} \tag{1.1}
\end{equation*}
$$

where $\Delta$ is the Laplace-Beltrami operator associated with the metric. 9 . If $m$ denotes the Riemann measure induced by $g$, then $P^{x^{x}}\left\{X_{t} \in B\right\}=\int_{B} p(t, x, y) d m(y)$, $t \geqslant 0, x \in M, B$ Borel $\subseteq M$, and the transition density $p$ is the fundamental solution of

$$
L_{y}^{\prime} p(t, x, y)=\frac{\partial}{\partial t} p(t, x, y)
$$

where $L^{\prime}$ is the dual of $L$ with respect to $m$.
We shall discuss certain aspects of the recurrence pattern of such Brownian motions, which - appropriate for the occasion - are connected with Schwartz distributions. To be precise, we are interested in the asymptotic behaviour of functionals

$$
\begin{equation*}
L_{t}(f)=L_{t}(f, \omega)=\int_{0}^{t} f\left(X_{s}\right) d s . \tag{1.2}
\end{equation*}
$$

These functionals are well-defined for all $\omega \in \Omega$ if $f: M \rightarrow R$ is bounded Borel, and are well-defined $P^{m}-$ a.e. if $f \in L^{1}(M)$. The exceptional $\Omega$-set depends of
course on $f$. The case $d=1$ plays a special role. In this case there exists $\Omega_{0}$ such that $\mathrm{P}^{\mathrm{x}}\left(\Omega_{0}\right)=1, x \in M$, and fox. $\in L_{l o c}^{1}\left(R^{+}\right)$for $\omega \in \Omega_{0}, f \in L^{1}(M)$. Just take as $\Omega_{0}$ the $\Omega$-set where the local time $L(t, x)$ is a well-defined continuous function on $R^{+} \times M$, and observe

$$
\begin{equation*}
L_{t}(f)=\int_{M} f(x) L(t, x) d m(x) \tag{1.3}
\end{equation*}
$$

The connection between the functionals (1.2) and the recurrence pattern of the Brownian motion X is rather obvious: We recall that X has a unique invariant probability measure $\lambda$, and that $d \lambda=\phi d m, \phi>0, \phi \in C^{\infty}(M), L^{\prime} \phi=0$ (see e.g. [1]). The ergodic theorem gives for all $f \in L^{1}(M)$

$$
\begin{equation*}
P^{\lambda}\left\{\lim _{t \rightarrow \infty} t^{-1} L_{t}(f)=S(f)\right\}=1, \tag{1.4}
\end{equation*}
$$

with $S(f)=\int_{M} f d \lambda$. A trivial consequence is that for all $x \in M$

$$
\begin{equation*}
P^{x}\left\{\lim _{t \rightarrow \infty} t^{-1} L_{t}(f)=S(f), f \in C(M)\right\}=1 \tag{1.5}
\end{equation*}
$$

which of course implies that $P^{x}$-a.e. the cluster set as $t \rightarrow \infty$, of $X_{t}(\omega)$ equals M.
More delicate investigations of the recurrence pattern of $x$ involve naturally the fluctuations of $L_{t}(f)$. In [1] a central limit theorem and a $\log _{2}{ }^{-}$ law were obtained for these fluctuations for $f$ bounded Borel. The normalized asymptotic variance was obtained as the self-energy of $f$, i.e.

$$
\begin{equation*}
\sigma_{f}^{2}=2(f, G f)_{L}^{2}(d \lambda)=\int_{M}|\operatorname{grad} G f|^{2} d \lambda \tag{1.6}
\end{equation*}
$$

where $G: L^{1}(M) \rightarrow L^{1}(M)$ is defined as the Green operator
(1.7)
$(G f)(x)=\int g(x, y) f(y) d m(y)$
with the Green kernel

$$
\begin{equation*}
g(x, y)=\int_{0}^{\infty}\{p(s, x, y)-\phi(y)\} d s . \tag{1.8}
\end{equation*}
$$

Recall that $G$ is positive, i.e. $(\mathrm{Gf}, \mathrm{f})_{\mathrm{L}^{2}(\mathrm{~d} \lambda)} \geqslant 0$ and $(\mathrm{Gf}, \mathrm{f}) \mathrm{L}^{2}(\mathrm{~d} \lambda)=0$ iff $\mathrm{f}=\mathrm{c}$ m-a.e.

Our restriction to $f$ bounded Borel was of course unnecessary. The natural class of functions in this context is the class $P(M)$ of "functions with bounded potentials", at least if one insists on $P^{x}-a . e$. results for all $x \in M$.

We define

$$
P(M)= \begin{cases}\left\{f \in L^{1}(M) ; \sup _{x}[r(x, y)]^{-d+2}|f(y)| d m(y)<\infty\right\} & \text { if } d \geqslant 3 \\ \left\{f \in L^{1}(M) ; \sup _{x} \int \log ^{-} r(x, y)|f(y)| d m(y)<\infty\right\} & \text { if } d=2 \\ L^{1}(M) & \text { if } d=1,\end{cases}
$$

where $r$ is the geodesic distance of $x, y$ for a $C^{\infty}$ metric $g$. Obviously, the space $P(M)$ is an invariant of the differentiable manifold, i.e. does not depend on the specific metric chosen. Moreover, if $f \in P(M)$ then $\|G f\|_{\infty}<\infty$ and for all $x \in M$, $P^{x}$-a.e. fox. $\in L_{l o c}^{1}\left(R^{+}\right)$. The following theorem strengthens results in [1].
(1.9) THEOREM: Let $f \in P(M)$.
(a) For any probability measure $v$ on $M$, the $P^{\nu}$-law of $t^{-1 / 2}\left\{L_{t}(f)-t S(f)\right\}$ converges weakly to the normal distribution $N\left(0, \sigma_{f}^{2}\right)$.
(b) For all $x \in M, P^{x}$-a.e. $\underset{t \rightarrow \infty}{\text { cluster } \operatorname{set}} \frac{L_{t}(f)-t S(f)}{\sqrt{2 t} \log \log t}=\left[-\sigma_{f},+\sigma_{f}\right]$.

In [1] we posed the problem to prove a "universal" $\log _{2}$-law for a natural class of functions on $M$ with one single exceptional null-set, similar to the "universal" law of large numbers (1.5). The difficulty is obvious, as it is a priori not clear how to obtain the "universal" law even for bounded functions, by approximation from the law (1.9) (b) for countably many functions. Such an approximation argument leads trivially from (1.4) to (1.5). If the class of functions may contain unbounded functions, simultaneous local integrability of f ox. has to be checked.

Our problem was solved in [2] for $M=T^{d}$, the d-dimensional torus, $g$ the flat metric on $M, V=0$, by choosing as function class the Sobolev space $H^{\alpha}\left(T^{d}\right), \alpha>\frac{d}{2}-1$. The treatment in [2] is based on the description of $H^{\alpha}\left(T^{d}\right)$ in terms of its Fourier transform and on very special properties of the trigonometric functions. It is not clear how to adapt this technique even to the case of the non-flat torus.

In [3] the results of [2] were partially extended to general ( $M, g$ ), $\mathrm{V}=0$, by making use of the Riesz kernel. In the present paper we refine the arguments of [3] and thereby obtain the results of [2] for general $M, 9, \mathrm{~V}$ without the restriction on the index $\alpha$ that was necessary in [3].

Just as in [3] we shall use the notion of Sobolev spaces $\left\{H^{\alpha}(M), \alpha>0\right\}$ as defined (invariantly) in [8]. These function spaces are "Hilbertian" spaces. They are associated intrinsically with the $C^{\infty}$ manifold $M$ (and do not depend on $g$ or $V$ ), just as are the function spaces $\left\{L^{p}(M), p \geqslant 1\right\}$ and $P(M)$. Via the regularity theorem for elliptic differential equations with $C^{\infty}$ coefficients, the spaces $H^{\alpha}(M)$ can be made accessible to our Brownian motion by a Hilbertian space isomorphism $K_{\alpha}^{s}: L^{2}(M) \rightarrow H^{\alpha}(M)$, where the operator $K_{\alpha}^{s}$ is given by a kernel, defined in terms of the invariants $g$ and $V$ of our Brownian motion. For details see §3. Recall that $H^{0}(M)=L^{2}(M)$ and that $C^{\infty}(M)=H^{\infty}(M)=\lim _{\leftarrow} H^{k}(M)$. Moreover, $H^{\alpha}(M) \subseteq C(M)$ if $\alpha>\frac{d}{2}$ (Sobolev's Theorem). If $\alpha \leqslant \frac{d}{2}, f \in H^{\alpha}$ (M) will in general not be bounded. But if $d \geqslant 2, \alpha>\frac{d}{2}-1$ or $d=1, \alpha \geqslant 0$, then Gf, grad Gf are continuous for $f \in H^{\alpha}(M)$ (Lemma (8.1)). Also if $d \geqslant 3, \alpha>\frac{d}{2}-2$ then $H^{\alpha}(M) \subseteq P(M)$, whereas for $d=2, H^{0}(M) \subseteq P(M)$.

We shall prove the following theorems.
(1.10) THEOREM: Let $d \geqslant 2$.

There exists a measurable set $\Omega_{0} \subseteq \Omega$ such that:
(a) $\theta_{\mathrm{t}} \Omega_{0} \subseteq \Omega_{0}$, all $\mathrm{t} \geqslant 0$.
(b) $P^{x}\left(\Omega_{0}\right)=1$, all $x \in M$.
(c) fox. $(\omega) \in L_{\text {loc }}^{1}\left(R^{+}\right)$for $\omega \in \Omega_{0}, f \in \underbrace{H^{\alpha}(M) \text {. }}_{\alpha>\frac{d}{2}-1}$
(d) For all $\alpha>\frac{d}{2}-1, \omega \in \Omega_{0}, t \geqslant 0, f \leftrightarrow L_{t}(f, \omega)$ is continuous on $H^{\alpha}(M)$.

By what was said above about the case $d=1$, the statements of the theorem remain true for $d=1$, if every $H^{\alpha}(M)$ is replaced by $L^{1}(M)$.
(1.11) THEOREM: For all $x \in M, P^{x}-a . e$.

$$
\begin{equation*}
\underset{t \rightarrow \infty}{\operatorname{cluster} \operatorname{set}^{L_{t}(f)-t S(f)}} \frac{L_{f}}{\sqrt{2 t \log \log t}}=\left[-\sigma_{f},+\sigma_{f}\right] \tag{1.12}
\end{equation*}
$$

for all $f \in \bigcup^{\alpha}(M)$ if $d \geqslant 2$, and for allf $f L^{2}(M)$ if $d=1$. $\alpha>\frac{d}{2}-1$

Notice that this "universal" $\log _{2}$-law implies a "universal" law of large numbers: For all $x \in M, P^{x}$-a.e.
$\lim _{t \rightarrow \infty} t^{-1} L_{t}(f)=S(f)$
for all $f \in\left(H^{\alpha}(M)\right.$ if $d \geqslant 2$, and for all $f \in L^{2}(M)$ if $d=1$.
$\alpha>\frac{d}{2}-1$
Notice that the functions $f$ in (1.13) need not be bounded as in (1.5). It is possible to give a function space (or rather distribution space) version of the $\log _{2}-1$ aw and of the central limit theorem. To this end we bring in the spaces $\left\{H^{-\alpha}(M), \alpha \geqslant 0\right\}$ which are the duals of the Hilbertian spaces $\left\{H^{\alpha}(M), \alpha>0\right\}$. We let $H^{-\infty}(M)=\lim H^{-k}(M)=$ dual of $H^{\infty}(M)$. For more details see $§ 3$.

We define $L: R^{+} \times \Omega \rightarrow H^{-\infty}(M)$ by $L_{t}(\omega)(f)=L_{t}(f, \omega), f \in C^{\infty}(M)$.
In view of $(1.2), L_{t}(\omega)$ can also be thought of as the image measure on $M$ of Lebesgue measure on $[0, t]$ under the random mapping $X_{\cdot}(\omega): R^{+} \rightarrow M$. By (1.5) this highly singular random measure on $M$ converges if normalized, weakly to $\lambda$,
$P^{x}-a \cdot e \cdot, x \in M$.
The following theorem deals with the singularity of $L_{t}$.
(1.14) THEOREM: Let $d \geqslant 2$.
(a) On the set $\Omega_{0}$ of theorem (1.10), we have for all $t \geqslant 0, L_{t}(\omega) \in \int_{H^{-\alpha}(M)}$ $\alpha>\frac{d}{2}-1$
and $L_{t}(\omega)(f)=L_{t}(f, \omega)$ for $f \in \bigcup_{\alpha>\frac{d}{2}-1} H^{\alpha}(M)$.
(b) There exists a measurable set $\Omega_{0}$ such that in addition to (a)-(d) of Theorem (1.10) we have:

For every $\alpha>\frac{d}{2}-1$, the process $\left\{L_{t^{\prime}} t \geqslant 0\right\}$ on $\Omega_{0}$ is a strongly continuous $H^{-\alpha}(M)$-valued additive functional with respect to the Borel sets on $H^{-\alpha}(M)$.

Notice that for every $\omega \in \Omega_{0}$ of theorem (1.14)(b), L. (f, $\omega$ ) is continuous for all $f \in \bigcup_{\alpha>\frac{d}{2}-1} H^{\alpha}(M)$. -Again, by what was said about the case $d=1$, we have that for $d=1,\left\{L_{t}(\omega), t \geqslant 0\right\}$ is a strongly continuous $\left(L^{2}(M)\right)^{*}-$ valued process on the set $\Omega_{0}$, where the local time is defined.

As for the asymptotic behaviour of $L_{t}$ in each $H^{-\alpha}(M)$ we have the following two theorems. In these theorems $B$ denotes the unit ball in $L^{2}(d \lambda)$ and $G^{*}: L^{2}(d \lambda) \rightarrow L^{2}(d \lambda)$ is the adjoint of $G$. We identify $H^{-0}(M)$ and $H^{0}(M)=L^{2}(d \lambda)$. (1.15) THEOREM (LOG 2 LAW) $^{\text {( Let }} \mathrm{d} \geqslant 2$. For all $\mathrm{x} \in \mathrm{M}, \mathrm{P}^{\mathrm{x}}$-a.e. for all $\alpha>\frac{\mathrm{d}}{2}-1$ :
(a) The random set $\left\{\frac{L_{t}(\omega)-t S}{\sqrt{2 t \log \log t}} t \geqslant e^{2}\right\}$ in $H^{-\alpha}(M)$ is relatively strongly compact in $H^{-\alpha}(M)$.
(b) The strong $H^{-\alpha}(M)-$ cluster set as $t \rightarrow \infty$ of $\frac{L_{t}(\omega)-t S}{\sqrt{2 t \log \log t}}$ equals $(G+G)^{*}{ }^{1 / 2} B$. If $d=1$, statements ( $a$ ) and (b) hold if "all $\alpha>\frac{d}{2}-1$ " is replaced by " $\alpha=0$ ". Notice that the cluster set in (b) is a compact set in $L^{2}(M)$. As it is also compact in $H^{-\alpha}(M)$, (b) implies a strong law of large numbers for $L_{t}$. This law strengthens the weak convergence (1.5) of $\frac{1}{t} L_{t}$. (1.16) THEOREM (CENTRAL LIMIT THEOREM): If $d \geqslant 2, \alpha>\frac{d}{2}-1$, or $d=1, \alpha=0$, then there exists exactly one Gaussian measure $\mu_{\alpha}$ on the Hilbertian space $H^{-\alpha}(M)$ with mean 0 such that
(1.17) $\int_{H^{-\alpha}(M)} \ell\left(f_{1}\right) \ell\left(f_{2}\right) d \mu_{\alpha}(\ell)=\left(\left(G^{\prime} G^{*}\right) f_{1}, f_{2}\right)_{L^{2}(d \lambda)}, f_{1}, f_{2} \in H^{\alpha}(M)$
and for every probability measure $v$ on $M$, the $P^{\nu}$-law of the $H^{-\alpha}(M)$-valued random variable $t^{-1 / 2}\left\{L_{t}-t S\right\}$ converges weakly to $\mu_{\alpha}$.

The covariance operator $S_{\alpha}: H^{\alpha}(M) \rightarrow H^{\alpha}(M)$, defined uniquely by

$$
\begin{equation*}
\int_{H^{-\alpha}(M)} \ell\left(f_{1}\right) \ell\left(f_{2}\right) d \mu_{\alpha}(\ell)=\left(S_{\alpha} f_{1}, f_{2}\right)_{H}^{\alpha}(M), f_{1}, f_{2} \in H^{\alpha}(M), \tag{1.18}
\end{equation*}
$$

depends of course on the specific choice of the inner product in the Hilbertian space $H^{\alpha}(M)$.

In a forthcoming paper we shall discuss limit laws for general additive functionals.
§2. RIESZ KERNELS AND OPERATORS

We begin with a few remarks on the behaviour of the transition
density $p$ for small $t$ :
There exist $\alpha, C>0$ such that

$$
\begin{equation*}
p(t, x, y) \leqslant C\left\{t^{-\frac{d}{2}} e^{-\frac{\alpha[r(x, y)]^{2}}{t}}+1\right\}, \quad x, y \in M ; \quad t \leqslant 1 \tag{2.1}
\end{equation*}
$$

and
(2.2) $\left|\operatorname{grad}_{x} p(t, x, y)\right| \leqslant C\left\{t^{-\frac{d+1}{2}} e^{-\frac{\alpha[r(x, y)]^{2}}{t}}+1\right\}, \quad x, y \in M ; \quad t \leqslant 1$. Here $r$ and grad denote geodesic distance and gradient defined by $g$.

Estimate (2.1) is given in [5] for $p_{0}$, the fundamental solution of $\frac{1}{2} \Delta p_{0}=\frac{\partial}{\partial t} p_{0}$; estimate (2.2) for $p_{0}$ is obtained in essentially the same way. The two estimates for $p$ itself follow from

$$
\begin{equation*}
p(t, x, y)=p_{0}(t, x, y)+\int_{0}^{t} d s \int d m(z) p_{0}(t-s, z, y) \phi(s, x, z) \tag{+}
\end{equation*}
$$

where

$$
\begin{aligned}
& \phi=\sum_{1}^{\infty} \psi^{\star k}, \\
& \psi(t, x, y)=\psi^{* 1}(t, x, y)=v(y) \bullet \operatorname{grad} y_{0}(t, x, y), \\
& \psi^{*_{k}+1}(t, x, y)=\int_{0}^{t} d s \int d m(z) \psi^{* k}(s, x, z) \psi(t-s, z, y)
\end{aligned}
$$

For the integration in (+) use

$$
\int_{M} \frac{e^{-\frac{[r(x, z)]^{2}}{2 t_{1}}}}{t_{1}^{d / 2}} \frac{e^{-\frac{[r(z, y)]^{2}}{2 t_{2}}}}{t_{2}^{d / 2}} d m(z) \leqslant c_{1} \frac{e^{-\frac{c_{2}[r(x, y)]^{2}}{2\left(t_{1}+t_{2}\right)}}}{\left(t_{1}+t_{2}\right) d / 2}, x, y \in M_{;} t_{1}, t_{2}>0
$$

The fact that $(+)$ gives the fundamental solution of $L_{y}^{\prime} p(t, x, y)=\frac{\partial}{\partial t} p(t, x, y)$, is verified by (weak) differentiation.

$$
\text { Estimates (2.1) and (2.2) imply for } \alpha>0
$$

(2.3)

$$
\int_{0}^{1} t^{\alpha-1} p(t, x, y) d t \leqslant \begin{cases}C & \text { if } \alpha>\frac{d}{2} \\ C\left\{1+\log ^{-} r(x, y)\right\} & \text { if } \alpha=\frac{d}{2} \\ C[r(x, y)]^{-d+2 \alpha} & \text { if } \alpha<\frac{d}{2}\end{cases}
$$

and

$$
\begin{equation*}
\left|\operatorname{grad}_{x} \int_{0}^{1} p(t, x, y) d t\right| \leqslant C[r(x, y)]^{-d+1} . \tag{2.4}
\end{equation*}
$$

For large $t$ we shall use the estimate (see [1])

$$
\begin{equation*}
|p(t, x, y)-\phi(y)| \leqslant A e^{-\alpha t}, \quad x, y \in M, \quad t \geqslant 1, \tag{2.5}
\end{equation*}
$$

which, together with $p(t+1, x, y)=\int p(1, x, z) p(t, z, y) d m(z)$, implies also

$$
\begin{equation*}
\left|\operatorname{grad}_{x} \int_{1}^{\infty}\{p(t, x, y)-\phi(y)\} d t\right| \leqslant C, \quad x, y \in M \tag{2.6}
\end{equation*}
$$

As was done in [3], we shall make use of the "Riesz kernels"

$$
\begin{equation*}
g_{\alpha}(x, y)=\frac{1}{\Gamma(\alpha)} \int_{0}^{\infty} t^{\alpha-1}\{p(t, x, y)-\phi(y)\} d t, \quad \alpha>0, x, y \in M . \tag{2.7}
\end{equation*}
$$

The $\left\{g_{\alpha}, \alpha>0\right\}$ form a semigroup with respect to $d m$ and we have $g_{1}=g$. This latter kernel was introduced in [1], where it was shown that

$$
\begin{equation*}
L_{x} g(x, y)=-\delta_{y}(x)+\phi(y) . \tag{2.8}
\end{equation*}
$$

All $\mathrm{g}_{\alpha}$ are bounded below. From (2.3) and (2.5) we obtain

$$
g_{\alpha}(x, y) \leqslant \begin{cases}C & \text { if } \alpha>\frac{d}{2}  \tag{2.9}\\ C\left\{1+\log ^{-} r(x, y)\right\} & \text { if } \alpha=\frac{d}{2} \\ C[r(x, y)]^{-d+2 \alpha} & \text { if } \alpha<\frac{d}{2} .\end{cases}
$$

From (2.4) and (2.6) we have

$$
\begin{equation*}
\left|\operatorname{grad}_{x} g(x, y)\right| \leqslant C[r(x, y)]^{-d+1} \tag{2.10}
\end{equation*}
$$

Notice that $\sup _{x} \int\left|g_{\alpha}(x, y)\right| \operatorname{dm}(y)<\infty, \sup _{X} \int\left|\operatorname{grad} X_{x} g(x, y)\right| d m(y)<\infty$. We shall also use the following estimates which enable us to deal with convolutions of the expressions on the right side in (2.3) and (2.9): For $0 \leqslant \sigma<d, 0 \leqslant \tau<d$ (2.11) $\int_{M}[r(x, z)]^{-\sigma}[r(z, y)]^{-\tau} d m(z) \leqslant \begin{cases}C & \text { if } \sigma+\tau<d \\ C\left\{1+\log ^{-} r(x, y)\right\} & \text { if } \sigma+\tau=d \\ C[r(x, y)]^{d-\sigma-\tau} & \text { if } \sigma+\tau>d\end{cases}$ (see also [3]).

For convenience we shall use the invariant measure $d \lambda=\phi d m$ as reference measure and relabel $[\phi(y)]^{-1} p(t, x, y),[\phi(y)]^{-1} g_{\alpha}(x, y)$ by $p(t, x, y)$, $g_{\alpha}(x, y)$. Estimates (2.9) and (2.10) obviously hold for the new $g_{\alpha}$. Equation (2.7) becomes
(2.7')

$$
g_{\alpha}(x, y)=\frac{1}{\Gamma(\alpha)} \int_{0}^{\infty} t^{\alpha-1}\{p(t, x, y)-1\} d t
$$

and (2.8) goes over into

$$
L_{x} g(x, y)=-\frac{1}{\phi(y)} \delta_{y}(x)+1
$$

The new $g_{\alpha}$ form a semigroup with respect to $d \lambda$.
(2.12)

$$
\begin{aligned}
& \text { The Riesz operators } G_{\alpha}: L^{2}(M) \rightarrow L^{2}(M), \alpha>0 \text {, are defined by } \\
& \left(G_{\alpha} f\right)(x)=\int g_{\alpha}(x, y) f(y) d \lambda(y)
\end{aligned}
$$

Equation (2.12) by the way defines also a semigroup of operators on $L^{1}(M)$. As $G=G_{1}$, we conclude from (2.10), that for $f \in L^{1}(M)$
(2.13) (grad Gf) $(x)=\int \operatorname{grad}_{x} g(x, y) f(y) d \lambda(y)$
(in distribution sense). Also for $f \in L^{1}(M)$, we have from (2.8) that
(2.14)

$$
L(G f)=-f+S f
$$

(in distribution sense). Recall that the identity

$$
\begin{equation*}
\left.\int \mathrm{fGfd} \lambda=\frac{1}{2} \int \right\rvert\, \text { grad }\left.G f\right|^{2} d \lambda, f \in L^{2}(M) \cup P(M) \tag{2.15}
\end{equation*}
$$

implies positivity of $G$ on $L^{2}(d \lambda)$.

If $v$ is a smooth measure on $M$, such that $G$ is self-adjoint on $L^{2}(d v)$, then $\nu$ is proportional to $\lambda$. We denote by $A^{*}$ the (formal) adjoint of an operator $A$ on $L^{2}(d \lambda)$. Obviously, $(G * f)(x)=\int g *(x, y) f(y) d \lambda(y), f \in L^{2}(M)$, where $g *(x, y)=g(y, x)$. According to [7], $L *=\frac{1}{2} \Delta-V+\operatorname{grad} \log \phi$. Moreover, $L$ or equivalently $G$ are self-adjoint on $L^{2}(d \lambda)$ iff $V$ is a gradient field, in which case $V=\frac{1}{2} \operatorname{grad} \log \phi . \operatorname{Let} L^{s}=\frac{1}{2}(L+L *)=\frac{1}{2} \Delta+\frac{1}{2} \operatorname{grad} \log \phi . \quad \operatorname{Then}\left(L^{s}\right) *=L^{s}$, and $L^{s}=L$ iff $L=L^{*}$. The transition semigroup generated by $L^{s}$ has also $\lambda$ as its invariant measure.
§3. THE SOBOLEV SPACES $H^{\alpha}(M), \alpha \in R$

These spaces are defined invariantly in [8]. We shall use their real version, rather than the complex version of [8]. For $\alpha \geqslant 0$, the Hilbertian spaces $H^{\alpha}(M)$ form a monotone chain of linear subspaces of $H^{0}(M)=L^{2}(M)$. We have $H^{\alpha}(M) \subseteq H^{\alpha}(M)$ if $\alpha_{1}>\alpha_{2}$, and $\cap_{\alpha \geqslant 0} H^{\alpha}(M)=C^{\infty}(M)$.

If $f \in H^{2}(M)$, we have $L f \in L^{2}(M)$. Since the only solutions $\psi$ of $L \psi=0$ are the constant functions, (2.14) implies for $f \in H^{2}(M)$
$G(L f)=-f+S f$.
Notice that (2.14) also implies that the operator $G+S: L^{2}(M) \rightarrow L^{2}(M)$ is invertible. This by the way, implies invertibility of the operators $K_{\alpha} d \overline{=}=G_{\alpha / 2}+S$ on $L^{2}(M)$, since the $K_{\alpha}$ form a semigroup. Notice that $S\left(K_{\alpha} f\right)=S f$ for $f \in L^{2}(M)$. We put $K_{0}=I$. The operators $K_{\alpha}$ corresponding to $L^{s}$ will be denoted by $K_{\alpha}^{s}$. They form a semigroup of positive, self-adjoint operators on $L^{2}(d \lambda)$.

## (3.2) THEOREM :

(a) For all positive integers $k, K_{2 k}$ is a Hilbertian space isomorphism $K_{2 k}: L^{2}(M) \rightarrow H^{2 k}(M)$.
(b) For all $\alpha \geqslant 0, K_{\alpha}^{S}$ is a Hilbertian space isomorphism $K_{\alpha}^{s}: L^{2}(M) \rightarrow H^{\alpha}(M)$. Proof of (a): One proves that for every $k, K_{2}$ is a Hilbertian space isomorphism $K_{2}: H^{2 k} \rightarrow H^{2 k+2}$. Firstly, the linear operator $T=L-S: H^{2 k+2} \rightarrow H^{2 k}$ is continuous. To show then that $T$ is onto, let $f \in H^{2 k}$. By (2.14) and the regularity theorem for elliptic differential equations with $C^{\infty}$ coefficients, we conclude that $G f \in H^{2 k+2}$, hence $-K_{2} f \in H^{2 k+2}$, and $T\left(-K_{2} f\right)=f$. Moreover, $T$ is invertible because (3.1) implies $-K_{2} T f=f$. By the open mapping theorem $\mathrm{T}^{-1}=-\mathrm{K}_{2}: \mathrm{H}^{2 \mathrm{k}} \rightarrow \mathrm{H}^{2 \mathrm{k}+2}$ is also continuous.

Proof of (b): For $\alpha \geqslant 0$, we define the Hilbert spaces $\bar{H}^{\alpha}(M)$ by $\bar{H}^{\alpha}(M)=$ $K_{\alpha}^{s}\left(L^{2}(M)\right)$, endowed with the inner product $\left(K_{\alpha}^{s} u_{1}, K_{\alpha}^{s} u_{2}\right) \frac{H_{\alpha}}{}=\int u_{1} u_{2} d \lambda$. To show (b), it suffices to show that the underlying Hilbertian spaces of $\overline{H^{\alpha}}(M)$ are $H^{\alpha}(M)$. By (a), this is true if $\alpha=2 k$. According to [8], $H^{\alpha}, \alpha \in(2 k, 2 k+2)$, is the underlying Hilbertian space of the Hilbert space $Q_{k+1-\alpha / 2}\left(\bar{H}^{2 k+2}, \bar{H}^{2 k}\right)$, where $Q_{t}$ denotes quadratic interpolation of Hilbert spaces. (This space does not depend on the particular choice of admissible inner products in the Hilbertian spaces $H^{2 k+2}, H^{2 k}$.) It therefore suffices to show that $\bar{H}^{\alpha}=Q_{k+1-\alpha / 2}\left(\bar{H}^{2 k+2}, \bar{H}^{2 k}\right)$. Letting $t=k+1-\alpha / 2, H=Q_{t}\left(\bar{H}^{2 k+2}, \bar{H}^{2 k}\right)$, we have for $f_{1}, f_{2} \in \bar{H}^{2 k},\left(f_{1}, f_{2}\right){ }_{H} 2 k$ $=\left(K_{4}^{S} f_{1}, f_{2}\right){ }_{H} 2 k+2$, and hence for $f_{1}, f_{2} \in \bar{H}^{2 k+2}$

$$
\left(f_{1}, f_{2}\right)_{H}=\left(K_{4 t}^{S} f_{1}, f_{2}\right)_{-2 k+2}=\left(f_{1}, f_{2}\right)_{H}^{\alpha}
$$

Now $\vec{H}^{\alpha}(M)$ is the completion realized in $L^{2}(M)$, of $C^{\infty}(M)$, hence of $\bar{H}^{2 k+2}(M)$, with respect to $\left\|\|_{\mathrm{H}^{\alpha}}\right.$, and H is defined as the completion, realized in $\bar{H}^{2 k}(M) \subseteq L^{2}(M)$, of $\bar{H}^{2 k+2}(M)$ with respect to $\left\|\|_{H}\right.$. Part (b) follows.

It follows from the preceding theorem, that for $\alpha \geqslant 0, \beta \geqslant 0$,
$K_{\alpha}^{S}$ defines a Hilbertian space isomorphism $K_{\alpha}^{S}: H^{\beta}(M) \rightarrow H^{\alpha+\beta}(M)$. Since $\cap_{\alpha \geqslant 0}^{\cap} H^{\alpha}(M)=C^{\infty}(M)$, this implies in particular that $K_{\alpha}^{S}\left(C^{\infty}(M)\right) \subseteq C^{\infty}(M)$. As

$$
\begin{array}{r}
C^{\infty}(M) \subseteq K_{2 k}^{S}\left(C^{\infty}(M)\right) \text { for all } k \text {, it follows that } K_{\alpha}^{S}\left(C^{\infty}(M)\right)=C^{\infty}(M) \text { for all } \alpha \geqslant 0 . \\
\text { Following [8], we let } H^{-\alpha}(M)=\text { dual of } H^{\alpha}(M), \alpha \geqslant 0 \text { As } C^{\infty}(M) \text { is dense }
\end{array}
$$ in $H^{\alpha}(M)$, we may also consider each $H^{-\alpha}(M)$ as a linear subspace of the dual of $C^{\infty}(M)$. The $H^{-\alpha}(M)$ are Hilbertian spaces. Clearly, $H^{-\alpha}(M) \subseteq H^{-\alpha_{2}}(M)$ for $\alpha_{1}<\alpha_{2}$. We shall from now on fix an admissible inner product in $H^{0}(M)$ by setting $H^{0}(M)=L^{2}(d \lambda)$. By doing so we may identify $H^{0}(M)$ with its dual $H^{-0}(M)$, and thereby "extend" the chain $\left\{H^{\alpha}(M), \alpha \geqslant 0\right\}$ to a chain $\left\{H^{\alpha}(M), \alpha \in R\right\}$ of linear subspaces of the dual of $C^{\infty}(M)$. The semigroup $K_{\alpha}^{s}$ on $H^{0}(M)$ extends in a unique way to a semigroup on $\beta \in \mathcal{R}^{\cup} H^{\beta}(M)$ if we require that for $\ell \in H^{-\alpha}, \alpha \geqslant 0$ we have $K_{\alpha}^{S} \ell \in H^{0}(M)$ and

(3.3)

$$
\int K_{\alpha}^{s} \ell \cdot \psi d \lambda=\ell\left(K_{\alpha}^{s} \psi\right) \quad \text { for } \quad \psi \in C^{\infty}(M)
$$

Notice that $K_{\alpha}^{s}: \underset{\beta \in R}{\cup} H^{\beta}(M) \rightarrow \underset{\beta \in R}{\cup} H^{\beta}(M)$ is invertible. Letting $K_{-\alpha}^{s}=\left(K_{\alpha}^{s}\right)^{-1}$, we have that for any $\alpha, \beta \in R, K_{\alpha}^{s}$ defines a Hilbertian space isomorphism

$$
\begin{equation*}
K_{\alpha}^{s}: H^{\beta}(M) \rightarrow H^{\alpha+\beta}(M) \tag{3.4}
\end{equation*}
$$

The latter is a Hilbert space isomorphism if we endow as we shall all $H^{\alpha}(M)$ with the inner products carried over from $L^{2}(d \lambda)$ by the isomorphisms $K_{\alpha}^{s}: L^{2}(d \lambda) \rightarrow H^{\alpha}(M)$.

## §4. PROOF OF THEOREM (1.9)

We may assume $\sigma_{f}^{2}>0$. It is well-known that for $f \in P(M)$, all $x \in M$, $\mathrm{P}^{\mathrm{x}}$-a.e. (Gf)oX. $\in \mathrm{C}\left(\mathrm{R}^{+}\right)$. It follows from (2.14) that for any probability measure $v$ on $M$, the process

$$
\begin{equation*}
M_{t}(f)=(G f)\left(X_{t}\right)-(G f)\left(X_{0}\right)+L_{t}(f)-t S(f), \quad t \geqslant 0 \tag{4.1}
\end{equation*}
$$

is a continuous $P^{\nu}$-martingale. Now (2.3) implies $\sup _{X \in M} E^{x} L_{t}^{2}(f)<\infty$ for $f \in P(M)$, and from (2.11) we conclude $\mid$ grad $\left.G f\right|^{2} \in P(M)$ for $f \in P(M)$. (Notice e.g. that by
(2.11) for $d \geqslant 3, \int\left[r\left(\xi_{1}, x\right)\right]^{-d+2}\left[r\left(\xi_{2}, x\right)\right]^{-d+1}\left[r\left(\xi_{3}, x\right)\right]^{-d+1} d m(x) \leqslant C\left\{\left[r\left(\xi_{1}, \xi_{2}\right)\right]^{-d+2}\right.$. $\left.\left.\left[r\left(\xi_{2}, \xi_{3}\right)\right]^{-\mathrm{d}+2}+\left[r\left(\xi_{1}, \xi_{2}\right)\right]^{-\mathrm{d}+2}\left[r\left(\xi_{1}, \xi_{3}\right)\right]^{-\mathrm{d}+2}\right\}\right)$. In any case, $M(f)$ is a square integrable $\mathrm{P}^{\nu}$-martingale, for all v . The process

$$
\begin{equation*}
\tau_{t}(f)=\int_{0}^{t}|\operatorname{grad} G f|^{2}\left(X_{s}\right) d s, t \geqslant 0, \tag{4.2}
\end{equation*}
$$

is its increasing process for all $\mathrm{P}^{\nu}$. By the ergodic theorem we have $P^{\lambda}\left\{\lim _{t \rightarrow \infty} \frac{\tau_{t}(f)}{t}=\sigma_{f}^{2}\right\}=1$. Since $\}$ is shift-invariant, and since positive $x$-harmonic functions have to be constant, we obtain $P^{x}\left\{\lim _{t \rightarrow \infty} \frac{\tau_{t}(f)}{t}=\sigma_{f}^{2}\right\}=1$, all $x \in M$, hence

$$
\begin{equation*}
P^{v}\left\{\lim _{t \rightarrow \infty} \frac{\tau_{t}(f)}{t}=\sigma_{f}^{2}\right\}=1, \quad \text { all } v \tag{4.3}
\end{equation*}
$$

Now, depending on $f$ and $v$, there exists a probability space ( $\Omega^{\prime}, A^{\prime}, P^{\prime}$ ) with a Wiener process $\left\{W_{t}, t \geqslant 0\right\}$ and a continuous time change $\left\{T_{t}, t \geqslant 0\right\}$ on it, such that the $P^{\nu}$-law of $M(f)$ and the $P^{\prime}$-law of WoT are the same (see e.g. [6]). This implies that WoT is a continuous $L^{2}$-martingale. Hence its increasing process is $\left\{T_{t}, t \geqslant 0\right\}$. It follows that the $P^{\prime}-l a w$ of $T$ and the $P^{\nu}-l a w$ of $\tau(f)$ are the same.

## Proof of Theorem (1.9)(a):

It is sufficient to prove that the $P^{\nu}$-distribution of $t^{-1 / 2} M_{t}(f)$ converges weakly to $N\left(0, \sigma_{f}^{2}\right)$. For this it suffices to prove that with $a=\sigma_{f}^{2}$, for all $\varepsilon>0, \lim _{t \rightarrow \infty} P^{\prime}\left\{\left|\frac{W_{t}}{\sqrt{t}}-\frac{W_{a t}}{\sqrt{t}}\right|>\varepsilon\right\}=0$. So let $\varepsilon>0, \eta \in(0, a)$. Then (4.4) $P^{\prime}\left\{\left|W_{T_{t}}-W_{a t}\right|>\varepsilon \sqrt{t}\right\} \leqslant P^{\prime}\left\{\left|W_{T_{t}}-W_{a t}\right|>\varepsilon \sqrt{t},\left|T_{t}-a t\right|\langle\eta t\}+P^{\prime}\left\{\left|\frac{T_{t}}{t}-a\right|>\eta\right\}\right.$. As the $P^{\prime}-l a w$ of $T$ and the $P^{\nu}$-law of $\tau(f)$ coincide, we conclude from (4.3), that for all $\eta>0$
(4.5)

$$
\lim _{t \rightarrow \infty} P^{\prime}\left\{\left|\frac{T}{t}-a\right|>\eta\right\}=0
$$

Moreover, the first term on the right side of (4.4) is majorized by

$$
P^{\prime}\left\{\sup _{0 \leqslant s \leqslant \eta t}\left|W_{a t+s}-W_{a t}\right|>\varepsilon \sqrt{t}\right\}+P^{\prime}\left\{\sup _{0 \leqslant s \leqslant \eta t}\left|W_{a t-s}-W_{a t}\right|>\varepsilon \sqrt{t}\right\}
$$

Now the $P^{\prime}-l a w s$ of $\left\{W_{v+u} W_{v^{\prime}} u \geqslant 0\right\}$ and $\left\{W_{u}, u \geqslant 0\right\}$ coincide as do the P'-laws of $\left\{W_{v-u}-W_{v^{\prime}}, u \in[0, v]\right\}$ and $\left\{W_{u}, u \in[0, v]\right\}$. It follows that the first term on the right side of (4.4) is majorized by

$$
8 P^{\prime}\left\{W_{\eta t}>\varepsilon \sqrt{t}\right\}=8 P^{\prime}\left\{\frac{W_{\eta t}}{\sqrt{\eta t}}>\frac{\varepsilon}{\sqrt{\eta}}\right\}=\frac{8}{\sqrt{2 \pi}} \int_{\varepsilon / \sqrt{\eta}}^{\infty} e^{-\xi^{2} / 2} d \xi .
$$

This fact together with (4.5) implies that for all $\eta \in(0, a)$

$$
\overline{l i m}_{\overline{i_{\rightarrow \infty}}} P^{\prime}\left\{\left|W_{T_{t}}-W_{a t}\right|>\varepsilon \sqrt{t}\right\} \leqslant \frac{8}{\sqrt{2 \pi}} \int_{\varepsilon / \sqrt{\eta}}^{\infty} e^{-\xi^{2} / 2} d \xi
$$

Letting $\eta \rightarrow 0$, we obtain $\lim _{t \rightarrow \infty} P^{\prime}\left\{\left|W_{T_{t}}-W_{a t}\right|>\varepsilon \sqrt{t}\right\}=0$, all $\varepsilon>0$.

## Proof of Theorem (1.9)(b):

It suffices to prove that for all $x \in M, P^{x}-a . e \cdot \overline{\chi i m}_{\notin \rightarrow \infty} \frac{M_{t}(f)}{\sqrt{2 t \log \log t}}=1$. If ( $\Omega^{\prime}, A^{\prime}, P^{\prime}$ ), $W, T$ are as described above, corresponding to $v=\delta_{x}$, this is equivalent to showing that $P^{\prime}-a . e \cdot \frac{{ }^{W} T_{t}}{\lim _{t \rightarrow \infty}} \frac{{ }_{t}}{\sqrt{2 t l o g} \log t}=1$. The latter follows from the $\log _{2}$-law for $W$ and (4.3).
§5. PROOF OF THEOREMS (1.10) AND (1.14)

## We shall start with

(5.1) LEMMA: If $d \geqslant 2, \alpha>\frac{d}{2}-1$, then for all $t>0$

$$
\begin{equation*}
\sup _{x \in M} E^{x} \int d \lambda(\xi)\left\{\int_{0}^{t} d \sigma\left[r\left(\xi, x_{\sigma}\right)\right]^{-d+\alpha}\right\}^{2}<\infty \tag{5.2}
\end{equation*}
$$

and
$\sup _{\xi \in M} \int \mathrm{~d} \lambda(\mathrm{x}) \mathrm{E}^{\mathrm{x}}\left\{\int_{0}^{t} \mathrm{~d} \sigma\left[r\left(\xi, \mathrm{X}_{\sigma}\right)\right]^{-\mathrm{d}+\alpha}\right\}^{2}<\infty$.

Proof: Clearly
(5.4) $E^{x}\left\{\int_{0}^{t} d \sigma\left[r\left(\xi, X_{\sigma}\right)\right]^{-d+\alpha}\right\}^{2} \leqslant 2 \iint d \lambda(y) d \lambda(z)[r(\xi, y)]^{-d+\alpha}[r(\xi, z)]^{-d+\alpha}$

$$
\int_{0}^{t} d \sigma_{1} p\left(\sigma_{1}, x, y\right) \int_{0}^{t} d \sigma_{2} p\left(\sigma_{2}, y, z\right)
$$

From (2.3), applied to $\alpha=1$, we have for $\delta>0$,

$$
\int_{0}^{t} d \sigma p(\sigma, x, y) \leqslant c(\delta)[r(x, y)]^{-d-\delta+2}
$$

(for any dimension). We therefore have as a majorant for the right side of (5.4)

$$
c \int d m(y)[r(\xi, y)]^{-d+\alpha}[r(x, y)]^{-d-\delta+2} \int d m(z)[r(\xi, z)]^{-d+\alpha}[r(y, z)]^{-d-\delta+2} .
$$

If $\alpha>d-2$, this expression is bounded in $(\xi, x)$ for $\delta \in(0, \min \{2, \alpha-d+2\})$ by (2.11). If $\alpha \in\left(\frac{d}{2}-1, d-2\right], \delta \in\left(0, \min \left\{2,2\left(\alpha-\frac{d}{2}+1\right)\right\}\right)$, we conclude from (2.11) that the expression is majorized by

$$
C_{1} \int d m(y)[r(\xi, y)]^{-2 d+2 \alpha-\delta+2}[r(x, y)]^{-d-\delta+2} \leqslant c_{2}[r(\xi, x)]^{-2 d+2 \alpha-2 \delta+4}
$$

Estimates (5.2) and (5.3) follow.
(5.5) COROLLARY: If $d \geqslant 2$ and
(5.6) $\Omega_{0}=\left\{\omega ; \int \operatorname{dm}(\xi)\left\{\int_{0}^{t} d \sigma\left[r\left(\xi, x_{\sigma}\right)\right]^{-d+\alpha}\right\}^{2}<\infty\right.$, all $\left.t \geqslant 0, \alpha>\frac{d}{2}-1\right\}$, then $\mathrm{P}^{\mathrm{x}}\left(\Omega_{0}\right)=1$ for $\mathrm{x} \in \mathrm{M}$.
(5.7) Remark: If $d=1$, we define $\Omega_{0}$ as the $\Omega$-set where the local time $L$ is defined as a continuous functional in ( $\xi, t$ ).

We denote by $g_{\alpha}^{S}, \alpha>0$, the Riesz kernels associated with $L^{s}$ and its invariant measure $\lambda$. Let $k_{\alpha}^{s}=g_{\alpha / 2}^{s}+1$. Then $\left(K_{\alpha}^{S} f\right)(x)=\int_{M} k_{\alpha}^{s}(x, y) f(y) d \lambda(y)$. As the $k_{\alpha}^{s}$ are bounded below, the processes

$$
\begin{equation*}
A_{t}^{\alpha}(\xi)=\int_{0}^{t} k_{\alpha}^{s}\left(\xi, x_{\sigma}\right) d \sigma, \quad t \geqslant 0, \xi \in M \tag{5.8}
\end{equation*}
$$

are well defined on $\Omega$ (possibly $+\infty)$. Let $\left|A^{\alpha}(\xi)\right|_{t}=\int_{0}^{t}\left|k_{\alpha}^{s}\left(\xi, x_{\sigma}\right)\right| d \sigma$.

If we let for $\alpha>0, \xi, y \in M$,

$$
a_{\alpha}(\xi, y)=\{\Gamma(\alpha)\}^{-1} \int_{1}^{\infty} u^{\alpha-1}\left\{p^{s}(u, \xi, y)-1\right\} d u+1-\{\Gamma(\alpha+1)\}^{-1}
$$

with $p^{s}$ the transition densities with respect to $\lambda$, of the operator $L^{s}$, and define for $\alpha>0, t \geqslant 0$

$$
B_{t}^{\alpha}(\xi)=\{\Gamma(\alpha)\}^{-1} \int_{0}^{t} d \sigma \int_{0}^{1} u^{\alpha-1} p^{s}\left(u, \xi, x_{\sigma}\right) d u,
$$

then $A_{t}^{\alpha}(\xi)=B_{t}^{\alpha / 2}(\xi)+\int_{0}^{t} d \sigma a_{\alpha / 2}\left(\xi, x_{\sigma}\right)$. Since for every $\alpha, a_{\alpha}$ is bounded and for every $\alpha, \delta>0, B_{t}^{\alpha / 2}(\xi) \leqslant c \int_{0}^{t} d \sigma\left[r\left(\xi, X_{\sigma}\right)\right]^{-d-\delta+\alpha}$ (for any dimension $d$, application of (2.3) to $\mathrm{p}^{\mathrm{s}}$ ), we have as corollary of (5.2) and (5.3)
(5.9) COROLLARY: Let $d \geqslant 2$. Then:
(5.10) $\quad$ For $\alpha>\frac{d}{2}-1, t \geqslant 0: \sup _{x \in M} E^{x} \int d \lambda(\xi)\left|A^{\alpha}(\xi)\right|_{t}^{2}<\infty$.
(5.11) $\quad$ For $\alpha>\frac{d}{2}-1, t \geqslant 0: \sup _{\xi \in M} E^{\lambda}\left|A^{\alpha}(\xi)\right|_{t}^{2}<\infty \quad$.
(5.12) $\quad \Omega_{0} \subseteq\left\{\omega ; \int d \lambda(\xi)\left|A^{\alpha}(\xi)\right|_{t}^{2}<\infty\right.$ all $t \geqslant 0$, all $\left.\alpha>\frac{d}{2}-1\right\}$.
(5.13) Remark: If $d=1$, then for all $t>0$, $\sup _{E^{x}}[L(t, \xi)]^{2}<\infty$. (The proof $x, \xi$
follows from (2.3) and $\left.E^{x}[L(t, \xi)]^{2} \leqslant 2 \phi^{2}(\xi) \int_{0}^{t} d \sigma_{1} \int_{0}^{t-\sigma_{1}} d \sigma_{2} p\left(\sigma_{1}, x, \xi\right) \cdot p\left(\sigma_{2}, \xi, \xi\right)\right) \cdot$ Proof of theorem (1.10):

Let $\Omega_{0}$ be as in (5.6). It remains to check (c) and (d). For any $f \in H^{\alpha}(M), \alpha>0$, we have $f=K_{\alpha}^{S} \bar{f}, \bar{f} \in L^{2}(M)$. If $f \in H^{\alpha}(M), \quad \alpha>\frac{d}{2}-1, \omega \in \Omega_{0}$ we conclude from (5.12) that

$$
\left\{\int \mathrm{d} \lambda(\xi)|\overline{\mathrm{f}}(\xi)|\left|A^{\alpha}(\xi)\right|_{t}\right\}^{2} \leqslant \int \mathrm{~d} \lambda(\xi)|\overline{\mathrm{f}}(\xi)|^{2} \cdot \int \mathrm{~d} \lambda(\xi)\left|A^{\alpha}(\xi)\right|_{t}^{2}<\infty .
$$

This and Fubini's theorem imply that fox. $(\omega) \in L_{l o c}^{1}\left(R^{+}\right)$and that

$$
\begin{equation*}
\int d \lambda(\xi) \bar{f}(\xi) A_{t}^{\alpha}(\xi)=L_{t}(f, \omega) \tag{5.14}
\end{equation*}
$$

The latter equation also implies that $\lim _{n \rightarrow \infty} L_{t}\left(f_{n^{\prime}} \omega\right)=L_{t}(f, \omega)$ if $\left\|f_{n}-f\right\|_{H}{ }^{\alpha}(M)=$ $\left\|\bar{f}_{n}-\bar{f}\right\|_{L^{2}(M)} \rightarrow 0$.

Part (a) follows immedately from Theorem (1.10),(d). For the proof of part (b), we notice that for $t \geqslant 0, \alpha>\frac{d}{2}-1, \omega \in \Omega_{0}$ of (5.6) we have

$$
\begin{equation*}
K_{\alpha}^{s} L_{t}=A_{t}^{\alpha} \tag{5.15}
\end{equation*}
$$

In view of (3.3), this follows from (5.12) and

$$
\int A_{t}^{\alpha} \cdot \psi d \lambda=L_{t}\left(K_{\alpha}^{s} \psi\right), \quad \psi \in C^{\infty}(M),
$$

which in turn follows from $K_{\alpha}^{S} \psi \in C^{\infty}(M), L_{t}\left(K_{\alpha}^{S} \psi\right)=L_{t}\left(K_{\alpha}^{S} \psi\right)$ and (5.14). By (3.4) strong continuity of $L .(\omega)$ in $H^{-\alpha}(M)$ is equivalent to strong continuity of $A^{\alpha}$. in $L^{2}(M)$. But if $\omega \in \Omega_{0}$ strong continuity of $A^{\alpha}$. in $L^{2}(M)$ follows from (5.12). Obviously, $L_{s+t}(\omega)=L_{t}(\omega)+L_{s}\left(\theta_{t} \omega\right), s, t \geqslant 0$, and $F_{t}$-measurability of $L_{t}$ follows from $F_{t}$-measurability of $\omega \mapsto L_{t}(f, \omega)$ for all $f \in C^{\infty}(M)$.
§6. PROOF OF THEOREM (1.11)

For the proof of this theorem we need a well-known lemma for onedimensional Brownian motion. This lemma follows e.g. from a result in [4], but we shall give here an independent proof for the reader's convenience. (6.1) LEMMA: If $\left\{W_{t}, t \geqslant 0\right\}$ is a one-dimensional Brownian motion on ( $\Omega^{\prime}, A^{\prime}, P^{\prime}$ ), then for all $p \geqslant 1$

$$
E^{\prime}\left[\sup _{t>e} \frac{\left|w_{t}\right|}{\sqrt{2 t \log \log t}}\right]^{p}<\infty .
$$

Proof: Letting $Y=\sup _{t \geqslant e_{2}} \frac{\left|W_{t}\right|}{\sqrt{2 t l o g ~ l o g t}}, b=e^{2}$, we obtain for $a>0$ such that $a^{2}>2 b, \frac{a \sqrt{\log 2}}{\sqrt{b}} \geqslant 1$, that
$P^{\prime}\{Y>a\}=P^{\prime}\left\{\sup _{b \leqslant t<\infty} \frac{\left|W_{t}\right|}{\sqrt{2 t \log \log t}}>a\right\} \leqslant \sum_{n=2}^{\infty} P^{\prime}\left\{\sup _{b^{n-1} \leqslant s<b^{n}}^{\sqrt{2 b^{n-1} \log \left(\log b^{n-1}\right)}}>a\right\}$

$\leqslant \frac{1}{2^{a^{2} / b}} \sum_{n=2}^{\infty} \frac{4}{\sqrt{2 \pi}} \frac{1}{(n-1)^{2}} \leqslant \frac{c}{2^{a^{2} / b}}$.
But $P^{\prime}\{Y>a\} \leqslant \frac{c}{2^{2} / b}$ for large $a$, implies that $Y \in L^{P}\left(\Omega^{\prime}, P^{\prime}\right)$ for all $P \geqslant 1$.
In the following we shall consider the kernel $\mathrm{k}_{\alpha}^{\mathrm{s}}$ and the process $\left\{A_{t}(\xi), t \geqslant 0\right\}$ of $\S 5$. Even though in general for fixed $\xi \in M, k_{\alpha}^{S}(\xi, \bullet) \notin P(M)$, we were able to define $A(\xi)$ (possibly $+\infty$ ) on all of $\Omega$, because $k_{\alpha}^{s}$ is bounded below. Recall that the set $\Omega_{0}$ of (5.6) has $P^{x}$-measure 1 , all $x \in M$. We shall prove the following
(6.2) LEMMA: Let $d \geqslant 2$. For all $\alpha>\frac{d}{2}-1, p^{\lambda}$-a.e.

$$
\begin{equation*}
\sup _{t \geqslant e_{2}} \frac{\int d \lambda(\xi)\left[A_{t}^{\alpha}(\xi)-t\right]^{2}}{2 t \log \log t}<\infty \tag{6.3}
\end{equation*}
$$

Proof: If we define the process $M^{\alpha}(\xi)=M\left(k_{\alpha}^{s}(\xi, \cdot)\right)$ as in (4.1), i.e.

$$
\begin{equation*}
M_{t}^{\alpha}(\xi)=G k_{\alpha}^{s}(\xi, \cdot)\left(X_{t}\right)-G k_{\alpha}^{s}(\xi, \cdot)\left(X_{0}\right)+A_{t}^{\alpha}(\xi)-t \tag{6.4}
\end{equation*}
$$

then $M^{\alpha}(\xi)$ is a square integrable $P^{\lambda}$-martingale with continuous sample paths and increasing process

$$
\begin{equation*}
\tau_{t}^{\alpha}(\xi)=\int_{0}^{t}\left|\operatorname{grad} \mathrm{Gk}_{\alpha}^{\mathrm{s}}(\xi, \cdot)\right|^{2}\left(\mathrm{X}_{\sigma}\right) \mathrm{d} \sigma \tag{6.5}
\end{equation*}
$$

 that for $\alpha>\max \left(0, \frac{d}{2}-2\right)$
(6.6)

$$
\sup _{\xi} \int \mathrm{d} \lambda(y)\left[\mathrm{Gk}_{\alpha}^{\mathrm{s}}(\xi, \cdot)\right]^{2}(y)<\infty, \sup _{y} \int \mathrm{~d} \lambda(\xi)\left[\mathrm{Gk}_{\alpha}^{\mathrm{s}}(\xi, \cdot)\right]^{2}(y)<\infty
$$ For later use we remark, that if $\alpha>\frac{d}{2}-1$, there exists $\delta>0$ such that

$$
\begin{equation*}
\sup _{\xi} E^{\lambda}\left[\tau_{1}^{\alpha}(\xi)\right]^{1+\delta}<\infty \tag{6.7}
\end{equation*}
$$

This follows from $\sup _{\xi} E^{\lambda} \int_{0}^{1}\left|\operatorname{gradGk}_{\alpha}^{s}(\xi, \cdot)\right|^{2+2 \delta}<\infty$ for $\delta>0$ satisfying $(2+2 \delta)(d-\alpha-1)<d$, which in turn follows from (2.10) and (2.9) and (2.11). In view of $(6.6),(6.3)$ is proved if we prove

$$
\begin{equation*}
\sup _{t \geqslant e_{2}} \frac{\int d \lambda(\xi)\left[M_{t}^{\alpha}(\xi)\right]^{2}}{2 t \log \log t}<\infty \quad p^{\lambda}-a \cdot e \cdot \tag{6.8}
\end{equation*}
$$

But (6.8) is proved if we prove

$$
\begin{equation*}
\sup _{\xi} E^{\lambda} \sup _{t \geqslant e^{2}} \frac{\left[M_{t}^{\alpha}(\xi)\right]^{2}}{2 t \log \log t}<\infty \tag{6.9}
\end{equation*}
$$

For the proof of (6.9) we let (as in $\S 4) W, T$ on ( $\Omega^{\prime}, A^{\prime}, P^{\prime}$ ) be Brownian motion and time change (depending on $\alpha, \xi$ ) such that the $P^{\lambda}$-law of $M^{\alpha}(\xi)$ equals the $p^{\prime}-1$ aw of WoT. Then

$$
\begin{equation*}
E^{\lambda} \sup _{t \geqslant e^{2}} \frac{\left[M_{t}^{\alpha}(\xi)\right]^{2}}{t \log \log t}=E^{\prime} \quad \sup _{t \geqslant e^{2}} \frac{W_{T_{t}}^{2}}{t \log \log t} \tag{6.10}
\end{equation*}
$$

Now

$$
\sup _{t \geqslant e^{2}} \frac{W_{t}^{2}}{t \log \log t} \leqslant \sup _{t \leqslant e_{2}} W_{t}^{2}+\sup _{t \geqslant e^{2}} \frac{W_{t}^{2}}{t \log \log t} \cdot \sup _{t \geqslant e^{2}} \frac{T_{t} \log ^{+} \log { }^{+} T_{t}}{t \log \log t}
$$

Moreover, for any $\delta>0, t \geqslant e^{2}$

$$
\frac{T_{t} \log ^{+} \log ^{+} T_{t}}{t \log \log t} \leqslant \frac{T_{t}}{t}+\frac{T_{t}}{t} \log ^{+}\left(\frac{T_{t}}{t}\right) \leqslant C_{\delta}\left\{1+\left(\frac{T_{t}}{t}\right)^{1+\delta}\right\}
$$

We conclude from (6.10): For all $\delta>0$, there exists $C_{\delta}$ (independent of $\xi$, $\alpha$ ) such that
(6.11) $E^{\lambda} \sup _{t \geqslant e^{2}} \frac{\left[M_{t}^{\alpha}(\xi)\right]^{2}}{t \log \log t} \leqslant E^{\prime} \sup _{t \leqslant e^{2}} W_{t}^{2}+C_{\delta} E^{\prime} \sup _{t \geqslant e^{2}} \frac{W_{t}^{2}}{t \log \log t} \cdot\left\{1+\sup _{t \geqslant e_{2}}\left(\frac{T}{t}\right)^{1+\delta}\right\}$.

Applying (6.1) and Hoelder's inequality, as well as $\{E|X|\}^{1 / 1+\delta} \leqslant 1+E|X|$ and
the fact that the $P^{\prime}-l a w$ of $T$ equals the $P^{\lambda}$-law of $\tau^{\alpha}(\xi)$, we conclude that for all $\xi \in \mathrm{M}, \delta>0$

$$
\begin{equation*}
E^{\lambda} \sup _{t \geqslant e^{2}} \frac{\left[M_{t}^{\alpha}(\xi)\right]^{2}}{t \log \log t} \leqslant C_{\delta}+C_{\delta}^{\prime} E^{\lambda} \sup _{t \geqslant e_{2}}\left(\frac{\tau_{t}^{\alpha}(\xi)}{t}\right)^{1+\delta} \tag{6.12}
\end{equation*}
$$

Now, by the maximal ergodic inequality

$$
E^{\lambda} \sup _{t \geqslant e}\left(\frac{\tau_{t}^{\alpha}(\xi)}{t}\right)^{1+\delta} \leqslant C_{\delta}^{\prime \prime} E^{\lambda}\left(\tau_{1}^{\alpha}(\xi)\right)^{1+\delta}
$$

Choosing $\delta>0$ such that (6.7) holds, we conclude (6.9).
For the proof of theorem (1.11), let $\left\{\overline{\mathrm{f}}_{\mathrm{n}}\right\}$ be a countable dense family in $L{ }^{2}(M), f_{n}=K_{\alpha}^{s} \bar{f}_{n}$. For $d \geqslant 2, \alpha>\frac{d}{2}-1$, we consider the set

$$
\Omega_{\alpha}=\Omega_{0} \cap\left\{\omega ; \text { cluster } \underset{t \rightarrow \infty}{ } \operatorname{set} \frac{L_{t}\left(f_{n}\right)-t S\left(f_{n}\right)}{\sqrt{2 t \log \log t}}=\left[-\sigma_{f_{n}}^{\prime}+\sigma_{f_{n}}\right] \text { all } n\right\}
$$

$n\left\{\omega ; \sup _{t \geqslant e^{2}} \frac{\int d \lambda(\xi)\left[A_{t}^{\alpha}(\xi)-t\right]^{2}}{2 t \log \log t}<\infty\right\}$.
From (1.9b), (5.5), (5.11), (6.2) we have $\mathrm{P}^{\mathrm{x}}\left\{\Omega_{\alpha}\right\}=1$, $\mathrm{x} \in \mathrm{M}$. From (5.14), we obtain for $f=K_{\alpha}^{s} \bar{f}, \bar{f} \in L^{2}(M)$ and $\omega \in \Omega_{0}$ that

$$
\left|L_{t}(f)-t S(f)\right| \leqslant\|\bar{f}\|_{L^{2}(d \lambda)} \int d \lambda(\xi)\left[A_{t}^{\alpha}(\xi)-t\right]^{2}
$$

Approximating $\bar{f} \in L^{2}(d \lambda)$ by functions $\left\{\bar{f}_{n}\right\}$ we obtain that for $\omega \in \Omega_{\alpha}$, $\underset{t \rightarrow \infty}{\operatorname{cluster} \operatorname{set}} \frac{L_{t}(f)-t \int f d \lambda}{2 t \log \log t}=\left[-\sigma_{f},+\sigma_{f}\right]$. Now consider $\Omega_{\alpha_{n}}$ for $\alpha_{n} \downarrow \frac{d}{2}-1$. If $d=1$, consider the square integrable $p^{\lambda}$-martingale

$$
M_{t}(\xi)=g\left(\xi, x_{t}\right)-g\left(\xi, x_{0}\right)+[\phi(\xi)]^{-1} L(t, \xi)-t, \quad t \geqslant 0
$$

and prove with the preceding arguments that $p^{\lambda}-$ a.e.

$$
\sup _{t \geqslant e} \frac{\left[\operatorname{dm}\left(\xi_{2}\right)\left[L\left(t, \xi_{)}\right)-\phi(\xi) t\right]^{2}\right.}{2 t \log \log t}<\infty
$$

which together with (1.3) implies the assertion of the theorem for $d=1$.

We shall use in $H^{\alpha}(M)$ the inner product induced by $K_{\alpha}^{s}: L^{2}(d \lambda) \rightarrow H^{\alpha}(M)$, except in the proof of lemma (7.13). If we let for $d \geqslant 2, \alpha>\frac{d}{2}-1, \omega \in \Omega_{0}$

$$
\begin{equation*}
L_{t}^{\alpha}=K_{\alpha}^{s} A_{t}^{\alpha}=\int_{0}^{t} k_{2 \alpha}^{s}\left(\cdot, X_{\sigma}\right) d \sigma \tag{7.1}
\end{equation*}
$$

then $L_{t}^{\alpha} \in H^{\alpha}(M)$ and for $f \in H^{\alpha}(M)$

$$
\begin{equation*}
L_{t}(f, \omega)-t \int f d \lambda=\left(L_{t}^{\alpha}-t, f\right)_{H^{\alpha}(M)} \tag{7.2}
\end{equation*}
$$

by (5.14). If $d=1, \alpha=0, \omega \in \Omega_{0}$, we let

$$
\begin{equation*}
L_{t}^{0}(\cdot)=[\phi(\cdot)]^{-1} L(t, \cdot) \tag{7.3}
\end{equation*}
$$

Then (7.2) holds with $\alpha=0$. In any case we have from (5.15)

$$
\begin{equation*}
L_{t}^{\alpha}=K_{2 \alpha}^{s} L_{t} \tag{7.4}
\end{equation*}
$$

Notice that

$$
\begin{equation*}
L_{t}^{\alpha+\beta}=K_{2 \beta}^{s} L_{t}^{\alpha} \tag{7.5}
\end{equation*}
$$

for $d>2, \alpha>\frac{d}{2}-1, \beta>0$, and if $d=1, \alpha=0$, it may be taken as the definition of $L_{t}^{\beta}, \beta>0$.
(7.6) LEMMA: If $k: M \times M \rightarrow R \cup\{-\infty,+\infty\}$ is measurable and if for some $\delta>0$, $\sup _{y} \int d m(x)|k(x, y)|^{1+\delta}<\infty$ and $\sup _{x} \int d m(y)|k(x, y)|^{1+\delta}<\infty$, then the operator $K$, defined by $(K f)(x)=\int_{M} k(x, y) f(y) d m(y)$, is a compact operator $K: L^{2}(M) \rightarrow L^{2}(M)$. Proof: Obviously $K f \in L^{1}(M)$ for $f \in L^{1}(M)$. We show that $K$ is a bounded operator
 have for the symmetric function $u(y, z) d \overline{\bar{e}} \underset{f}{ } \int \operatorname{dm}(x)|k(x, y)| \cdot|k(x, z)|$ that $\sup \int d m(y) u(y, z) \leqslant k^{\prime} \cdot k^{\prime \prime}<\infty$. By Fubini's theorem and the Cauchy-Schwarz $\mathbf{z} \in \mathrm{M}$
inequality we obtain for $f \in L^{2}(d m)$
$\int d m(x)(K f)^{2}(x) \leqslant\left(\iint d m(y) d m(z) f^{2}(y) u(y, z)\right)^{1 / 2} \cdot\left(\iint d m(y) d m(z) f^{2}(z) u(y, z)\right)^{1 / 2}$

$$
\leqslant k \cdot k\|f\|^{2} L^{2}(d m)
$$

which implies that $K$ is a bounded operator on $L^{2}(d m)$ with
$\|K\| \leqslant\left(k^{\prime} k^{\prime \prime}\right)^{1 / 2}$.
But under the assumptions made, $K$ is also a compact operator on $L^{2}(M)$. This is obvious for bounded $k$, since in this case $K$ is even a Hilbert-Schmidt operator on $L^{2}(d m)$. In the general case we define the bounded kernels $k_{n}$ by $k_{n}=k$ if $|k| \leqslant n, k_{n}=n$ if $k>n, k_{n}=-n$ if $k<-n$, and denote by $k_{n}$ the corresponding compact operators $K_{n}: L^{2}(M) \rightarrow L^{2}(M)$. We conclude from (*) and the uniform integrability of $\{k(x, \cdot), x \in M\},\{k(\cdot, y), y \in M\}$ that $\left\|K_{n}-K\right\| \rightarrow 0$. As the class of compact operators is closed with respect to convergence in the operator norm, $K$ is compact.

As a consequence of the preceding lemma, the operators

$$
G, G *: L^{2}(M) \rightarrow L^{2}(M)
$$

are compact, as are

$$
K_{\alpha}^{s}: H^{\beta}(M) \rightarrow H^{\beta}(M)
$$

for all $\alpha>0, \beta \geqslant 0$.
We shall consider for $\alpha \geqslant 0$, the operator

$$
\begin{equation*}
S_{\alpha}=K_{2 \alpha}^{s}\left(G+G^{*}\right): H^{\alpha}(M) \rightarrow H^{\alpha}(M) \tag{7.7}
\end{equation*}
$$

For all $\alpha \geqslant 0$, the operator $S_{\alpha}$ is positive, self-adjoint and compact. Let $B_{\alpha}$ be the closed unit ball in $H^{\alpha}(M)$ and let

$$
\begin{equation*}
K_{\alpha}=s_{\alpha}^{1 / 2} B_{\alpha} \quad, \quad \alpha \geq 0 \tag{7.8}
\end{equation*}
$$

Notice that $K_{\alpha}$ is a norm-compact convex symmetric set in $H^{\alpha}(M)$.
(7.9) LEMMA: $K_{\alpha}=K_{2 \alpha}^{S}\left(G+G^{*}\right)^{1 / 2} B_{0}$

Proof: We introduce a CON system $\left\{\phi_{n}^{\alpha}, n \geqslant 0\right\}$ of eigenfunctions of $S_{\alpha}: H^{\alpha}(M) \rightarrow H^{\alpha}(M)$, and denote by $\lambda_{n}^{\alpha}$ the corresponding eigenvalues, letting
$\lambda_{0}^{\alpha}=0, \phi_{0}^{\alpha}=1$. The system $\left\{\phi_{0}^{\alpha} ;\left(\lambda_{n}^{\alpha}\right)^{-1 / 2}\left(G+G^{*}\right)^{1 / 2} \phi_{n}^{\alpha}, n \geqslant 1\right\}$ is. on in $L^{2}(d \lambda)$. It is also complete in $L^{2}(d \lambda)$ : If for $f \in L^{2}(M), \int f \cdot(G+G *)^{1 / 2} \phi_{n}^{\alpha} d \lambda=0$ all $n \geqslant 1$, then $\int h\left(G+G^{*}\right)^{1 / 2} f d \lambda=0$ all $h \in L^{2}(M)$, hence $\int f(G+G *) f d \lambda=\int|g r a d G f|^{2} d \lambda=0$, hence $\mathrm{f}=\mathrm{c}$. We get $\mathrm{B}_{0}=\left\{\zeta_{0}+\sum_{\mathrm{n}=1}^{\infty} \zeta_{\mathrm{n}}\left(\lambda_{\mathrm{n}}^{\alpha}\right)^{-1 / 2}\left(\mathrm{G}+\mathrm{G}^{*}\right)^{1 / 2} \phi_{\mathrm{n}}^{\alpha} \sum_{0}^{\infty} \zeta_{\mathrm{n}}^{2} \leqslant 1\right\}$, from which the proof is easily concluded.
(7.10) Remark: The preceding lemma implies immediately that for $\alpha, \beta \geqslant 0$, $K_{\alpha+\beta}=K_{2 \beta}^{\mathbf{S}} K_{\alpha}$.
(7.11) LEMMA: Let $d \geqslant 2, \alpha>\frac{d}{2}-1$ or $d=1, \alpha=0$. Then for all $x \in M, P^{x}-a . e$. , the random set $\left\{\frac{L_{t}^{\alpha}-t}{\sqrt{2 t l o g ~ l o g t}}, t \geqslant e^{2}\right\}$ is relatively norm-compact in $H^{\alpha}(M)$. (7.12) Remark: In view of (7.5), relative norm-compactness in $H^{\alpha}(M)$ of $\left\{\frac{L_{t}^{\alpha}-t}{\sqrt{2 t \log \log t}}, t \geqslant e^{2}\right\}$ implies for $\alpha^{\prime}>\alpha$, relative norm-compactness in $H^{\alpha \prime}(M)$ of $\left\{\frac{L_{t}^{\alpha^{\prime}}-t}{\sqrt{2 t \log \log t}}, t \geqslant e^{2}\right\}$.
Proof of Lemma (7.11):
Case 1: $\quad d \geqslant 2, \alpha>\frac{d}{2}-1$.
It is sufficient to prove that $\mathrm{P}^{\lambda}-$ a.e. the random set $\left\{\frac{A_{t}^{\alpha}-t}{\sqrt{2 t \log \log t}}, t \geqslant e^{2}\right\}$ is relatively norm-compact in $L^{2}(d \lambda)$. For this purpose let $\alpha_{1} \in\left(\frac{d}{2}-1, \alpha\right)$. Obviously,

$$
\left\{\frac{A_{t}^{\alpha}-t}{\sqrt{2 t \log \log t}}, t \geqslant e^{2}\right\}=K_{\alpha-\alpha_{1}}^{s}\left\{\frac{A_{t}^{\alpha_{1}}-t}{\sqrt{2 t \log \log t}}, t \geqslant e^{2}\right\}
$$

and relative $L^{2}(d \lambda)$-compactness of the left side follows from lemma (6.2) and compactness of the operator $K_{\alpha-\alpha_{1}}^{s}: L^{2}(d \lambda) \rightarrow L^{2}(d \lambda)$.

Case 2: $\mathrm{d}=1, \alpha=0$.
The assertion follows in the same way from the following lemma, dealing with one-dimensional local time.
(7.13) Lemma: If $d=1$, then for all $x \in M$, $P^{x}-a . e .:$
(a) $L(t, \cdot) \in \bigcap_{0 \leqslant \alpha<1 / 2} H^{\alpha}(M)$ for all $t \geqslant 0$, and for every $\alpha \in[0,1 / 2), t \mapsto L(t, \cdot)$
is a norm-continuous function from $R^{+}$to $H^{\alpha}(M)$.
(b) $\sup _{t \geqslant e^{2}} \frac{\|L(t, \cdot)-t \phi(\cdot)\|^{2} H^{\alpha}(M)}{2 t \log \log t}<\infty$ for all $\alpha \in[0,1 / 2)$.

Remark: Notice that (b) is equivalent to
(b') $\quad \sup _{t \geqslant e^{\prime}} \frac{\left\|K_{-\alpha}^{s}(L(t, \cdot)-t \phi)\right\|^{2}}{2 t \log \log t} L^{2}(d \lambda) \quad<\infty$ for all $\alpha \in[0,1 / 2)$.

Proof: $\alpha$ ) If $d=1$, then $M=S^{1}$. We may assume w.l.o.g. that $m\left(S^{1}\right)=1$. We introduce on $S^{1}$ the distance $x$ from a fixed point $O$ as coordinate. Then

$$
\operatorname{grad}=\frac{d}{d x}, \Delta=\frac{d^{2}}{d x^{2}}, \quad L=\frac{1}{2} \frac{d^{2}}{d x^{2}}+v \frac{d}{d x}, \quad v \in C^{\infty}\left(S^{1}\right)
$$

Let $\phi_{0}(x)=1, \phi_{2 n}(x)=2 \sin 2 \pi n x, \phi_{2 n+1}(x)=2 \cos 2 \pi n x$. Recall that $\Delta \phi_{n}=-\lambda_{n} \phi_{n}, \lambda_{n} \sim \pi^{2} n^{2}$, and that $\left\{\phi_{n}, n \geqslant 0\right\}$ is a con system in $L^{2}(d m)$. Since $G \phi_{n}=\frac{2}{\lambda_{n}}\left\{\phi_{n}-\int \phi_{n} d \lambda+G\left(v \phi_{n}^{\prime}\right)\right\}$ for $n \geqslant 1$, we have for $n \geqslant 1$

$$
\begin{equation*}
\left\|G \phi_{n}\right\|_{\infty} \leqslant \frac{C}{n^{2}}, \quad\left\|\left(G \phi_{n}\right) \cdot\right\|_{\infty} \leqslant \frac{C}{n} . \tag{7.14}
\end{equation*}
$$

As is well-known, for $\alpha \geqslant 0$

$$
H^{\alpha}\left(S^{1}\right)=\left\{f \in L^{2}\left(S^{1}\right) ; \sum_{0}^{\infty}\left(1+n^{2}\right)^{\alpha}\left(f, \phi_{n}\right)_{L}^{2}(d m)<\infty\right\}
$$

and $\|f\|=\left\{\sum_{0}^{\infty}\left(1+n^{2}\right)^{\alpha}\left(f, \phi_{n}\right)^{2}{ }_{L}{ }^{2}(d m)\right\}^{1 / 2}$ is an admissible norm in $H^{\alpha}\left(S^{1}\right)$, which we shall denote by $\left\|\|_{H^{\alpha}\left(S^{1}\right)}\right.$ in this proof.
$\beta$ ) Also for the purpose of this proof only, we denote by $g(\cdot, \cdot)$ the continuous m-density of the operator G . Since $\left(g(x, \cdot), \phi_{n}\right)_{L}{ }^{2}(d m)=\left(G \phi_{n}\right)(x)$, we conclude from (7.14), that $g(x, \cdot) \in \bigcap_{\alpha<3 / 2} H^{\alpha}\left(S^{1}\right)$ for all $x \in S^{1}$. Moreover, for $\alpha<3 / 2, x \mapsto g(x, \cdot)$ is a norm-continuous function from $S^{1}$ to $H^{\alpha}\left(S^{1}\right)$, as $\sum_{0}^{\infty}\left(1+n^{2}\right)^{\alpha}\left\|G \phi_{n}\right\|_{\infty}^{2}<\infty$. $\gamma)$ For $t \geqslant 0, \omega \in \Omega_{0}, \xi \in S^{1}$, let

$$
\begin{equation*}
m_{t}^{0}(\xi)=g\left(x_{t^{\prime}} \xi\right)-g\left(x_{0}, \xi\right)+L(t, \xi)-t \phi(\xi) . \tag{7.15}
\end{equation*}
$$

Obviously $\left(M_{t}^{0}(\cdot), \phi_{n}\right){ }_{L}{ }^{2}(d m)=M_{t}\left(\phi_{n}\right), t \geqslant 0, \omega \in \Omega_{0}$, with

$$
M_{t}\left(\phi_{n}\right)=\left(G \phi_{n}\right)\left(X_{t}\right)-\left(G \phi_{n}\right)\left(x_{0}\right)+L_{t}\left(\phi_{n}\right)-t \int \phi_{n} d \lambda
$$

of §4. Recall that for all $x \in S^{1}, M_{t}\left(\phi_{n}\right)$ is a square integrable $P^{x}$-martingale with increasing process $\tau_{t}\left(\phi_{n}\right)=\int_{0}^{t}\left|\left(G \phi_{n}\right) \cdot\right|^{2}\left(X_{\sigma}\right) d \sigma$. By the way, M. $\left(\phi_{n}\right)$ is continuous for all $\omega \in \Omega$. -If we let

$$
\Omega_{1}=\left\{\omega ; \sum_{0}^{\infty}\left(1+n^{2}\right)^{\alpha} \sup _{t \leqslant T}\left(M_{t^{\prime}}^{0} \phi_{n}\right)_{L}^{2}(d m)<\infty \text { all } T \geqslant 0, \text { all } \alpha \in[0,1 / 2)\right\},
$$

then $P^{x}\left(\Omega_{1}\right)=1, x \in S^{1}$, since for all $T \geqslant 0, x \in S^{1}, n \geqslant 1$.

$$
E^{x} \sup _{t \leqslant T}\left[M_{t}\left(\phi_{n}\right)\right]^{2} \leqslant c E^{X} \int_{0}^{T}\left|\left(G \phi_{n}\right) \cdot\right|^{2}\left(X_{\sigma}\right) d \sigma \leqslant \frac{C T}{n^{2}}
$$

and therefore for all $T \geqslant 0, \alpha \in[0,1 / 2), x \in S^{1}$

$$
E^{x}\left[\sum_{0}^{\infty}\left(1+n^{2}\right)^{\alpha} \sup _{t \leqslant T}\left(M_{t^{\prime}}^{0} \phi_{n}\right)_{L}^{2}{ }_{L}^{2}\right]<\infty
$$

Moreover, if $\omega \in \Omega_{1}$, then $M_{t}^{0}(\cdot) \in \bigcap_{\alpha<1 / 2} H^{\alpha}\left(S^{1}\right)$ for $t \geqslant 0$, and for every $\alpha<1 / 2$ the function $t \mapsto M_{t}^{0}(\cdot)$ is a norm-continuous function from $R^{+}$to $H^{\alpha}\left(S^{1}\right)$. In view of (7.15) we have proved (a) for $L(t, \cdot)$ - $t \phi$, rather than $L(t, \cdot)$. But as $\phi \in C^{\infty}\left(S^{1}\right)=\bigcap_{\alpha \geqslant 0} H^{\alpha}\left(S^{1}\right)$, (a) follows.
( $\delta$ ) For the proof of (b), it suffices in view of (a), to show that for all $\alpha \in(0,1 / 2), \mathrm{P}^{\lambda}-\mathrm{a} . \mathrm{e}$.

$$
\sup _{t \geqslant 2} \frac{\|L(t, \cdot)-t \phi(\cdot)\|^{2}}{2 t \log \log t},
$$

or rather

$$
\begin{equation*}
\sup _{t \geqslant e_{2}}^{\left\|M_{t}^{0}(\cdot)\right\|_{H^{\alpha}\left(S^{1}\right)}^{2}}<\infty \quad . \tag{7.16}
\end{equation*}
$$

$$
\text { For } \alpha \geqslant 0, t \geqslant 0, \omega \in \Omega, \xi \in S^{1}, N \geqslant 1 \text { let }
$$

$$
M_{t}^{\alpha N}(\xi)=\sum_{0}^{N}\left(1+n^{2}\right)^{\alpha / 2}\left[M_{t}\left(\phi_{n}\right)\right] \phi_{n}(\xi)
$$

The process $M^{\alpha N}(\xi)$ is a continuous square integrable $P^{\lambda}$-martingale with increasing process

$$
\tau_{t}^{\alpha N}(\xi)=\int_{0}^{t} d s\left|\sum_{0}^{N}\left(1+n^{2}\right)^{\alpha / 2}\left(G \phi_{n}\right)^{\prime}\left(X_{s}\right) \phi_{n}(\xi)\right|^{2}
$$

As in $\S 6$, we obtain for all $\alpha \geqslant 0, \xi \in S^{1}, N \geqslant 1, \delta>0$

$$
\begin{align*}
& E^{\lambda} \sup _{t \geqslant e^{2}} \frac{\left|M_{t}^{\alpha N}(\xi)\right|^{2}}{2 t \log \log t} \leqslant C_{\delta}\left\{1+E^{\lambda}\left[\tau_{1}^{\alpha N}(\xi)\right]^{1+\delta / 2}\right\}  \tag{7.17}\\
& \leqslant C_{\delta}\left\{1+E^{\lambda} \int_{0}^{1} d s\left|\sum_{0}^{N}\left(1+n^{2}\right)^{\alpha / 2}\left(G \phi_{n}\right)^{\prime}\left(X_{s}\right) \phi_{n}(\xi)\right|^{2+\delta}\right\}
\end{align*}
$$

By a version of the Hausdorff-Young Theorem in Harmonic Analysis and by (7.14), we conclude that for all $\alpha \in(0,1 / 2), \delta \in\left(0, \frac{1-2 \alpha}{\alpha}\right)$, there exists $C_{\alpha, \delta}$ such that for all $x \in S^{1}, N \geqslant 1$

$$
\int d \xi\left|\sum_{0}^{N}\left(1+n^{2}\right)^{\alpha / 2}\left(G \phi_{n}\right)^{\prime}(x) \phi_{n}(\xi)\right|^{2+\delta} \leqslant C_{\alpha, \delta}
$$

From this estimate and (7.17) we conclude that for all $\alpha \in(0,1 / 2)$, there exists $C_{\alpha}$ such that for all $N \geqslant 1$

$$
E^{\lambda} \sup _{t \geqslant e^{2}} \frac{\left\|M_{t}^{\alpha N}(\cdot)\right\|^{2}}{2 t \log \log t} \leqslant C_{\alpha}
$$

or equivalently

$$
E^{\lambda} \sup _{t \geqslant e_{2}} \frac{\left\|M_{t}^{0 N}(\bullet)\right\|^{2}}{2 t \log \log t} \quad \leqslant C_{\alpha}
$$

Letting $\mathrm{N} \rightarrow \infty$, we obtain (7.16).
Just as in [3] we shall now prove the function space version of the $\log _{2}$-law from a $\log _{2}$-law for vector-valued functions and the compactness lemma (7.11). The following $\log _{2}$-law for vector-valued functions follows from the $\log _{2}$-law for real-valued functions (1.9b) by exactly the same argument which led to Theorem (4.1) in [3].
(7.18) THEOREM: For all $n \geqslant 1$, all linearly independent functions
$\mathrm{f}_{1}, \cdots, \mathrm{f}_{\mathrm{n}} \in \mathrm{P}(\mathrm{M})$ we have for all $\mathrm{x} \in \mathrm{M}, \mathrm{P}^{\mathrm{x}}$-a.e. that the $\mathrm{R}^{\mathrm{n}}$-cluster set as $\mathrm{t} \rightarrow \infty$ of $\frac{\left(L_{t}\left(f_{1}\right), \cdots, L_{t}\left(f_{n}\right)\right)}{\sqrt{2 t \log \log t}}$ equals $\left\{\left(\zeta_{1}, \ldots \zeta_{n}\right\} \in R^{n} ; \sum_{i, j=1}^{n} a_{i j} \zeta_{i} \zeta_{j} \leqslant 1\right\}$ where $a=\left\{\left(f_{i},(G+G *) f_{j}\right)_{L_{L}(d \lambda)}, i, j, \cdots, n\right\}^{-1}$.
Recall that $a_{i j}=\int$ grad $G f_{i} \cdot g r a d G f_{j} d \lambda$, and that $G+G *: L^{2}(d \lambda) \rightarrow L^{2}(d \lambda)$ is a positive self-adjoint compact operator. -We shall return to the eigenfunctions $\left\{\phi_{n^{\prime}}^{\alpha} n \geqslant 0\right\}$ of $S_{\alpha}$, introduced in the proof of lemma (7.9). Notice that $\left(\phi_{O}^{\alpha}, f\right)_{H^{\alpha}(M)}=S(f)$ for $f \in H^{\alpha}(M)$, in particular $S\left(\phi_{n}^{\alpha}\right)=0$ for $n \geqslant 1$. We denote by $\pi_{N}^{\alpha}: H^{\alpha}(M) \rightarrow H^{\alpha}(M)$ the projection on the subspace spanned by $\phi_{0}^{\alpha}, \phi_{1}^{\alpha}, \cdots, \phi_{N}^{\alpha}$. Obviously $\pi_{0}^{\alpha}\left(L_{t}^{\alpha}-t\right)=0$ and for $N \geqslant 1$

$$
\begin{equation*}
\pi_{N}^{\alpha}\left(L_{t}^{\alpha}-t\right)=\sum_{n=1}^{N}\left(L_{t^{\prime}}^{\alpha}, \phi_{n}^{\alpha}\right)_{H}^{\alpha}{ }_{(M)} \phi_{n}^{\alpha} \tag{7.19}
\end{equation*}
$$

(7.20) LEMMA: Let $d \geqslant 2, \alpha>\frac{d}{2}-1$ or $d=1, \alpha=0$. Then for all $x \in M, P^{x}$ a.e. for all $N \geqslant 0$


Proof: It is sufficient to prove (7.21) for $N \geqslant 1$. From (7.2) and (7.19) we have

$$
\pi_{N}^{\alpha}\left(L_{t}^{\alpha}-t\right)=\sum_{n=1}^{N} L_{t}(f, \omega) \phi_{n}^{\alpha}
$$

As $\bigcup_{\alpha>\frac{d}{2}-1} H^{\alpha}(M) \subseteq P(M)$ for $d \geqslant 2$ and $H^{0}(M) \subseteq P(M)$ for $d=1$, we conclude from
Theorem (7.18) that for all $x \in M, P^{x}-$ a.e. for all $N \geqslant 1$

$$
\|\quad\|_{H^{\alpha}(M)}-\underset{t \rightarrow \infty}{ } \operatorname{cluster} \operatorname{set} \frac{\pi_{N}\left(L_{t}-t\right)}{\sqrt{2 t \log \log t}}=\left\{\sum_{1}^{N} \zeta_{n} \phi_{n^{\prime}}^{\alpha} \sum_{i, j=1}^{N} a_{i j} \zeta_{i} \zeta_{j} \leqslant 1\right\},
$$

where $a=b^{-1}, b_{i . j}=\int \phi_{i}^{\alpha}\left(G+G^{*}\right) \phi_{j}^{\alpha} d \lambda=\left(S_{\alpha} \phi_{i}^{\alpha}, \phi_{j}^{\alpha}\right)_{H}^{\alpha}(M)=\lambda_{i}^{\alpha} \delta_{i j}$. Obviously, $a_{i j}=\left(\lambda_{i}^{\alpha}\right)^{-1} \delta_{i j}$. On the other hand we have from the definition (7.8) of $K_{\alpha}$, that

$$
\begin{aligned}
\pi_{N}^{\alpha} K_{\alpha} & =\left\{\sum_{1}^{N} \zeta_{n}\left(\lambda_{n}^{\alpha}\right)^{1 / 2} \phi_{n}^{\alpha} ; \sum_{0}^{\infty} \zeta_{n}^{2} \leqslant 1\right\}=\left\{\sum_{1}^{N} \zeta_{n}\left(\lambda_{n}^{\alpha}\right)^{1 / 2} \phi_{n}^{\alpha} ; \sum_{1}^{N} \zeta_{n}^{2} \leqslant 1\right\} \\
& =\left\{\sum_{1}^{N} \zeta_{n} \phi_{n}^{\alpha} ; \sum_{1}^{N}\left(\lambda_{n}^{\alpha}\right)^{-1} \zeta_{n}^{2} \leqslant 1\right\},
\end{aligned}
$$

which proves (7.21).
The preceding lemma and lemma (7.11) imply
(7.22) LEMMA: Let $d \geqslant 2, \alpha>\frac{d}{2}-1$ or $d=1, \alpha=0$. Then for all $x \in M, p^{x}$ a.e.
(7.23)
$\|\quad\| H_{H^{\alpha}(M)}-\underset{t \rightarrow \infty}{ } \quad \operatorname{Lluster}_{\alpha}^{\alpha} \operatorname{set} \frac{t}{\sqrt{2 t \log \log t}}=K_{\alpha} \quad$.
(7.24) Remark: In view of (7.5) and remark (7.10), the validity of (7.23) for an $\omega \in \Omega_{0}$, implies the validity of (7.23) for this $\omega$ and any $\alpha^{\prime}>\alpha$. Theorem (1.15) now follows from Lemma (7.11), Remark (7.12),

Lemma (7.22), Remark (7.24), Lemma (7.9) and (7.4).
§8. PROOF OF THEOREM (1.16)

We shall start with three lemmas. In lemma (8.1) we shall take as version of the (weak) gradient of Gf the vector field

$$
(\operatorname{grad} G f)(x)=\int \operatorname{grad}_{x} g(x, y) f(y) d \lambda(y)
$$

(8.1) LEMMA: Let $d \geqslant 2, \alpha>\frac{d}{2}-1$ or $d=1, \alpha=0$. Then for all $f \in H^{\alpha}(M)$, Gf and grad Gf are continuous.

Proof: Under the ssumptions made on $\alpha$, we have for the kernels

$$
h_{\alpha}(x, y)=\int g(x, z) k_{\alpha}^{s}(z, y) d \lambda(z)
$$

and

$$
h_{\alpha}^{*}(x, y)=\int \operatorname{grad}_{x} g(x, z) k_{\alpha}^{s}(z, y) d \lambda(z)=\operatorname{grad}_{x} h_{\alpha}(x, y)
$$

that

$$
\begin{equation*}
\sup _{X} \int\left|h_{\alpha}(x, y)\right|^{2} d \lambda(y)<\infty, \sup _{X} \int\left|h_{\alpha}^{*}(x, y)\right|^{2} d \lambda(y)<\infty . \tag{8.2}
\end{equation*}
$$

Let now $\bar{f}=K_{-\alpha}^{s} f$ and choose $\bar{f}_{n} \in C^{\infty}(M)$ such that $\| \bar{f}_{n}-\bar{f}_{L^{2}}{ }^{2}(d \lambda) \rightarrow 0$. If we let $f_{n}=K_{\alpha}^{S} \bar{f}_{n}$, then $f_{n} \in C^{\infty}(M)$, hence $G f_{n}$ and grad $G f_{n} \in C^{\infty}(M)$. From (8.2) and Cauchy-Schwarz we obtain $\left\|G f-G f_{n}\right\|_{\infty}=\left\|G K_{\alpha}^{s}\left(\bar{f}^{-\bar{f}_{n}}\right)\right\|_{\infty} \rightarrow 0$, $\|$ grad Gf-grad Gf $\|_{\infty} \rightarrow 0$, which concludes the proof.
(8.3) LEMMA: Let $d \geqslant 2, \alpha>\frac{d}{2}-1$ or $d=1, \alpha=0$. Let $\left\{\phi_{n}^{\alpha} n \geqslant 0\right\}$ be a CON system in $H^{\alpha}(M)$. Then the series $\sum_{0}^{\infty}\left|G \phi_{n}^{\alpha}\right|^{2}$ and $\sum_{0}^{\infty}\left|\operatorname{grad} G \phi_{n}^{\alpha}\right|^{2}$ converge uniformly ${ }^{\circ}{ }^{M}$.

Proof: We shall use (8.2) of the preceding proof. Clearly $\left(K_{-\alpha}^{s} \phi_{\mathrm{n}}^{\alpha}, \mathrm{h}_{\alpha}(\mathrm{x}, \cdot)\right)_{\mathrm{L}}{ }^{2}(\mathrm{~d} \lambda)=\left(\mathrm{G}_{\mathrm{n}}^{\alpha}\right)(\mathrm{x})$ and $\left(\mathrm{K}_{-\alpha}^{\mathrm{s}} \phi_{\mathrm{n}}^{\alpha}, \operatorname{grad}_{\mathrm{x}} \mathrm{h}_{\alpha}(\mathrm{x}, \cdot)\right)_{L^{2}(\mathrm{~d} \lambda)}=\left(\operatorname{grad} G \phi_{\mathrm{n}}^{\alpha}\right)(\mathrm{x})$.

This together with (8.2) implies that for all $x \in M$

$$
\sum_{0}^{\infty}\left|\left(G \phi_{n}^{\alpha}\right)(x)\right|^{2}=\int\left|h_{\alpha}(x, y)\right|^{2} d \lambda(y)
$$

and

$$
\sum_{0}^{\infty}\left|\operatorname{grad} G \phi_{n}^{\alpha}\right|^{2}(x)=\int\left|\operatorname{grad}_{x} h_{\alpha}(x, y)\right|^{2} d \lambda(y)
$$

Now the argument that led to (8.2) for our choice of $\alpha$ can be strengthened to give continuity of the functions $\int\left|h_{\alpha}(x, y)\right|^{2} d \lambda(y), \int\left|\operatorname{grad}_{x} h_{\alpha}(x, y)\right|^{2} d \lambda(y)$. The assertion then follows from lemma (8.1) and Dini's Theorem.
(8.4) Lemma: Let $d \geqslant 2, \alpha>\frac{d}{2}-1$ or $d=1, \alpha=0$. Then $S_{\alpha}=K_{2 \alpha}^{S}\left(G+G^{*}\right): H^{\alpha}(M) \rightarrow H^{\alpha}(M)$ is of trace class.

Proof: Consider the kernel of $S_{\alpha}$ i.e.

$$
s_{\alpha}(x, y)= \begin{cases}\int k_{2 \alpha}^{s}(x, z)[g(z, y)+g(y, z)] d \lambda(z) & \text { if } \alpha>0 \\ g(x, y)+g(y, x) & \text { if } \alpha=0\end{cases}
$$

Under the assumptions made on $\alpha$ it follows from (2.9) and (2.11) that $s_{\alpha}$ is continuous on $M \times M$. Approximating $S_{\alpha}$ by finite-dimensional operators, we obtain for the eigenvalues $\lambda_{n}^{\alpha}$ of $s_{\alpha}$ that $\sum_{0}^{\infty} \lambda_{n}^{\alpha} \leqslant \int s_{\alpha}(x, x) d \lambda(x)$.

For the proof of theorem (1.16), notice that for $f_{1}, f_{2} \in H^{\alpha}(M)$

$$
\begin{equation*}
\left(\left(G+G^{*}\right) f_{1}, f_{2}\right)_{L}^{2}(d \lambda)=\left(S_{\alpha} f_{1}, f_{2}\right)_{H} \alpha_{(M)} \tag{8.5}
\end{equation*}
$$

Since $S_{\alpha}: H^{\alpha}(M) \rightarrow H^{\alpha}(M)$ is of trace class, there is a Gaussian measure $\mu_{\alpha}$ on $\mathrm{H}^{-\alpha}(M)$ with mean 0 such that (1.18) holds (See e.g. [9]). This measure is unique. Its characteristic functional

$$
\begin{aligned}
& \Psi(f)=\int_{H^{-\alpha}(M)} e^{i \ell(f)} d \mu_{\alpha}(\ell), f \in H^{\alpha}(M), \\
& -\left(S_{\alpha} f, f\right) H_{H^{\alpha}(M)}^{12}, f \in H^{\alpha}(M) .
\end{aligned}
$$

We denote by $\mu_{t}^{\alpha}$ the $P^{\nu}$-distribution on $H^{-\alpha}(M)$ of $t^{-1 / 2}\left\{L_{t}-t S\right\}$ and by $\left\{\phi_{n}^{\alpha}, n \geqslant 0\right\}$ a CON system in $H^{\alpha}(M)$ such that $\phi_{0}^{\alpha} \equiv 1$. In order to show that $\mu_{t}^{\alpha} \rightarrow \mu_{\alpha}$ weakly, it is sufficient to show that

$$
\begin{equation*}
\lim _{\notin \rightarrow \infty} \int_{H^{-\alpha}(M)} d \mu_{t}^{\alpha}(\ell) e^{i \ell(f)}=e^{-\left(S f_{\alpha} f, f\right)} H^{\alpha}(M) \quad, f \in H^{\alpha}(M) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sup _{t \geqslant 1} \int_{H^{-\alpha}(M)} d \mu_{t}^{\alpha}(\ell) \sum_{n=N}^{\infty}\left[\ell\left(\phi_{n}^{\alpha}\right)\right]^{2}=0 \tag{2}
\end{equation*}
$$

(see e.g. [9]).
Now (1) is equivalent to the weak convergence for all $f \in H^{\alpha}(M)$ of the $P^{\nu}$-distribution of $t^{-1 / 2}\left(L_{t}(f)-t \int f d \lambda\right)$ to the normal distribution with mean 0 and variance $\left(\left(G+G^{*}\right) f, f\right){ }_{L}{ }^{2}(d \lambda)$, and the latter follows from Theorem (1.9a).
Furthermore, as $\int \phi_{n}^{\alpha} d \lambda=0$ for $n \geqslant 1$, (2) is equivalent to
(2')

$$
\lim _{N \rightarrow \infty} \sup _{t \geqslant 1} E^{\nu} \sum_{n=N}^{\infty}\left(\frac{L_{t}\left(\phi_{n}^{\alpha}\right)}{\sqrt{t}}\right)^{2}=0
$$

and the latter is verified as follows: We consider again the processes

$$
M_{t}\left(\phi_{n}^{\alpha}\right)=\left(G \phi_{n}^{\alpha}\right)\left(X_{t}\right)-\left(G \phi_{n}^{\alpha}\right)\left(X_{0}\right)+L_{t}\left(\phi_{n}^{\alpha}\right), t \geqslant 0, n \geqslant 1
$$

of §4. We recall that for all $n \geqslant 1, M_{t}\left(\phi_{n}^{\alpha}\right)$ is a square integrable $p^{\nu}$-martingale with increasing process

$$
\tau_{t}\left(\phi_{n}^{\alpha}\right)=\int_{0}^{t}\left|\operatorname{grad} G \phi_{n}^{\alpha}\right|^{2}\left(X_{s}\right) d s .
$$

It follows that for $n \geqslant 1$

$$
E^{\nu}\left[L_{t}\left(\phi_{n}^{\alpha}\right)\right]^{2} \leqslant 3 E^{\nu}\left[\left(G \phi_{n}^{\alpha}\right)\left(X_{t}\right)\right]^{2}+3 E^{\nu}\left[\left(G \phi_{n}^{\alpha}\right)\left(X_{0}\right)\right]^{2}+3 E^{\nu} \int_{0}^{t}\left|\operatorname{grad} G \phi_{n}^{\alpha}\right|^{2}\left(X_{s}\right) d s
$$

therefore,

$$
E^{\nu} \sum_{n=N}^{\infty}\left(\frac{L_{t}\left(\phi_{n}^{\alpha}\right)}{\sqrt{t}}\right)^{2} \leqslant 6\left\|\sum_{n=N}^{\infty}\left|G \phi_{n}^{\alpha}\right|^{2}\right\|_{\infty}+3\left\|\sum_{n=N}^{\infty}\left|\operatorname{grad} G \phi_{n}^{\alpha}\right|^{2}\right\|_{\infty},
$$

from which (2') follows by lemma (8.3).
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