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INTRODUCTION 

Let X be a real manifold, F a sheaf on X, or better an objet 
of D +(X), the derived category of the category of complexes bounded 
from below of sheaves on X. Let T X be the cotangent bundle to X. 
We associate to F a closed conic subset of T X, denoted SS (F) , 
the "micro-support of F" , as follows : 

Definition 0.1. : Let p = (*o,?0) £ T X . Then p i SS (F) if and 
only if there exists an open neighborhood U of p in T X such 
that for any (x^,^) z U , any real C -function $ on X, with 
< M X l ) = 0 f d*( X l) = ? r we have : ( IRf ̂  ( x ) ? p } (F) ) ̂  = 0 • 

In other words the micro-support of F describes the set of codi-

rections of X where F, and its cohomology, "do not propagate". 

This definition is motivated by the following situation. 

Assume X is a complex manifold, and let *\\{ be a coherent module 
over the Ring 3) of (holomorphic, finire order) differential ope-x 
rators. Let char ( TTf ) be the characteristic variety of ~ftl in T X. 
Then we can interpret a well-known result of Zerner [1 ] , Bony-
Schapira ClJ, Kashiwara [5], through the formula : 

(0.1) SS(]RHom. {1X1, #__)) c char(Tff) . 

A natural problem then arising in the theory of (micro-)differential 
equations, is to evaluate the set of codirections of propagation for 
the sheaf of hyperfunction or microfunction solutions of 7// (or more 
generally of a system of micro-differential equations). To be more 
precise, let M be a real analytic manifold of dimension n, X a 
complexification of M. Recall that the sheaf B.. (resp. C u) of Sato's M M * hyperfunctions on M (resp. Sato's microfunctions on T X, the conormal 
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bundle to M in X) is defined by : 

BM = IR $M (OX) $ WM 

(resp. CM =uM (OX) $ wM [n] ) 

where OJ.. is the orientation sheaf on M, Inl means the n-shift —M L J 

in D +(X), and lî  (• ) is the functor of Sato's microlocalization 
along M (cf. Chapter 2). 

Then the problem is : evaluate SS (IR Horn ̂  ( TT7, B
M ) ) or X 

SS(IRHom^ (HI, C
M ) ) • Taking F = IRHom^) (1//, &x) this is a parti-

cular case of the following problem : given F e Ob(D (X)), and M a 
real submanifold of X, calculate SS (3Rr (F) ) or SS(n (F)). 

As we see, in this new formulation, we may forget that X is a 
complex manifold, and we do not study separately the <3) -module 7ft 

x 
from one side and the sheaf Q on the other side. On the contrary 
we work with the whole complex of solutions of 77T in 0 . The only 

x 
information that we keep is the geometrical data of the characteris­
tic variety, which is interpreted in terms of micro-support (in fact 
we shall prove in Chapter 10 that the inclusion in (0.1) is an 
equality). 
Now let us come back to the subject of this paper. 

We study in Chapter 4 and 5 the functorial properties of the micro-
support : behavior under direct or inverse images, functors 
IR Horn(',•), • & • , specialization, Fourier-Sato transformation, 
microlocalization (the construction of these functors are recalled 
in Chapter 1 and 2). But in order to manipulate micro-supports, the 
definition (0.1) given above is too much of a local one and one has 
to replace it by a more global criterium. This is achieved in Chap­
ter 3, using a Mittag-Leffler procedure for sheaves (Theorem 1.4.3). 
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INTRODUCTION 

The calculations of Chapters 4 and 5 are all essentially based on 
the computation of the micro-support of the direct image of a sheaf 
by an open immersion. In this case the procedure, and the result, 
are very similar to those encountered in the theory of micro-hyper­
bolic systems (cf. our work [*2 *] ) / and the set we obtain is defined 
as a "normal cone", (Theorem 4.3.1.). The preliminaries concerning 
such normal cones are presented in Chapter 1, §2. 

The notion of micro-support allows us to work with sheaves "micro-
locally", that is, locally in T X. In fact for a subset ft of T X, 
we introduce the triangulated category D+(X;ft) obtained from 
D+(X) by localization on ft , that is, by regarding as the zero 
object the sheaves whose micro-support do not meet ft . A useful tool 
in the microlocal study of sheaves, is the "G-topology". The idea 
of the G-topology is the following : in order to work microlocally, 
let us say on X x U where X is open in a real vector space E 
and U is an open cone in the dual space E , the usual topology on 
X is too strong, and may be weakened by introducing a closed convex 
proper cone G in E whose polar set G° is contained in 
(-U) U {0}, and by considering only those open sets ft of X such 
that : 

(0.2) ft = (ft + G) H X 

Let X G be the space X endowed with the G-topology (i.e. : the 
open subsets of X_ satisfy (0.2)) and let be the continuous 
map X > X_. Let ft and ft. be two G-open subsets of E such 

\j o i 
that ftQ c ft^ , ft-j\ ftQ c^X. then one proves (cf. Theorem 3.2.2.) 
that for F e Ob(D+(X)) one has the isomorphism : 
(0.3) $~1lR<I> *l£r^x^ (F) — > F in D+(X;Int (ft̂  ftQ) x Int(-G°)) 
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and moreover : 

(0.4) SS (Ol1lRO *lRro x 0 (F))^.Xx (-G°) 
G "l V o ~ 

Thus the G-topology permits to cut off sheaves in the "dual variable", 
which can be compared to the cut off of differential operators by 
classical pseudo-differential operators. Remark that we had already 
introduced the G-topology in our work Q2 J in order to give a meaning 
to the action of microdifferential operators on the sheaf of holomor-
phic functions. 

With all these tools in hand, it is now not too difficult to extend 
contact transformations to sheaves. 

Let $ : T*Y z> V > U T X be a contact transformation and let 
A be the image of the graph of $ by the antipodal map of T X. Let 
K be a sheaf on X x Y, with SS (K) A in a neighborhood of A , 
K satisfying some other suitable conditions (cf. Theorem 6.3.2.). 
Then we prove that the transformation : 

(0.5) ^ K : Ft > lRq2, (K 6 q~1 F) 

gives an equivalence of categories between D+(X,*U) and D+(Y;V). 
Here q̂  and q 2 denote the projections from X x Y to X and Y 
respectively. We prove that such transformations ¥ v always exist 
locally, and are essentially unique up to the shift (i.e. : transla­
tion of the complexes in D+(X)). Moreover "commutes" to micro-

K 
localization, up to shifts. 
As a corollary, we obtain that micro-supports of sheaves are always 
involutive subsets of T X (Theorem 6.4.1.). 

In order to calculate the shifts which naturally appear when perfor­
ming a contact transformation, we introduce in Chapter 7 the notion of 

8 



INTRODUCTION 

simple sheaves, (microlocally along a smooth Lagrangean manifold A 
of T X). This notion is analogous to that of "simple holonomic Modu­
les" of M. Sato, M. Kashiwara, T. Kawai [j ~\ or to that of "Fourier 
distributions" of L. Hormander ^2"]- This study requires classical 
computations on the index associated to three Lagrangean manifolds 
(the "Maslov index"), (cf. V.P. Maslov J. Leray [2], 
L. Hormander (loc. cit.)). For example if M is a submanifold of X, 

* 1 the sheaf on X is simple on T„X, with shift ~- codim M. We —M M 2 
study the functorial properties of simple sheaves, and in particular 
the shift obtained by interchanging the two operations of microloca­
lization and contact transformation. 

Next we derive some applications of our theory, (Chapters 8,9,10). 

First we study 1R- or CE - constructible sheaves. Those sheaves are 
characterized by some finitude properties and the fact that their 
micro-supports are Lagrangean sets (and subanalytic in the real case, 
(C-analytic in the complex case). Thus the functorial properties of 
constructible sheaves are derived from the functorial properties of 
micro-supports. 

For example we may perform contact transformations on IR-constructi -
ble sheaves. Moreover CC-constructible sheaves (on a complex manifold 
X) are just those iR-constructible sheaves whose micro-support is 
stable by the action of (C on T X , and this allows us to state 
theorems on direct images for (C-constructible sheaves by a holomor-
phic map f : Y > X , in the non proper case. In particular such 
direct images are always CC-constructible when dim X = 1, locally 
on Y. 

Using the Riemann-Hilbert correspondence, wemay translate our results on 
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(E-constructible sheaves to obtain results for regular holonomic sys­
tems (M. Kashiwara, T. Kawai Q6j ) , in particular results on direct 
images in the non proper case. We also give a microlocal construction 
of the Riemann-Hilbert correspondence which enables us to characte­
rize perverse sheaves as those sheaves whose shift is zero (microlo-
cally, and generically on their micro-support). 

Then we study micro-differential systems on a complex manifold X, 
or more generally bounded complexes of free "^-modules of finite 
rank, where g is the ring of microlocal operators on X of Sato-
Kashiwara-Kawai (loc. Cit. ) . If "fff is such a complex we recall how 
the G-topology gives a meaning to the complex F = IRHom ^ (Hp & ) 

<5 X 
and we relate the support of Tt[ to the micro-support of F .By this 
method we obtain the involutivity of Supp ( 7/f ) which generalizes 
the corresponding theorem of Sato-Kashiwara-Kawai (loc. cit.) for coherent -modules, when microlocalizing F along real submani-x — 
folds of X, and applying the results of Chapter 5, we immediately 
recover (and we even improve) the results of our previous work Q2 J -
As another application of the relation between supp ('Iff ) and SS (F), 
we give a bound to the characteristic variety of the restriction to 
a complex subirtanifold Y of a coherent ^) -module . This gene-
ralizes previous works on this subject (Kashiwara-Kawai QsJ / 

Kashiwara-Schapira []3 ) . In a similar way we give a bound to the 
analytic wave front set of the distribution II (f . + io) J . We end 

klR -Chapter 10 with a new description of the action of £> v
 o n &v* ky 

^
1R 
x in the sheaf of microlocal homomorphisms of ^ . 

In the last chapter, we study the action of complex contact trans­
formations on the sheaf Q on a complex manifold X . More preci-
sely if ^ K is the equivalence of categories defined in (0.5), and 
K is a simple sheaf with shift n = dinuX (along a complex Lagrangean 
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submanifold of T (X x y)), then we prove that one can locally 
"quantize" ^ K as an isomorphism between ^ K( and in 
D+(Y;V) (after shrinking V). 

In particular if N and M are two real submanifolds of X such that 
a complex contact transformation $ interchanges T^X 0 V and 
T̂ X 0 U, then one can locally find an isomorphism beetween the shea­
ves |ivr(<9'v) | and ji ( 0 ) I Id] where the shift d is explicitly 

i V ' U 
calculated. This improves previous results of Sato-Kashiwara-Kawai 
(loc. cit.) who considered the case where N and M are real ana­
lytic and X is a complexification of N and M , and results of 
Kashiwara-Kawai Q4 ~\ who considered the case where the Levi forms 
of N and M where non degenerate. In fact our method is essential­
ly different, since we proceed with the sheaf Q itself, without 
using the induced Cauchy-Riemann systems. As an application we obtain, 
almost without any computation, new theorems for the vanishing of the 
cohomology groups H"1 (|iM ( 0y) ) ^ 

The main results of this paper have been announced in our papers 
[4] , [5] . 

Let us conclude by thanking Mrs Catherine Simon for her excellent 
typing and her great patience with our numerous corrections. 
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CHAPTER 1 - PRELIMINARIES 

§1,1. Notations and conventions 

1.1.1. Let X be a topological space, S a subset of X. We denote 
by S and Int(S) the closure of S and the interior of S, res­
pectively. 
For a sequence ^ x

n^ ^ n X' x
n ~ ~ x means that this sequence 

converges to x. 
In a metric space, the distance between two sets A and B is denoted 
d(A,B). 
Let E be a real vector space, V a cone with vertex at 0 in E. 
The polar cone, r°, is defined by : 

r° = {6 £ E* ; <v,6> >/ 0 Vv e T} 

where E is the dual space to E. 

1.1.2. Let X be a real manifold of class C (1 4 a 4 00 or a = 00, 
which means that X is real analytic). We denote by TX (resp. T X) 
the tangent (resp. cotangent) bundle to X. If Y is a submanifold 
of X, TyX (resp. TyX) will denote the normal (resp. conormal) bundle 
to Y. In particular T XX (resp. TXX) denotes the zero section of TX 
(resp. T X) . We usually denote by T (resp. TT) the projection from 
TX (resp. T*X) to X. 
If E is a vector bundle over X, p : E > X its projection, we 
identify X with the zero section of E, and denote by E the bund­
le E with the zero section removed. We denote by p the projection 
E > X, and by "a" the anti-podal map in E (or E). If S is a 
subset of E, S a is the image of S by this map. 
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1.1.3. Assume a > 2. The canonical 1-form on T X is denoted by 
u)v or simply a). For a system of local coordinates (x) = (x.,...,x ) 

A I n on X, (x ; £dx) = (x..,...,x ; E ^. dx.) on T X, we have : 
n 

a) = £ £ . dx. . j=1 3 3 

The Hamiltonian isomorphism H from T T X to TT X associated to 
doj is defined by : 

(1.1.1) <e,v> = <dw, v A H(6)> , V G T T X , O e T T X . 

We shall identify T T X and TT X by -H. Thus : 

(1.1.2) -H«A, dx> + <n, d^>) = <A, ̂ > - <n, -~> . 

1.1.4. Let f : Y > X be a map of class C^. We denote by p f 

and , or simply by p and m , the maps associated to f , from 
Y x T X to T Y and T X respectively : 

X 

(1.1.3) T*Y < Y x T*X > T*X . 
P f X Wf 

We also define : 

(1.1.4) T.*X = Ker p f 

Assume a ^ 2 and f is an embedding. The projection from T^X to 
Y defines the embedding : 

T Y x T X <= > T T X . 
Y 

Using the zero section of T^X we get the embeddings : 

(1.1.5) T *Y — > T*Y x T*X > T*T*X 
Y Y 

* * 
Remark that T yX is a Lagrangean submanifold of T X, and the 
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Hamiltonian isomorphism (1.1.2) induces an isomorphism : 

(1.1.6) T*T*X = T * T*X 
T yX 

In particular , replacing X by T X, Y by T
x

x / w e find the 
embedding : 

(1.1.7) T*X <̂  > TT*X . 

§1.2. Normal cones 
1.2.1. Let X be a real manifold of class C a, and let S and V, 
be two subsets of X. The normal cone of S along V , denoted 
C(S,V) , is the closed cone of TX defined as follows (cf. 
Kashiwara-Schapira \j2] ) . 
Let x e X, and choose a system of local coordinates in the neigh­
borhood of x. We define the closed cone Cv(S,V) of TYX by : 

(1.2.1) 
0 e C (S,V) <==> there exists a sequence { (c ,s ,v )} x ^ n n n 
in 1R+x s x V such that {s } and {v } converge to 

n n J 

x and {c (s - v )} converges to 6 n n n J 

and we set : 

(1.2.2) C(S7V) = U C (S,V) . 
xeX x 

If X is a vector space, a vector 6 z T^X does not belong to 
Cx(S,V) if and only if there exists an open cone T , with 0 z Tf 

and a neighborhood U of x such that : 

(1.2.3) ((U H V) + D 0 U 0 S = 0 

If V is smooth, C(S,V) is invariant by TV. In this case we deno­
te by CV(S) the image of C(S,V) in the normal bundle T VX : 

(1.2.4) CV(S) = C(S,V)/TV 

15 
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For example if X is a vector space, S a closed conic subset, 
V a linear subspace, we find C(S,V) = S + V . 

1 .2.2. Let X be a manifold of class C , a >y 2 , Y a submanifold. 

Proposition 1,2.1. (cf. Kashiwara-Schapira Q 3j ). 
Let (y,t) be a system of local coordinates on X such that 
Y = {(y/1) ; t = O} , and let (y, t ; n, T) be the associated coordi­
nates on T X„ Let A be a conic subset of T*X. Then : 

(y,n) £ T Y fl C * (A) < = > there exists a 
TyX 

sequence {(y ,t ; n , T )} in A such that :  - - n n n n — 

(1 .2.5) 
| t I > O , I t I I T I 

| t I > O , I t I I T I > O 
' n ' n 1 n 1 1 n 1 n 

(Remark that T Y is naturally embedded into T 
T Y X 

T X by (1.1.5) 

and (1.1.6)). 

Proof 
We set A = T^X. First we remark that the isomorphism -H between 
T*A and T^T X is given by : 

<D,dy> + <t,dx> i > <n, - <t, <n 

* * 
and hence T Y is embedded into T^T X by : 

(y, n dy) I > ((y,0 ; 0,0) ; n j^) 

16 



PRELIMINARIES 

i) let ^ y n

7 t n ; ^n'1!!^ ^ e a s e c 3 u e n c e satisfying the condi-

tion of the proposition. Remark that there exists a sequence ^ e

n^' 

e > 0 such that t /e > O, £ It I — — > 0 , and £ ——> 0. In 
n n n n n ' n ' n n n 

fact we take £ r = ( |tRj / |t r|)
1 1 2 for Itn| |tr| / 0. Then we have : 

( yn , tn ; £n V £n V ~n > (y'° ; °'0) 

( yn'° ; °' en V — n > (y'° ; °'0) 

en ( V £n V n—> (0 ; ^ 

ii) let (y;n) £ (A) f| T Y . There exist a sequence 

^ y n , t n ; nn' T n ^ i n A / a s e < 3 u e n c e ^ yn'° ; 0 / Tn^ in ^ ' and 

a sequence ^ c

n^ i-n ^ + s u c n that : 

(y , t ; n / t ) > (y,0 ; 0,0) 
V 1 n ' n ' 'n ' n n K 1 ' 
{ynf 0 ; ° ' TA ) ~ — > ( y ' ° ; 0 , 0 ) 

c (t ; n ) > (0;n) 
n n n n 

The sequence {(y,t ; c n , c t )} satisfies the condition of n n n n n n 

the proposition. Q 

Now let it denote the projection from TyX = T^X\ Y to Y, and let 

p and uj be the natural associated maps : 

T*Y < T*Y x f *X ̂ —= > T*T*X = T . T*X 
P y Y 0) Y T^X 

Using the same notations as for Proposition 1.2.1. and a similar 

proof, we obtain : 

Proposition 1.2.2. : Let A be a conic subset in T X. Then : 

(y;n) £ p ïïy C * (A) < = > there exists a sequence 
T yX 

^yn' tn 7 nn' Tn^ — A wnicn satisfies (1.2.5) and also : 

17 



M. KASH1WAR A, P. SCHAPIRA 

(1.2.6) ' n ' n 

Remark that if we identify X with the diagonal of X x x and T X 
* with T (X x x) by the first projection, we get a natural projection: x 

_ 1 * . * 
7U T T X P 

-> T X 

This projection p may also been described as the projection 
T X x T X 

X 
-> T X associated to it : T X -> X. 

Definition 1,2.3. : For a pair (Â  /A 2) of two conic subsets of 
T X we set : 

A 1 + A 2 = T*X 0 C(A1, A 2) 

A 1 + A 2 = P nr C(A1 

00 • * 
T X 

„a / A 2 • * 
T X 

) . 

Corollary 1.2.4. : Let A^ and A 2 be two conic subsets of T X. 
Then : 

a) (x;£) e A.̂  + A
2 < = > there exist sequences t(xn;^n)l in Â  

and ^ x
n ' ! - n ^ lH A2 such that : 

(1.2.7) < 
x > x , x 1 > x , £ + £ 1 > £ 
n n n n n̂ n̂ n 

x - x' 5 > 0 
1 n n 1 1 ̂ n 1 n 

b) (x,£) e A + A < = > there exist sequences { (x , £ )} in A I 00 n n I 
and ^ x

n
; £ n ) } HI A2 which satisfy (1.2.7) and also : 

(1.2.8) 1 1 n 

Let f ; Y > X be a map of class C , a >, 2 , A a conic subset 
of T X. We may consider Y as a closed subset of Y x x by the 
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graph map. Let p and dt be the maps naturally associated to the 

embedding Y « > Y x X. 

Definition 1.2.5. : Let f : Y > X be a map of class C a , 

a ^ 2, and let A be a conic subset of T X. One sets : 

f^CA) = T*Y 0 C T £ ( y x X ) (T*Y x A ) 

<f (A) = pm"1 Cj* ( y x x ) (T*Y x A ) 

Proposition 1.2.6. : In the situation of Definition 1.2.5. , let 

(y) (resp. (x)) be a system of local coordinates on Y (resp. X), 

(y; n) (resp. (x; £)) the associated coordinates on T Y (resp. T X). 

Then : 

i) (y; TI) e f=?^=(A) < = > there exists a sequence { (y n; (xR; C R ) )} in 

Y x A such that : 

(1 .2.9) 

y > y , x > f (y) , 
1 n n 1 n n 
tf'(y ).Ç > n, |x - f (y ) | |Ç I > 0 

-* n t i n ' ' n w n 1 1 n1 n 

ii) (yjn) £ f^ (A) < = > there exists a sequence { (y ; (xn; £n) )} in 

Y x A which satisfies (1.2.9) and also : 

(1.2.10) |Ç| > « 
n n 

The proof follows immediately from Proposition 1.2.1. . 

Remark that if f is an embedding, we find by Proposition 1.2.1 

and 1.2.2. : 

// * 
f ̂  (A) = T Y 0 C * (A) 

TyX 
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iff (A) = p ni 1 C,, (A) 
TyX 

Remark 1.2.7. : i) Let and A2 be two closed conic subset of 
* * T X, and assume (A. + A 0) 0 U = 0 , for an open subset U of TX. I 00 z 

Then we find 

(A1 + A 2) D U = (A1 + A 2) O U 

(Recall that A1 + A 2 = {(x,^^) ; (x,^) e ̂  , (x,^2) e A ^ ) . 

a * In particular if A. O A C T X , then A + A = A + A I Z X I Z I z 
* 

Similarly if A is a conic closed set in T X such that 
f^(A) H V = 0 , for an open set V of T*Y , then : 

f^(A) 0 V = p of1 (A) n V 

In particular if T X f) m ^ (A) is contained in Y x TVX , then 
x v X 

f^(A) = p m (A) . 

ii) Let g : Z > Y and f : Y > X be two 
a * maps of class C , a > 2. Let A be a conic subset of T X. Assume 

f is smooth. Then : 

(1.2.11) g*(f*(A)) (f o g) # :(A) 

1.2.3. Now we recali the notion of conormai to a subset S (cf. 
Kashiwara-Schapira [_2 J ) . For a subset S of X, the strict normal 
cone is : 

(1.2.12) N(S) = TX \C(X \S,S) 

This is ari open convex cone in TX and by the definition N
X(S) 
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contains a vector 0 if and only if there exists (for a choice of 
local coordinates in a neighborhood of x) an open cone r contai­
ning 0 and a neighborhood U of x such that : 

U O ((SOU) + r ) c s 

The "conormal cone to S", denoted N (S), is the polar set to N(S) 

(1.2.13) < 
N*(S) = {0 e T*X ; <v,0> 0 Vv e Nx(S)} 

N*(S) = U N*(S) 
xeX X 

* 
This is a closed convex cone in T X which contains X. Remark 
that : 

N (S) - TxX < = > x 4 clos(S) or x £ Int(S) 

N (S) = 0 < = > N (S) = T X x x x 

Nx(S) ^ 0 < > Nx(S) is a proper cone (a cone is 
called proper if it contains no line). 

§1.3. Sheaves 

1.3.1. In all this paper we fix a unitary ring A, and we shall 
work with sheaves of A-modules. If not otherwise specified, A-module 
means left A-module, but of course, if we write for example M ® N, 
M is supposed to be a right A-module. 

We write for short M ® N or Hom(M,N) instead of M ® N or 
HomA(M,N), when there is no risk of confusion. In fact in many ques­
tions, as for the definition of the micro-support, it is equivalent 
to work with sheaves of A-modules or with sheaves of S-modules. 

Let X be a topological space. We denote by D (X) the derived 
category of the abelian category of sheaves of A-modules and D+(X) 
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and Db(X) denote the full subcategories of D(X) consisting of 
complexes with cohomology bounded from below, and bounded cohomology, 
respectively. If we need to specify A, we write D(X;A) instead of 
D(X), and similarly for D+(X;A), Db(X;A). 

We shall usually denote an object of D+(X) by a underlined capital 
letter such as F , or G. 

We denote by F [k] the object of D (X) obtained by shifting F by 
k steps, and ireplacing the differential d by (-1)̂ d. 

Hence HJ (F[k] ) = H j + k ( F ) . 

We denote by F > F 1 > F" —pj—> ... a distinguished triangle 
in D(X). 

We shall identify a sheaf F with a complex of sheaves "concentrated 
in degree 0". 

We use the classical notions for derived categories and sheaf cohomo­
logy, and we refer to Godement Ql] , Bredon H1 J , Hartshorne C O , 
Verdier [2] , Iversen |j] . 

In particular if Z is a closed subset of X, F a sheaf on X, 
TZ(X,F) denotes the group of sections of F on X supported by Z. 
We write T (X,F) or sometimes F(X) instead of T (X,F). If Z is 

x — 
locally closed in X and U is an open subset of X containing Z 
as a closed subset, one sets T (X,F) = T (U,F) . 
For x £ X, one sets F = limv F(U), where U runs over the family 

x u > ~ 
of open neighborhoods of x. We denote by r

z(F) the sheaf 
U > T (X,F) on X. If F and G are two sheaves on X we 

L ( ) U — — — 
denote by Hom^ (F,G) the group of sheaves homomorphisms from F to 
G and by Horn (F,G) the sheaf U I > Horn (F| , G| ) , where f | 

A >U !U 'u 
and G| means the restriction of these sheaves to U, (U open in X). 

1 U 
We denote by F 0 A G the sheaf associated to the presheaf 
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U i > F(U) ® д G(U). If f : Y > X is a continuous map, and if 
G is a sheaf on Y, the direct image f* G is the sheaf 
U i > G(f~1 (U)) , (U open in X) . The inverse image of a sheaf F 

on X, denoted f F̂ , is the sheaf associated to the presheaf 
V i > lim F(U), (V open in Y, and U runs over the family of 

UDftv) 
open neighborhoods of f(V) in X) . The functor f (•) is exact. 
If Y is a subspace of X, f the natural injection, on writes f | 

instead of f 1F . 

The functors Г^Х,'), r z ( # ) ' Нотд (•',•) , Нотд (• , • ) are left exact 
(i.e. : left exact in each of their arguments, for Horn(•,•) and 
Horn{',')) . Since the category of sheaves of A-modules has enough 
injectives, one can define the right derived functors of the prece­
ding functors. They are denoted by ШГ_(-) , l R r r 7 ( X , « ) , ШНот А (• , • ), 
ШНотд(•,•) respectively. We also set : 

H^ (X, • ) = н 1 ш г 2 (X,- ) 

H^(') = н 1шг 2(-) 

ЕхЪд (• , • ) = H 1 ]RHomA (• , • ) 

Ех^д (• , • ) = H 1 3RHom (• , • ) 

The functor • ®A* is right exact (in each of its arguments). 
When defining its left derived functor, we shall make the assumption 
that wg£d(A) is finite, (recall that wg£d (A), the weak global 
dimension of A, is the smallest integer m e IN U"i°°} such that 
every A-module admits a resolution of length at most m by flat 
modules). In that case every F e Ob(D+(X)) is isomorphic to a com­
plex F 1 of sheaves bounded from below such that F'1 is flat for 
^ — -x 
any x, any i. Then for G e Ob(D+(X)) the isomorphism class of 
F 1 ® A G in D+(X) is independent of the choice of F 1 , and the 
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left derived functor • 3f • from D+(X;A) x D+(X;A) to D+(X;Z) and 
from Db(X;A) x Db(X;A) to Db(X;ffi) is well defined. We set : 

TorA(F,G) = H"1(F 5a G) 

Let us repeat that we shall not always write "A" in these formulas. 

Let F e Ob(D+(X)). We set : 

(1.3.1) supp(F) = U supp(HD (F) ) 
j 

where supp(H^ (F)) is the support of the sheaf (F). 

1.3.2. We denote by r (X,F) the submodule of T(X,F) of sections 
with compact supports in X. The functor r (X,*) is left exact and 
its derived functor is denoted IRr (X,*). One also sets : 

(X, • ) = H 1 IRr (X, • ) 

Now let Y and X be two locally compact spaces, f : Y > X a 
continuous map. Recall that f is proper if and only if the inverse 
image of a compact set of X is compact in Y. 

Let G be a sheaf on Y. One defines f,G , the proper direct image 
of G by setting : 

T(U, f,G) = lim> T z(f" 1(U), G) 
Z 

where U is open in X, and where Z runs over the family of closed 
subsets of f ^ (U) such that f is proper on Z. 

The functor f,(-) is left exact, and its derived functor is denoted 
JRf , (• ) . 

1.3.3. Let M be an A-module. We denote by M the constant sheaf 

24 



PRELIMINARIES 

on X with fiber M. 

Let Z be a locally closed subset of X, j : Z > X the injec­
tion of Z in X. Recall that to a sheaf F on X, one can natural­
ly associate a sheaf F on X, such that : 

Li 

(F̂ ) = F if x e Z —Z x —x 

= 0 if x i Z 

If Z is closed in X, one has : 

F z = j" 1 F 

If Z is open in X, one has an exact sequence of sheaves on X : 

0 — > F z > F — > F ( x x z ) — > 0 

If and Ẑ  are locally closed, one has : 

F (F ) 

If M is an A-module, one usually write M„ instead of (M v) ( 7. 
Z —X z 

Hence the notation M z has two meanings : it can denote a sheaf on 
Z, or a sheaf on X (supported by Z). 
Remark that for any sheaf F on X : 

F —> F(xxz)F —> F(xxz) 

1.3.4. Now we assume X is a C -manifold of dimension n. We 
denote by go the orientation sheaf on X. Recall that oov is the 

A —X 
sheaf associated to the presheaf U > Horn (Hn (U, S v) , 7L\, and that 

C —X —X 
go satisfies : x 

i) w is locally isomorphic to ^ , 
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ii) cox 0 cox = S x 

iii) co„ = H"(ffivvV), where A is the diagonal of X x X, identi-
—X A —X x X 

fied to X by the first projection. 
Let f : Y > X be a map of C°-manifolds. One defines the rela­
tive orientation sheaf on Y, by setting : 

^Y/X = 8 f_1 

We shall say that f is a topological embedding if f is a homeo-
morphism onto a locally closed subset of X . We shall say that f 
is a topological submersion of codimension I if, locally on Y, 
f is isomorphic to the projection lRn+^ > lRn. 

Now recall the "Poincare-Verdier duality theorem". 

Theorem 1.3.1. (Verdier [_ 1 ~] ) . There exists a functor 
f1 : D+(X) > D+(Y) which satisfies : 

i) £' is a right adjoint to f, , i.e. for any G e Ob(D^(Y)), 
F £ Ob (D+ (X) ) : 

]RHom(]RfI G, F) = MEom (G, f1 F) , 

ii) if f is a topological embedding, then for F e Ob(D'(X)) : 

f 1 F = f"1 (mf ( y ) (F) ) , 

iii) if_ f is a topological submersion of codimension £ , then : 

f' S x
 s 51 Y / X M 

and for any F e Ob(D+(X)), we have a natural isomorphism : 

f~1 F & f ! ffiv = f ' F X — 
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Since any map Y > X may be decomposed by the graph map as an 
i 

immersion followed by a submersion, one sees that f"(*) is charac­
terized by the properties ii) and iii). 

Corollary 1.3.2. : Let X and Y be two C°-manifolds, and let 
q_. (j = 1,2) be the j-th projection on X x y. Let F £ Ob(Db(X)), 
G £ Ob (D+ (Y) ) . Then : 

1RY (X x Y, lRHom(q~1F, q^G) ) = lRHom ( ]Rr (X, F ) , IRr (Y , G) ) 

Proof 

Applying Theorem 1.3.1. to the map q 2, we get : 

MT (X x Y, ]RHom(q~1F, q^G) = IRr (Y, lRHom (q2 ,q~1 F, G) . 

Put M =]Rrc(X,F). Then lRq2,q~1 F is the locally constant sheaf 
on Y, and one has : 

IRr (Y, ]RHom(M / G) ) = lRHom(M, 1RT (Y,G) ) 

= .TRHom ( IRr ̂  (X ,F) , 1RT (Y , G) ) . Q 

1.3.5. Let us recall some useful formulas. Let f : Y > X be a 

continuous map. Then : 

]RHom(f"1F, G) = lRHom(F, ]Rf̂  G) 

3Rf̂  3RHom(f"1 F, G) = lRHom (F , lRf # G) 

Now assume Y and X are C°-manifolds. 
Then for F £ Ob(Db (X)) , F 1 £ Ob(D+(X)) : 

f 1 3RHom (F , F 1 ) s lRHom(f"1F, f!F') . 

For G £ Ob(Db(Y)), F £ Ob(D+(X)) : 
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11 f + 3RHom (G, f"F) = JRHom ( 3Rf , G, F) 

For G e Ob(D+(Y)), F e Ob(D+(X)) : 

F 6 2Rf , G = 3Rf , (f " 1 F I G) , 

(for this last formula, we assumed wg£d (A) < °°). 

Finally consider a cartesian diagram : 

Y' f ' X' 

g' g 

Y f -> X 

(i.e. Y' = Y x X'). Let G e Ob (D (Y) ) X 
Then : 

]Rf i g' 1 (G) = g 1 IRf* (G) 

IRf ! g' 1 (G) = g 1 IRf , (G) 

§1.4. An extension theorem for sheaves 

1.4.1. First let us recall the so called "Mittag-Leffler condition" 
(cf. Grothendieck C^]])- We shall write "M-L" instead of "Mittag-
Lef f ler", for short. 

Let (E ,p ) ,.T be a projective system of abelian groups. One says 
that the M-L condition is satisfied if for any n e ]N the decreasing 
sequence of sub-groups of E , (p (E )) ̂  , is stationary. ^ ^ ^ n K n , p p p ^ n 2 

Let ^ E
n^ n ke a complex of projective systems of abelian groups, 

E the complex where E"J" = lim E 1 . The natural maps from lim E 1 

oo < n ^ + n 
n n 
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to E 1 define the moronism : P 
cj> . : H1(E^) > lim H1(E^) 

Proposition 1.4.1. (Grothendieck Assume that for any i the 
projective system (E1) satisfies the M-L condition. Then : 
k. 4 fi fi 

a) for any i, the morphism <}k is surjective 
b) assume moreover that (H~̂  ̂ ( E

n ) ) n satisfies the M-L condi­ 
tion. Then $^ is bijective. 

Proposition 1.4.2. (Kashiwara f5j ) Let X be a topological space, 
F £ Ob(D+(X)), ^Un) an increasing sequence of open subsets of X 
and ^ z

n^ a decreasing sequence of closed subsets of X. Set 
U = U U and Z = H Z . 

n n n n 
a) For any k, <(> : HK(U;F) > ̂ im H k (U ; F) is surjec-

n n 
five. 

k — 1 b) If (H (U ; F)l satisfies the M-L condition, then (j>. is — 

bijective. 

Proof 
We may assume F are flabby. If we denote by E n the simple complex 
associated with the double complex : 

. . . > r(U n;F k" 1) > r(U n;F k) > r(U n;F k + 1) > ... 

i 
> r(U N\Z n;F k" 1) >r(U N\Z n;F k) > r(U R\Z r;F k + 1) > ... 

then H k (U ;F) = Hk(E*) and HK(U;F) = Hk(limE*) . 
Z N n - n Z - n 

Since ^ E
n^ n satisfies the M-L conditions this proposition follows 

29 



M. KASHIWARA, P. SC H A PI R A 

from the preceding one. |_J 

1.4.2. The following result will be one of the main tool in this 

paper. 

Theorem 1.4.3. (cf. Kashiwara [ 5 ] ) Let ^t^telR b e a family of  

open subsets of a Hausdorff space X and F z Ob(D+(X)). We assume  

the following conditions : 

(i) n = U n 
r s<t S 

For t ^ s, ftt\ft 0 supp(F) is compact . 

(iii) Setting z

s = O ftt \ ftg , we have for any s, t with s <: t 
t>s 

anjr x e Z s\£î t , (IR^ ̂  (F) ) x = 0 . 

Then we have the isomorphism : 

1RT {U ft ; F) > 1RV (0 ; F) 
s s — t — 

for any t. 

Proof 

By the same argument as in (Kashiwara JJ5 2 ) it is sufficient to show 

(1.4.1) lim Hk(ft ;F) 
t>t 

o 

-> Hk(ftt ;F) 
o 

is an isomorphism for any t z IR and any k z ZS. Replacing X 

with supp F we may assume from the begining that ftt \ ftg is com­

pact for t >, s. Let us denote by j t the inclusion map ftt ^ > X. 

Then (iii) implies : 

mTx\nt

 (F-> 
O O 

1» 

-> mTx\nt

 (F-> 
O 

zt 
o 

= 0 
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for any t > t Q . Thus, we obtain 

B j ^ J R r (F) = О 

Hence for any k : 

0 = Hk(Zt ; IRj j^lRF (F)) 
o L t 

o = lims Hk(U 0 fi. ; l^rv. (F)) 
U 3 Z > t x\u -

where U runs over a fundamental system of open neighborhoods of Z^ . 
o 

This implies 

lim Hk((U U ft. ) n ft. ; F) = H (ft ; F) 
U3Z^ o r o 

o 
Since for any open U O Z , there exists t > t such that 

"Cq o U U \ O ft , we have (1.4.1). Q 
o 

§1.5. G-topology 

1.5.1. We assume that X is open in a (finite dimensional) real 
vector space E. 

Proposition 1.5.1. : Let F be a sheaf over X such that for any  
convex compact set K in X, the natural map from F(X) to F(K) 
is surjective. Then for any convex open set ft in X we have : 

H 1 (ft ; F) = 0 Vi > 0 

Proof 
By replacing X with ft we may assume X is convex. We proceed 
by induction on dim X. 
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Lemma 1.5.2. : Let I = [.0,1], and let F be a sheaf over I such 
that the natural map F(I) — > F is surjective for any t e l . 
Then : 

UJ (I,F) = 0 Vj > 0 

Proof of the lemma 
Let j >, 1 , and let s belong to (I;F). We shall prove s = 0. 
Let f be the natural map : 

t1 /t:2 
f +. : Hj(I;F) > H j ( [t1 ,tj ;F) 

t1' r2 ~ 
Set : 

A = (t £ [0,1] ; f Q t(s) = 0) 

Then 0 e A, and 0 ^ t * ^ t , t £ A implies t 1 £ A. Moreover A 
is open since we have : 

lim Hj([0,t];F) = Hj([p,t ];F) 
t>t ° o 

and f~ ±. (s) = 0 implies f. , (s) = 0 for some t > t 0, r
Q
 c 0, t o 

Consider the Mayer-Vietoris sequence associated to the decomposition 
[0,to] = [0,t] U [t,to] : 

-> Hj([p,t ];F) > Hj([o,t];F) @ H j ( [t, t ~] ; F ) > Hj((t};F) =0 

By applying our hypothesis we get for any j > 0 , Vt, 0 ̂  t ̂  t Q : 

HJ([0,to];F) = Hj([o,t];F) 0 H j ( [t, t Q] ; F) 

Let t Q = sup A. Then : 

H j ([O,toj ;F) = H j ([t,tQ] ;F) 

for any t such that 0 ̂  t < t . But f (s) = 0 for 
° t f Z o 
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O 4 t - t << 1 since lint H^([t/t ];F) = o. Thus A = [o, i] . \~] O y O — '— t<t o 

End of the proof of Proposition 1.5.1. 
Let F be a vector space with dim F = dim E-1, p a surjective 
linear map from E to F, Y = p(X). 

Let K be a convex compact set in X and set p = p . First we 
remark that : 

3RP*<F|K> = P*(FL K
) 

since (iRp . (F | _.) ) = IR T (p (y) ; F|^) and p (y) being isomor-
phic to a closed interval we may apply the preceding lemma, since the 
map (F|v) (p (y) ) > ( F L ) v = F is surjective by the hypothesis. 

Now let S be a compact convex set in Y. The map : 

r(Y ; p * ( f | k ) ) > T(S ; p * ( f | r ) ) 

is surjective since T(Y ; p*(F|R)) = T (K ; F) and T(S ; p*(F| )) 
= T (p (S) f\ K ; F) , and each of this space is the image of r (X ; F). 

By the induction hypothesis we obtain : 

H j(K ; F) = H j(Y ; p^(F|R)) = 0 Vj > 0 

Finally letting (KR) be an increasing sequence of convex compact 
sets in ft , with U K = ft and applying Proposition 1.4.2. we 
obtain the desired vanishing of cohomology groups. |_| 

1.5.2. Now let G be a closed convex cone in the real (finite 
dimensional) vector space E, with 0 e G. The G-topology over E 
is the topology for which open sets ft are open in the usual topology 
and : 

ft = ft + G 
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We say G-open or G-closed for open or closed in the G-topology. 
For X in E, X G is the set X endowed with the topology induced 
by the G-topology (cf. Kashiwara-Schapira [2 , § 3 ] ) . We shall denote 
by 4>v or cj> the natural continuous map : x 

*X = X > XG 

We also sometimes write <f> instead of $ to specify G. 
G 

Remark that x{ 0} = x • 

Theorem 1.5.3. : Assume X G-open. Let F be a sheaf over X . 
Then we have the natural isomorphism : 

F — > ]Rcj> . cj)~1 (F) 

Proof 
We set F = 4>~1 (F) 

Lemma 1.5.4. : For a convex open set U in X we have the natural  
isomorphism : 

F (U + G) — — > F (U) 

Proof of lemma 1.5.4. 
i) F(U + G) > F(U) is injective. In fact let s be a 

section of F over U + G such that s = 0 in F for any x £ U. — x —x J 

There exists a G-open set W which contains x such that s^ = 0 
Vy e W . Thus s = O V x £ U , V y £ G . 

1 x+Y 
ii) F(U + G) > F(U) is surjective. A section s of F 

over U is defined by a open covering U = U Ui ' a n c^ sections 
s. of F over U. + G with s = s. Vx e U.. We shall show : 1 — 1 x 1 ,x 1 

x e (U. + G) C\ (U. + G) = > s. = s. 
1 3 i,x ],X 
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Let x ± £ U i 0 (x + G a) , x_. e IK f) (x + G a ) , 
x = t x. + (1-t)x. £ U 0 (x + G a). Set : 
t i 3 
A = {t £ [p/l] '* f° r a n Y k such that x. £ U v , we have s. = s, }. 

L. K 1 , X K , X 
We can also define A by : 

A = (t £ [o,lJ ; there exists k such that x £ U, and s. = s, }. 
t JC 1 ; X /C/X 

Then A is open and closed and contains 1. Thus A = [o,l]. Q 

Lemma 1.5.5. : We have the isomorphism : 

F = (j) 1 (F) 

Proof 
Let U be G-open and convex. Then : 

<f>* $ 1 (F) (U) = (j) 1 (F) (U) = F(U) . 

End of the proof of Theorem 1.5.3. 
To prove that [R-̂  cj>̂  $ 1 (F) = 0 for j > 0 we may assume F 
flabby. In that case the map F(ft) > F(K) is surjective for 
K c ^, K compact, ft open, K and ft convex, since : 

F(ft) = F(ft+G), F(K) = lim F(U+G) . 
UOK 

By Proposition 1.4.2. we get HJ (ft,F) = 0 Vj > 0, Vft convex, thus 

(lRj * 1 (F)) = lims H j (U,F) = 0 x — > 

where U runs over the set of G-open and convex neighboroods of x. 

As an immediate consequence we get : 

Corollary 1.5.6. : For any open convex subset U of X and 
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F e D+(X ) the natural morphism : 

lRr(U+ G ; F) > 1RT(U,<|>„1 F) 

is an isomorphism. 

1.5.3. Let E be a real finite dimensional vector space. 

We shall need the following result. 

Proposition 1.5.7. : Let F e Ob(D+(E)), let ft be a G-open  
subset and ft a Ga-open subset of E. Assume ft ̂  0 ft c.cE. Then we 
have : lRr(U+ G ; F) lRr(U+ G ; F)lRr(U+ G 

lim  
К 

lRr(U+ (П1 ; ПКф *F) 

where K runs over the set of G-closed subsets of E such that 
K 0 fi^fi. 
In particular if tt 0 (K+G) de. E for any compact set K r 1R4> G*F = 0 

implies IR(J>G*F̂  = 0. 

Proof 
We have : 

H j (ft1 ; F^) = lim> Ĥ (ft1 ; F) K 
where K runs over the set of closed subsets of ft^ contained in ft. 

For such a K, K1 = K + G a is closed in E, K denoting the clo­
sure of K in E. 

We have : 
K' o ̂ 1 c ft . 

In fact if x = y + y £ ft , with y £ K , y £ G a , then : 
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y = x - Y e + G) 0 K = n H K = K. 
Therefore : 

xey + G a < c ^ + G a = ft . 

Since K 0 ft C K1 0 ^ , we have : 

lim, ; F) = ̂  l 4 ; F) 

where K' runs over the set of G-closed subsets such that 
K 1 o n c ft . 
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CHAPTER 2 - MICROLOCALIZATION 

The main results of this chapter are due to Sato [2] and Sato-

Kashiwara-Kawai |jj ; (cf. also Malgrange [l] and Brylinski-

Malgrange-Verdier [j] for §.2.1.). 

§2.1. Fourier-Sato transformation 

For the reader's convenience we recall here the main results concer­

ning the Fourier-Sato transformation, without proofs, and we refer 

to Sato-Kashiwara-Kawai []1 J / Kashiwara-Kawai ¡13 ] , Malgrange Ql ]] 

and Brylinski-Malgrange-Verdier [_1 J . 

2.1.1. Let Z be a locally compact topological space, and let 

E > Z be a vector bundle. We shall denote by D + . (E) the full 
conic 

subcategory of D+(E) of complexes whose cohomology groups are 
* 

locally constant on any half-line of E. Let E denote the dual 

vector bundle of E. We denote by and q 2 the projections from 

E and E onto Z and by p and p the projections from E x E 
1 2 Z 

onto E and E , respectively. We set 

P = 1 (x,y) e E x E ; <x,y> >y Os 
Z 

P' = { (x,y) e E x E* ; <x,y> ^ 0> 
Z 

Proposition 2.1.1. : For F e Ob(D + 

conic 
(F)), we have : 

lRp2*lRIp (Pl

1 F) s ]Rp2, (( P l

1 F) p l) . 

Definition 2.1.2. : We set, for F e Ob(D+ 

conic (E) ) , 

I = lRp2*]Rrp ( P l

1F) s lRp2! (p/Fp.) 

and call it the Fourier-Sato transform of F . 

39 



M. KASHIWARA, P. SCHAPIRA 

For G £ Ob(D+ . (E*)), we set :  — conic 

GV = lR P l * l R r p l (p̂  G) = 1RP1 , ( (p̂  G_)p) 

One can see easily : 

IRq2* F" = ]Rqi , F 

TRq^ , Gv = ]Rq2̂  G 

Theorem 2.1.3. : i) The functors ~ from Dconic ( E ) — Dconic ( E ) 

+ * + and v from D .(E) to D .(E) are inverse to each other.  conic — conic 

ii) Let F £ Ob ( D ^ n ± c (E) ) , F ' e Ob ( D ^ (E) ) . 

Then : 

^Hom(F,F') s IR Horn (F~ , F'~) . 

iii) Let F £ Ob(Db^ . (E)). Then :  — conic 

]R Hom(F, A £) "= IR Horn (F~ , A^) 6 q^lRq^^ . 

One can describe easily the sections of F~ on convex sets. 

Proposition 2.1.4. : i) Let U be an open convex subset of E . 
Then for F £ Ob (D+ . (E) ) :  — conic 

1RF (U, F") = TRT Q (E, F) 

(Recall that U° is the polar set to U). 

ii) Let A be a closed convex subset of E . Then : 

]RrA(E*,F~) = M (Int (A°) , F) @ co E / z [-£.] 

where £ is the dimension of the fiber, and t n e relative 
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orientation sheaf on E. 

2.1.2. Let f : E^ > E 2 be an homomorphism of vector bundles 
* * * 

over Z and let f : E^ > E^ be the dual homomorphism. 

Proposition 2.1.5. : i) Let F £ 0 b ( D
c o nic ( E1^^* Then : 

(f*) 1 F̂  = ( lRf . F ) ~ . 

ii) Let F e 0 b (Dconic ̂ E 2 ^ * Then : 

(f1 F)~ = iR(f*)* (E " ) . 

Now let Z 1 —j^—> Z be a continuous map, E a vector bundle over Z, 
E 1 = Z 1 x E . Let f : E 1 > E and g : E 1 > E be the natu-

Z ral maps associated to h . 

Proposition 2.1.6. : i) Let F £ Ob(D . (E)). Then :  1 _ conic 

(f * F ) ~ = g ! ( i f ) , 

( f _ 1 F ) ~ = g" 1 (F~) . 

ii) Let F £ Ob(D+ . (E') ). Then :  _ conic 

(lRf*F)~ s ]Rg*(F~) , 

(lRf,F)A = JRg, (F~) . 

§2.2. Specialization 

2.2.1 . Let X be a real manifold of class C a (a >y 2), M a 
submanifold i : M c > X the embedding of M in X. We construct 
a new manifold as follows. Let X = U U. be an open covering, and 

i 1 

1 Ui > be an open embedding such that t^OM = (̂  (fo}̂  * lRn~̂  ) . 
Set : 
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V = {(t,x) £ !Rx]R n; (tx\ x") e U ±} 

where x = (x',x") £ IR x IR .We glue the V\ 's as follows. 

On V. x (U. D U.), the first £ components of <J> . (cj)~1 (tx1 ,x") ) i Ui 1 3 3 i 

vanish when t = 0. Define . . (t,x) = (y1 ,y") by : 

(ty' ,y") = (|> <})~1 (tx',x") . 

Then we identify {t. ,x^) £ V\ and (t_.,x..) £ V\ if t i = t_. and 
xj = * j ri ( ti' xi ) • 
Let X,, be the manifold so obtained. Then we have a map p : X^ — > X M c c M 

-1 ^ given by V\ 3 (t,x) I > $ ^ (tx',x") , and a map t : X M > IR 

given by (t,x) I > t. Hence we have a map : X^ > X x IR . 

By this map, p~ 1(X\M) is isomorphic to (X \ M) x (1r\{o}), t"1(c) 
is isomorphic to X for c £ 1R\ (o) , and t (0) is isomorphic to 
the normal bundle T̂ X to M. Hereafter we identify t (0) with 
TMX. Note that the multiplicative group 1R\{0) acts on X^ by 

c(t,x',x") I > (c~1t, ex', x") . 

Let ft be the open set obtained as the inverse image of 
1R+ = {c £ lR,c > 0} by the projection t : X^ > IR , and let j 
be the inclusion map ft *= > X^ . We denote by T (resp. TT) the 
projection from T^X (resp. T m x ) t o M* 

Definition 2.2.1. : Let F £ Ob(D+(X)). One sets : 

v (F) = (1RJ* j""1 p"1 F) | T 

M 
and says V

M^I') is the specialization of F along M. 

Let us mention that v (F) may also be obtained as follows. One 
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endows (X\M)U T^X with its natural topology of blown-up space. This 

topology induces the usual topology on X \ M and on T

M

X ' the set 

X \ M is open and a subset V of (X \M) U T̂ X is a neighborhood of 

a subset Z of T X if V f l TX„X is a neighborhood of Z in T X M M M 

and V 0 (X \ M) contains an open set U such that C M (X \ U) f) Z = 0. 

Let k be the embedding X c > (X \M) U T^X . Then : 

(2.2.1) vM(F) s (]Rk*F) | T x 

M 

By the definition of (F) one easily obtains : 

Proposition 2.2.1. : Let F e Ob(D+(X)). Then : 

i) vM(F) e Ob(D c

+

o n. c(T MX)). 

ii) V E ) I M " ̂ !M S * T* V M ( E ) 

3RT,(vM(F)) = i " F ( = 1RTM(F)|M) . 

iii) Let v e T X. Then :  M 

r J <vm ( E ) K = ÌAEn h J (U,F) 
u 

where U runs over the family of open subsets of X such that 

v i CM(X \U). 

iv) Let V be a conic open subset of T

M

X - Then : 

Hj(V, v (F)) = lim Hj(U,F) 
U 

where U runs over the family of open subsets of X such that 

CM(X \ U) n V = 0 . 

v) Let A be a closed conic subset of TxjrX . Then : 

H A ( T M X ' V M ( ^ ) } = ±i^> H z ( U ' ^ } 

z, u 
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where Z runs over the family of closed subsets of X such that 

CM(Z) c. A, and U runs over the family of open neighborhoods of 

M in X. 

2.2.2. Let f : Y >X be a map of class C Œ (a >y 2). Let M 

(resp. N) be a closed submanifold of X (resp. Y). We assume 

f(N) C. M, and we denote by f1 the map : T̂ Y > T^X . Remark that 

f' is the composite of the maps: T̂ Y -> N x T X 
M M M 

Proposition 2.2.2. : Let G e Ob(D (Y)). There exists a canonical  

morphism : 

iRf ; V N (G) -> vM(lRf,G) 

If moreover f is transversal to M, and proper over supp(G), this  

morphism is an isomorphism. 

Proof 

Let p v, t , j be the maps associated to the blowing up of M in X, 

let Qx = t x (IR ) and similarly for p y, t y, j y , fty . Let f deno­

te the map T̂ Y > T^X, f1 the map Y^ > X M , f the map 

ftY > ̂ x , P x (resp. p y) the restriction of p x (resp. p y) to ftx 

(resp. ft ). Consider the diagram (2.2.2) below where all the square 

are cartesian : 

(2.2.2) 

T Y 
N 

f ' 

M 

S Y 

fdf 

dffd 

dfdf 

XM 
M 

j Y 

j X 

"y 

Ì 

fdfd 

P Y 

Px 

Y 

f 

X 

We have : 

V^f.G) = SX1 m^x*Px1mf!^ S SX1 ^ x ^ l V ^ 
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The morphism : 1RJY* £,(•)<— ^jy* ̂"̂  defines 

vM(2Rf,G)< s x
1 IRr ; 2RJ Y^p Y

1G = iRf | s y
1 lRJ Y*p y

1G 

lRr(U+G;F)lRr 

Now assume f is transversal to M and proper over supp G. Then 
is proper over supp p y G , and lRJx*f,(py G) = 

]Rf , IRjY^ (pY^ G) , hence all the morphisms are isomorphisms. (J 

Proposition 2.2.3. : Let X, Y, M, N be as precedingly. Let  
F e Ob(D+(X)). There are canonical morphisms : 

a : f • 1 vM(F) > vN(f 1 F) 
and 

p : v N(f ! F) f • vM(F) 

such that the diagram below commutes : 

f * S v ® a 
f l x ® f* vM(F) "> f Z M * vN(f F) 

f V 0 f" 1 vM(F) M 

lRr(U+G;F) v N<f ! F) 

Moreover if f : Y > X and its restriction f LT : N > M are 
i N  

smooth, then a and p are isomorphisms. 

Proof 
Consider the diagram (2.2.2). We have : 

lRr(U+ G ; F)lRr(U+ G ;F)lRr(U+ G ;F)(U+ G ;F 
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and 

_i -1 0,-1 -i -i 'V-'ï ̂ -1 
vN(f V) = s Y']RJ Y ip Y'f F = s y 2RjyA£ p x F . 

Hence a is given by the morphism 

lRr(U+G;F)lRr(U+G;F)lRr(U+G;F) 

Similarly we have : 

f ! vM(F) = f
! s"1 ÎRJ X.P X

1 F 

I -1 0,-1 I -1 0, I 0,-1 
v N(f F) = s y B j y * p y fF = s y JRj^ f p x F 

-1 O, I % - 1 
- s y f - K j x . P X F 

The morphism 
-1 % i 

sY f ( - ) f 1 s-1C) gives {5. The commutativity 

follows immediately. 

o, 
If Y > X and N •> M are smooth, then f' is smooth. There­

on -1 _I o, I ' - 1 
fore f 1RJX*F ——-> ^J Y*f F and s y f F > f" s x F 
are isomorphisms, and hence so are a and 3 . |_| 

§3. Sato's microlocalization 

2.3.1. Let X be a manifold of class C a (a >, 2), M a submanifold, 

i : M > X the embedding of M in X. 

Definition 2.3.1. : Let F e Ob(D+(X)). One sets : 

HM(F) = (vM(F))^ 

and says l-iM(F) is the (Sato's) microlocalization of F along M. 

Applying Propositions 2.2.1. and 2.1.4. one gets : 

Proposition 2,3.2. : i) nM(F) e Ob (D* o n i c (T*X)) . 

46 



MICROLOCALIZA TION 

ii) И м ^ ' м a i 'îH 3 К Г м ( ^ 1 м ) - Жтг,цм(Р) 
Ш т г i ̂ м <I> s i 1 F 1 i ! 2_x . 

i i i ) Let p e T X . Then : 

HJ(UM(F))p = li^ 4d) v ( p ) , 

where Z runs over the family of closed subsets of X such that : 

lRr(U+G;F)lRr(U+G;F)lRr(U+G;FU+G;F)lRr(U+G;F 

iv) Let U be a convex open subset of T^X . Then : 

H J (U 7JI m (F) ) = lim> (V,F) , 
Z ,V 

where (Z,V) runs over the family of closed subsets Z o_f X and  
open subsets V of X such that : 

V H M = Tf (U) , CM(Z) CL U° . 

v) Let Z be a closed convex subset of T„X. Then : 

H^(T*X, F) = lim> H3~£(U,F) 0 

where U runs over the family of open subsets of X such that 
CM(X \ U) D Int Z° = 0 , and I = codim M. 

Applying Proposition 2.3.2. with Z = M , we get : 

Corollary 2.3.3. : There exists a distinguished triangle in D+(X) 

F|M ® «M/XE*] — > »r M(F) > uM(F) — > ... 

Remark that if we denote by j the embedding M > X, we have : 

lRr(U+G;F)lRr(U+G;F)lRr(U+G;F 
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2.3.2. Let f : Y > X and let N ¿1 Y , M c. X with f (N) a M, 

be as in §2.2.2. . We denote by m and p the natural maps from 
* * * 

Y x T X to T X and T Y respectively, as well as the induced maps 
X 

on N x T..X : 
M M 

T*Y < N x T*X > T*X . 
N p M M m M 

Proposition 2.3.4. : Let G e Ob (D+(Y)). There exists a canonical  

morphism : 

IR fix | p"1 HN(G) > nM(IRf, G) . 

If moreover f is transversal to M and proper over supp(G), this 

morphism is an isomorphism. 

Proof 

Apply Propositions 2.2.2., 2.1.5. and 2.1.6. . Q 

Proposition 2.3.5. : Let F e Ob(D +(X)). There are canonical 

morphisms and a commutative diagram : 

-1 
IR p , ni 

6 m' 6 m' TL • N x т*Х M M 
^N(f-1F) I f ! S x 

I 

lRr(U+ G;F) lRr(U+G;F) 

Moreover if Y > X and N > M are smooth, all these mor­
phisms are isomorphisms. 

Proof 
Apply Propositions, 2.2.3., 2.1.5. and 2.1.6. . [] 
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§3.1. Equivalent definitions for SS (F) 

3.1.1. Let E be a real finite dimensional vector space, X an 
open set in E, F e Ob(D+(X)). 

Theorem 3.1.1. : Let p = (xQ ; £ ) e T X. Then for any a , 
1 ̂  a <<: 00 or a = co , the following conditions are equivalent. 

(1)a There exists an open neighborhood U of p such that for 
any e X, any real function f of class C , defined in a neigh-
borhood of x̂  , with f (x̂  ) = 0, df(x̂ ) e U, we have : 

(ffir{x;f(x)̂ }(̂ ))x1= ° • 

(2) There exist a proper closed convex cone G in E , with 
0 £ G, and F 1 £ Ob(D+(E)) such that : 

(a) G \{0} C {y ; <y,^q> < 0} 
(b) F1| = F| for a neighborhood U of XQ 

I u 'u 
(c) 1R(|)G*F' - 0 

(3) There exist a neighborhood U qf_ Xq , an e > 0 and a  
proper closed convex cone G with 0 e G, satisfying the condition 
(a) of (2) such that if we set : 

H = {x ; <x-xQ ; £Q> >, -e } , L = {x ; <X-Xq ; q̂> = -e} 

we have : 
]R T (H f) (x+G) ; F) — > ]RT(L (1 (x+G) ; F) 

for all x e U. 
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Proof 

If Çq = 0 the three conditions are equivalent to F = O in a 

neighborhood of x^ . Assume Ç Q i 0 . 

(2 ) = > ( 1 ) g,. We may assume F = F 1 and X = E. We set 

U = X x int G° a . For any function f with f(x1) = O, df(x^) e U, 

there exists a G-open set ft such that ft and {x ; f(x) < 0} 

coïncide on a neighborhood of x^. Moreover when ft1 runs over a 

system of G-neighborhoods of x̂  , ft' \ft forms a system of neigh­

borhoods of x̂  in X \ ft in the usual topology. Thus we obtain : 

^ { x i f l x l ^ J ^ ' x /
 l R r(X G \ n) ( L RV F ,x 1 = ° 

(.3) = > (2) We may assume X is G-open and U c H \ L. Let 

ft and ftL be two G-open sets such that ft <s ft. , x s Int (ft. \ ft ) , 
0 1 ^ o 1 o 1 o 
ft, \ ft ce U. We have : 
1 o 
(3.1.1) lRr((x + G) fl H ; F) = TRY ( (x + G) ; FTJ) 

— —n 

and similarly with H replaced by L. 

From [3.1.1 J , we get : 

(3.1.2) ( 1 R V = 0 -
G 

Applying Theorem 1.5.3. , we obtain : 

^G*lRrft1\fto *G
1 **G* ^G*lRrft1\fto*G

1 **G*—o*G 

S^G*lRrft1\fto *G
1 **G* —\fto *G

1 * 

S ^G* l R rft 1\ft o *G
1 **G* —H \ L 

= 0 
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(1)^ = > (3). We may assume £ q = (1 ,0,... ,0) and x q = 0. 

Set x = (x^,x'), x' = (x^/.-./X^). We take z > 0 small enough and 

define H and L as in (3). We take 6 > O small enough and set 

G = {x ; x1 « -6|x'|} 

We take a G-open subset ft^ such that 0 z , and : 

OH) x G° a C U . 

Now, we shall show : 

(3.1.3) IRr (HO (x+G) ; F) > IRr (L 0 (x+G) ; F) 

for any x z ft f) H. 

For a z ft1 (1 H, we shall construct a family {ft (a) } , + such that 
I t t Z IK 

(3.1.4) 

(i) ftt (a) c. a + Int G 

(ii) ft (a) 0 L = (a + Int G) f) L 

(iii) ft, (a) = U ft (a) 
r s<t s 

(iv) ft^(a) has a real analytic smooth boundary 

(v) Z. (a) = ( ̂  (ft (a) \ ft,, (a) ) 0 H , is contained in t s>t s t 

3ft̂ (a) and the conormal of ft (a) at Z^(a) is contained 

in U. 

(vi) (U ft (a)) fi H = (a + Int G) 0 H 
t>o z 

(vii) (C\ fì. (a) ) 0 H = L H (a + Int G) 
t>o 

For example, it is enough to take ftfc(a) = {x ; x̂  < and 

2 n 9 (62|x'-a' | 2 - ( £ + a J
2 ) 2 

(x1 - > 6N|x' - a' I 2 - - 1 

A + (Ó2|x'-a«|2 - ( e + a i )
2 ) 2 

:)} -
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Now, by setting ?2 (a) = ftfc(a) \J ( (a + Int G) \ H) , we shall show : 

(3.1.5) M ( a + Int G ; F) — > 3Rr(S (a); F) 

for any t. 

Letting j be the embedding a + Int G *= > X , and applying 
Theorem 1.4.3. it is enougn to show : 

IRr (lRj*J 1F) = 0 for any y z Z (a) \ ft (a) for s <: t . 
X\fit(a) Y s t 

Since z
s ( a ) \^t(a) c Z t(a), we may assume y z Zt^ a^ \ ̂ t (a)• 

If y belongs to Int H = H \L, then this a consequence of (1). 
Now we assume y z Z (a) 0 L = L 0 9(a + Int G). Then since : 

MX\fl t(a)^»y = K r x\(a +lnt G) (^y = 0 

by (1 ) , 
] R r x \ « t ( a ) № ^ ^ 1 F ) y = 0 . 

On the other hand : 

(a + Int G) \ft (a) is the disjoint union of ((a +Int G) \ftfc (a)) 

and (a + Int G) \(«t(a) U H) . 

Hence IRr 
X\?? t (a) 

x\«t(a)№ 

is a direct summand of 

IRr X\Qt (a) 
G*lRrft1\fto 45 and hence this vanishes. 

This shows (3.1.5) for any t , and hence we have : 

(3.1.6) 1RT ( (a + Int G) f| H ; F | R) IRr (?̂ t (a) 0 H ; F|R) 

= IRr (ftt (a) 0 H ; F | R) 

Now, we shall show, for any x z ft^ H H 

(3.1.7) 2RT ( (x+G) 0 H ; F | R) IRr ( (x+G)f)L ; F|R) 
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Set v = (1,0,... ,0). Then (x + pv + Int G) O H , (p > 0) form a 
neighborhood system of (x+G) f) H (in H) and ft (x + pv) f] L 
(p > 0, t > 0) form a neighborhood system of (x+G) fi L (in H) . 
Thus (3.1.7) follows from (3.1.6). Q 

Definition 3.1.2. : Let X be a real manifold of class C a  

(1 4 a 4 °° or a = od) , F e Ob(D+(X)). 

i) The micro-support of F , denoted SS (F) is the subset of 
* 

T X defined by : 
p i SS (F) < > condition (1)a of Theorem3.1.1. is satisfied. 

ii) Let u : F > F 1 be a morphism in D+(X) and let A be 
a conic subset of T X. We say that u is an isomorphism on A if 
u is embedded in a distinguished triangle F ——> F' > F" -^->... 
with SS (F") 0 A = 0 . 

ii) is equivalent to saying that there is an open conic neighborhood 
a 

ft of A such that for x̂  e X and any C function f on X with 
df(x^) e ft , f (x̂ ) = 0 , we have : 

(ffir
{f>.o}^))x1 — > «3Rr{f>.o}«i,»)x1 

3.1.2. It follows immediately from the definition that SS (F) is a 
closed conic set in T X, and SS (F) 0 T X = supp(F) . 

Moreover if we have a distinguished triangle in D+(X) as precedin-
gly, then we have the "triangular inequalities" : 

(3.1.8) 
SS (F) c SS (F 1 ) (j SS (Fn) 

(SS(F') \SS(F")) u (SS(F") \SS(F')) C SS (F) 

53 



M. KASHIWARA, P. SCHAPIRA 

3.1.3. Examples : Let Y be a locally closed set in X. To cal­
culate the micro-support of the sheaf Ay we apply the "triangular 
inequalities" and the exact sequence associated to a closed set Z : 

C > A Y X Z > A y > A y n z > 0 

Here X = lRn for n >y 1, n = 2 after 4) and £ ' = (£2, . . . ,£n) . 

1) Y = lRn , SS(Ay) = {(x,?) £ T*lRn ; £ = 0} , 

2) Y = {x e lRn ; x >/ 0} , 
SS (Ay) = { (x,5) ; X l ^0,^=0} U { (x,?) ; X l =0, £^>,0, ? » =0 } 

3) More generally let G be a closed convex cone with vertex 
at 0 in lRn. Then : 

tt" 1 (0) n SS (AG) = G° 

4) Y = {x £ ]Rn ; x1 > 0}, 
SS (Ay) ={ (x,?) ; X l £0, £=0} U( (x,£) ; x ^ O , ^ ^ 0, £ ' = 0} 

5) Y = {x £ IR 2 ; x1 x 2 0} 
tt"1 (0) 0 s s (Ay) = {£ £ IR2 ; ^ ^ 2 ^ 0 } 

6) Y = {x £ IR2 ; x1 >, 0, x 2 >, 0, x f 0} 
tt"1 (0) n SS (Ay) = U £ IR2 ; ?1 N< 0} U U £ IR 2 ; K2 4 0} 

7) Y = {x £ IR2 ; x 1 ^ 0, x 2 > 0} 
tt"1 (0) fl SS (Ay) = U £ IR2 ; ̂  >y 0, E>2 $ 0} 

8) Y = {x £ IR2 ; >> x 2} 
tt"1 (0) H SS(Ay) = U £ IR 2 ; ?1 0 } 

9) Y = {( X l,x 2) ; 0 < x1 ^ x2l with a > 1 
tt"1 (0) f) SS (Ay) = U £ IR 2 ; ̂  = 0 , ^ « 0} 
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3. 1 . 4. Example : Let (X, ff ) be a complex manifold and let *7f~f 
be a coherent Module over the sheaf J)x of holomorphic differential 
operators on X. Then we shall prove in Chapter 10 that : 

SS(1R Hom^ £ xj, = char (Tfl) 

where char ( *"|ff ) denotes the characteristic variety of "ff~( in T*X. 

§3.2. Propagation theorems 

3.2.1. Let E be a real finite dimensional vector space, X an 
open subset of E . 

Proposition 3.2.1. : Let V be an open set in X, and let G be 
a closed convex proper cone in E, with Int G i- 0 . Let 
F z Ob(D+(X)), and assume SS (F) ft (V x int G°a) = 0. Let x q e V, 
£q z Int G° a , c > 0 and set ftQ = {x ; <x-xq, £q> < -c}. Then for 
any G-open set ft„ , with c A l)V we have : — • 1 o 1 o 

<**.<*r x v f i (F)))| = 0 
o 1 

where 0 is the map X > X . 

Proof 
It is enough to show that !Rr(ft,lRrxN^ (F) ) = 0 for any closed pro-
per convex cone G' properly containing G and any G'-open subset 
ft such that ft \ ftQ C ft^. Hence we may assume from the beginning 
SS(F) fl (V x G° a \{0}) = 0. In order to see that ]R<|>* (]Rrxxfi (F)) |fi =0, 
it is sufficient to show that for any G-open subset ft with ftcft^, 
!R(})*lRrxN^ (F) |̂  = 0. Therefore we may assume ft^ \ ftQ cV. Then by 
extending F to an object of D (E) we may assume X = E. For 
x̂  z ft^ we set : 

\J(z,x^) = {x ; d(x,x1 + G) < z] 
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We remark that the function d(x,x +G) is C on X \(x<J+G), and 
its differential d (d (x ,x^+G) ) belongs to G° a on this set. 

1 

Let : 

W t = (s e m2 ; s.j < tJUIs ; s 2 < 0> U (s ; s1 < e , s2< e-t, (s1-e)2+ (s2-£+t)2 >(G-t)2} 

for 0 < t < E . 

We set : 

Mx) = <x-x , £ > + c (then a I = £ e G°a) 
O 0 0 

V t = {x ; (d(x,x^+G), Mx)) c W t) 

and choose e small enough such that U(e,x^) is contained in Q^. 

We may apply Theorem 1.4.3. to the family ^Vt^O<t<e a n <^ W e °^ta:i-n : 

IRr (U(e,x1 ) U ̂ Q ; F) = IRr (Vt ; F) 
thus : 

lRr(U(e,x ); » r (F)) S ]Rr(Vt;ter (F) ) 
0 0 

and taking the inductive limit for t > 0 : 

IRr (U(e / X l ) ; IR^ ̂  (F) ) = 1RT ( (x^+G) ); 1RT (F) ) 

Now we prove that for x in we have in fact : 

IRr ( (x+G) ) ; 1RT Q (£) ) = 0 
o 

Choose y e Int(G) and set : 

x t = x + ty 

I = {t >y0 ; ]Rr((xt+G); fi (F) ) = 0} 
o 

Then I is non empty since x^ e ftQ for t >> 0. 
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Let t Q = inf I. 
Let e > 0 such that U (e, x ) is contained in , and let 

o 
t > t such that t e I and 

o 
x t Q + G c. U (e , x t) u <£ ' xt 0> 

We have, setting F = q (F) : 
o 

lRr(U(e,x, ) ; F) - > IRr ( (x. +G) ; F) 
ro ~~ ° ~ 

IRr (U (e , xfc ) ; F) = 0 

Thus t belongs to I. 

If t Q would be strictly positive, we find t > 0 , t < t Q , e > 0 
such that : 

x t + G c U(e, x t ) <s U(e, xfc) a ti^ 

We get : 

!Rr(U(e,xt) ; F) > ]Rr ( (xfc + G) ; h 

IRr (U (e , Xj_ ) ; F) = 0 Eo — 

and hence t e l . Thus t = 0, which achieves the proof. Q 

3.2.2. Let Y be a Ca-manifold, x = Y x E where E is a finite 
dimensional vector space. Let G be a (not necessarily proper) clo­
sed convex cone with 0 e G. We set X^ = y x E^ and denote by $ 
the continuous map X > X^. 
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Proposition 3.2.2. : a) For F e Ob(D+(X))/ SS (F) is contained in 
* o a -1 

T X x (E x g ) if and only if the morphism (j) IR<f>*F > F is an 
isomorphism. 

b) For F e Ob(D+(X)), (j) 1lR(f)̂ F > F is an isomorphism on 
T*Y x (E x int G° a ). 

Proof 
We may assume Y is affine. By replacing G with {0} x G , we may 
assume X = E from the beginning. 

Assuming first (|)~1lR(j)*F = F we shall show SS (F) c. X x G° a . 

For £ Q i G° a there exists a proper convex closed cone G1 such 
that G'\{0}O{Y/<Y/£ ><0} and G1 + G = X. Then for any G'-open 

o 
non empty convex subset ft of X, we have : 

]Rr(ft;F) = iRHft + G; F) = IRr (X ; F) 

This implies that for any pair of two convex G'-open subsets ftQC^^ 
with ft \ ftQCcX , 

^ G - ^ X f t ^ = ° 

which implies SS .(F) f) (X x {£ }) = 0 . 

Conversely assume SS(F) C. x x G° a . In order to prove the isomor­
phism $ l̂R(f)̂F = F it is sufficient to show that for any relative­
ly compact open convex subset ft of X, the restriction morphism : 

1RT (ft + G ; F) > 1RT (ft ; F) 

is an isomorphism. 

By Proposition 1.4.2. it is enough to prove that for any relatively 
compact open convex subset ft1 of X, ft'D ft, we have : 
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IRr (ft'D (ft + G) ; F) = IRr (ft; F) 

Let G~ be the set of open convex subsets V of ft' f) (ft + G) such 
that V Dft and IRr (V ; F) > 1RT (ft ; F) is an isomorphism. It 
is easy to see that is inductively ordered. 

Let V be a maximal element of C~ . We shall show that 
V = ft' O (ft + G) by contradiction. 

Assume there exists x q e ft' 0 (ft + G), x q i V. 

Lemma 3.2.3. : Let U be an open convex subset and x e X . Let 
1 Q 

S be the cone generated by {u - x q ; u e U } , S 1 =S U(0} and 
be the interior of the convex hull of U I) {x }. Then tL \ U is  \j o 1 N — 
locally closed with respect to the S'-topology. 

Proof of Lemma 3.2.3. 
a) We have 

U1 = { (1 -t) x q + u ; u e U , 0 < t ̂  1 } . 

Set : 
U 0 = {(1-t)x + t u ; u e U , 0 < t } = x + S . z o o 

Then U 2 is S'-open. Set : 

U 3 = {(1-t)x + tu ; u e U, 1 < t} . 

Then U 3 is also S'-open . Hence it is sufficient to show that 
U 2 \ U 3 = U1 \ U. Since we have : 

u c u 1 a u 2 

u c u 3 c u 2 

U 2 ^ U 1 ^ U 3 

it is enough to show U 1 C\ U 3 c_ U . For x e U. O U 3 we may write : 
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x = (1-t)xQ + tu = ( 1 - S ) X q + sv 

for 0 < t N< 1, 1 < s, u,v e U. Then we have (s-t)x= (s-1 )tu + (1-t)sv, 
thus x e U . Q 

Endof the proof of Proposition 3.2.2. 

By the Lemma, if we denote by V the interior of the convex hull 
of V (J {x } and by G1 the closed cone generated by {v - x ; 

o o 
v e V} and 0, then V \V is locally G1 -closed. On the other 
hand we have Int G1 3 Y for some y z Ga. Hence G' ° a C\ G° a C- {0}. 
This implies by Proposition 3.2.1. : 

S^G*lRrft1\fto *G1 **G* — 

Thus we obtain V' e (J^ , which contradicts the choice of V. 

b) Let (j) 1 IRcJ) ̂  F > F > F ' — — > ... 

be a distinguished triangle. By applying the functor lR(f>* we obtain 
IRcj^F' = 0, which implies SS(F') 0 X x int G° a = (f . |J 
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§4.1. Proper direct images and inverse images for smooth maps 

4.1.1. Let Y and X be two manifolds of class C a (a >, 1 ) , f a 
map from Y to X, p ana nr the natural associated maps from 

* * * Y x T X to T Y and T X, respectively. X 

Proposition 4.1.1. : Let G e Ob(D+(Y)) and assume f is proper  
on supp(G). Then : 

i) SS (IRf * (G) ) cZ ^P~ 1 (SS (G) ) 

ii) i_f f is a closed immersion the equality holds in a) . 

Proof 
i) It is enough to show that fo any function <p defined on a 

neighborhood of x e X such that cj) (x) = 0 and such that 
d((J) o f) (y) i SS(G) Vy e f"1 (x) we have : 

( m r{x;*(x)>/)} № f* (Ç>>>x = 0 

But : 

{^0} m f * W ) »x = < 1 R f . ( K r(* 0f> / 0} <5J > »x 

= 3Kr(f-1(x); l R r { K n o } ( G ) ) 

= o 
ii) We may assume that Y and X are vector spaces an f is 

linear. Suppose p t SS (IRf̂ (G)) and take H, L, G, U which satisfy 
condition (3) of Theorem 3.1.1. for the sheaf lRf*G on X. Then 
for x e U O Y : 

IRr (H f) (x+G) ; iRf^G) = lRr(Lf)(x+G) ; iRf^G) 
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but : 

IRr (H O (x+G) ; IRf *G) = 1RT ( (Y f| H) n <X+G f) Y) ; G) 

:mr (L 0 (x+G) ; iRf *G) = 1RT ((Yf) L) f\ (x+G D Y) ; G) 

thus p 4 SS(G) . Q 

Remark : Even when f is finite on supp(G) the inclusion in a) 
3 

may be strict. For example take X = Y = 1R , f(x) = x and G = 
* -1 

Then T { 0 } X i s contained into -nip (SS(G)) , but IRf * (G) = A x . 

4.1.2. Let us study inverse images in the smooth case. 

Proposition 4.1.2. : Assume f : Y > X is smooth. 

i) Let F £ Ob(D+(X)). Then : 

SS (f"1 (F) ) = pm"1 (SS (F) ) 

ii) Let G £ Ob(D+(Y)). Then all the EJ (G) are locally cons­ 
tant on the fibers of f if and only if SS(G) is contained in 
p(Y x T*X). X 

Proof 
i) First we prove the inclusion 

SS(f"1 (F) ) c PUT1 (SS(F)) 

We may assume Y = lRn x ]R̂  , X = lRn, f being the projection 
(x,y) i > x . 

_ i 

Take p = (x Q /y o ; E, ,r\ ) 4 pur (SS (F) ) . If nQ f 0 we take v £ 1R 
with <v,nQ> < 0 and set G = {(0,-tv) ; t ̂ 0 } . For £ > 0 
arbitrary, set : 

H = { (x,y) ; <y,n0> >/ -£> 
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L = { (x,y) ; <Y/n0> = -e} 

For any z £ Int(H) : 

M (HN(z+G) ; f~1(F)) = 1RT1 (LO(z+G) ; f~1 (F) ) 

since f (F)| ̂ Z + ]R(O,V)) is a constant sheaf. 

Now assume n Q = 0, ( X
O;£ Q) i SS (F). There exist H, L, G, U which 

satisfy condition (3) of Theorem 3.1.1. for the sheaf F on X. 

Set G = G x {0}. Then for any z £ f~1 (U) : 

IKY (f~1 (H) () (z+G) ; f"1 (F) ) = IRr (Hf|(f (z) +G) ; F) 

IRr (f~1 (L) f)(z+G) ; f"1 (F) ) = IRr (LH(f (z) +G) ; F) 

To prove the converse inclusion we use condition (1) of Theorem 
3.1.1. and remark that for a function 4> on X and x £ X we 
have : 

^ { n o } ^ ^ ( f f i r{Kf»o} < f" 1 ( F ) ) )y 
for any y £ Y such that f(y) = x. 

ii) Let G be a sheaf on Y, locally constant on the fibers of 
f : then locally on Y, G = f (F) for a sheaf F on X , and 

_1 * 
SS (G) c. ̂ (T x) by i)- T o P^ove the converse we may assume 
Y = X x E , where E is a vector space, f being the projection on 
X . Then we apply Proposition 3.2.2. with G = E . Q 

§4.2. Tensor product and Horn («,*) 

4.2.1. Let X and Y be two manifolds, and the projec­
tions from X x y to X and Y , respectively. 

If F is a sheaf of right A-modules over X and G a sheaf of 
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left A-modules over Y, the sheaf F ® G is well defined as 

a sheaf of Z5-modules (A-modules if A is commutative). 

Proposition 4.2.1. : Assume wg£d(A) < 00 . Let F £ Ob(D+(X)) , 

G £ Ob (D+ (Y) ) . Then : 

SS(q~1 F & q~1 G) c SS(F) x SS(G) . 

Proof 

We may assume X and Y are vector spaces. Let (Xq,yQ ;Ç q , n Q ) 

e T (X x y) , and assume for example (X Q;Ç Q) 4 SS (F). Take H, L, U, 

G satisfying condition (3) of Theorem 3.1.1. for the sheaf F on 

X and set G = G x {o}. 

For z = (x,y) £ U x y we have : 

IRr ( (H XY) fl (z +Ô) ; F 1 G) = 1RT (H fl(x+G) ; F & G ) 

IRR ( (L x Y) Ci (z + G) ; F S G) = 1RT (L n(x+G) ; F & G ) 

Now it is enough to remark, for a compact set K in X : 

№T (K ; F S G ) = IRr (K ; F) 6 G y . Q 

4.2.2. Proposition 4.2.2. : Let F £ Ob(Db(X)), G £ Ob(D+(Y)). 

Then : 

SS (IR Hom(q~1 F , q~1 G) ) C- (SS(F))a x SS (G) . 

Proof 

We assume that X and Y are vector spaces. 

We have, by the Poincaré duality formula (Corollary 1.3.2.) : 

1RT (X x Y ; lRHom(q~1 F, q^G) - IRhom ( !Rr c (X; F ) , 1RT (Y ; G ) ) [-dim XJ 
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Let (xo,yQ ; -£0,n0) 4 (SS(F))a x SS(G) 

i) (y ; n ) 4 SS (G) . The proof is similar to that of Proposi­
tion 4.2.1. : take H, L, U, G satisfying condition (3) of Theorem 
3.1.1. for the sheaf G on Y and set G = {0} * G. For 

z = (x,y) e X x u we have : 

H j (IRR ( (X x H) f) (z + G) ; lRHom(q~1 F , q~1G) ) ) 

= lim HJ lRHom (1RT (W ; F) , LRR(HD(y+G) ; G) ) [-dim X] VJ , 
W эx ° 

and a similar formula with H replaced by L, which achieves the 
proof in that case. 

ii) (XQ ; £ Q) 4 SS (F) . Take G satisfying condition (2) of 

Theorem 3.1.1. for the sheaf F on X . 

We may assume lR$r (F) = 0 . By the Poincaré duality formula it is 

enough to show that for any Ga-open sets ft and ft1 in X with 

ft 1 c. ̂  and ft \ ft ' c C X , we have : 

LRR C (ft
 1 ; F) = №T (ft ; F) 

We may assume ft n (K+G)<CC X for any compact K of X . We have : 

lRTc (ft ; F) = !RR C (X ; FQ ) 

and similarly with ft' instead of ft. Thus it is enough to show 
!Rrc(X; F^,) = LRR c(X; Ffì ) or equivalently №T q (X ; F fì , ) = 0 . 

Since the support of \ ̂  . i s compact, ÌRTc(X ; F ̂ ̂ ^ , ) = 

IRR(X ; F^ ^ , ) . On the other hand Proposition 1.5.7. implies : 

^ . ( F J J ) = IR ^ t F j j . ) = 0 . 

Hence we obtain : 

IRR (X ; Ffì) = 1RT (X ; FQ , ) =0 
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and the result follows. 

4.2. 3. The preceding results permit to give a complement to Propo­
sition 3.2.2. . 

Let E be a vector space, G a closed convex proper cone in E , 
X a G-open subset of E , <J) the natural map X > X . 

G 

Proposition 4.2.3. : Let F e Ob(D+(X)), F 1 = (J) 11R<|>*F . Let xeX 
and assume that for a compact neighborhood K exf! x, (K+G) ft supp (F) 
is compact. Let £ e E such that (x+G; £) f) SS (F) = Qf . Then 
(x;£) SS(F'). 

Proof 
Consider the maps : 

X s X x x 
q1 ^2 
X X 

where q.. is the j-th projection, and 

s(y,x) = x-y 

Set : 
F " = IRs^ (q^ A G & q 2

1 F ) 

First we shall, show that F" is isomorphic to F1 in a neighborhood 
of x. 
Let L be a convex compact set contained in K. Then : 

IRr (L,FM) = IRR (s 1L ; q i
1 A G S q^F) 

= 1RT ( (s 1L fi q^G) ; q 2
1 F ) 
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= IRr (q2 (s"
1L n q^1G) ;F) 

= IRr (L+G ;F ) 

= IRr (L/F ' ) 

Now we have : 

SS(F") <C Ux,Ç) ;]y, (y,x+y) ; £ SS (AQ) x SS (F) } 

and the result follows. Q 

§4.3. Direct images for open immersion 

4.3.1. Let us begin by the "non characteristic" case . 

Proposition 4.3.1. : Let ft be an open set in X, j the injec­ 

tion ft^ > X and let X Q Z 9ft. Let F z Ob(D+(X)). We assume : 

SS (F) n N* (ft)a c. {0} 
o 

Then : 

SS(lRj*j (F) ) p TT 1 (xQ) £ N* (ft) + (SS(F)f|TT 1 (xQ)). 
o 

Proof 

We may assume that X is a vector space. If N (ft) = T X , then the 
Xo * xo 

proposition is trivial. Hence we may assume that N (ft) is a clo-
o 

sed proper convex cone. 

Let £ Q t N* (ft) + (SS(F) f) T T " 1 ( X q ) ) ; then by the hypothesis : 
o 

(N x (ft) + JR ço) n (ss (F)a n * 1 (x ) )a {o} 
o 

and there exists a closed proper convex cone K such that : 

N* (ft) + 1R Ç o c Int(K) y {0} 
o 

K a f) (SS (F) 0 T T " 1 ( X q ) ) <s {0} 
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Let G be the polar cone to K : 

G = K° 

This is a closed convex proper cone with non empty interior, which 

satisfies : 

G c N x (ft) (j {0} 
o 

G c (y ; <Y , K0> < o} u (0} 

G° a n (SS (F) D TT"1 (xQ) ) C {0} 

Hence there exists an open neighborhood U of X q such that : 

I (U x G°a) f) SS (F) ¿1 T*X 

U H ft = U O ft1 , for a G-open set ft1 

thus we may assume ft is G-open. 

Take ftQ = {x ; <X-X Q, < -c} , where c > 0 is small enough so 

that ftQ u U is a G-open neighborhood of X q. We know by Proposi­

tion 3.2.1. that for any G-open set ft such that ftQ ¿2 ft^ £1 ft^ U U 

we have : 

№ * . * r x N f i o ( F ) ) | n i = 0 

This achieves the proof since, ft being G-open, lR<j)* and ^ 
commute. |_| 

Proposition 4.3.2. : Let ft, j , X q , F be as in Proposition 4.3.1 . 
We assume : 

SS (F) 0 N* (ft) C {0} 
o 

Then : 

SS(]Rj , j" 1 (F) ) n TT"1 (X Q) C N* (ft)a + (SS(F)O TT"1 (X Q) ) 
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Proof 

We proceed as for Proposition 4.3.1. . 

* a -1 Let £ i N (Q) + (SS (F) f| IT (x ) ) . We may find a closed convex 
o x Q o 

proper cone G, a neighborhood U of X q such that : 

G c {y ; <Y,C0> < 0} (J {0} 

U x G° a 0 SS (F) C T*X 

and we may assume 0, Ga-open. 

By Proposition 3.2.1. there exist G-open subsets ftQ and such 

that : 

^0 c fi1 , 

ft^ \ ftQ is a neighborhood of X Q , 

ft1\fto *G
1 **G* —**G* 

Set F ' = lRr o v o (F) . By replacing ti , we may assume Q H (K+G) C C X 

for any compact K of X. Then we can apply Proposition 1.5.7. and 

obtain : 

ft1\fto *G
1 

Since F 1 is isomorphic to F on a neighborhood of X q , we obtain 

(xo'50> i SS(Ffi). 

Recall that FQ a IRj ,j (F) . 

Corollary 4.3.3. : Let Z be a closed subset of X, x e 9Z and 
* * + * 

assume N (Z) + T X . Let F e Ob (D (X)) such that SS(F)f\N (Z)c{0}. 
X X — x 

Then ]RT_ (F) = 0.  Z — x 

Proof 

We have SS (^r_ (F) ) 0 T T " 1 ( X ) C SS (F) + N* (Z)a . 

ù — — X 
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S ince (SS(F) + N*(Z)a) n N*(Z) <Z {0} 
— x 

, there exists a closed convex 
cone K such that (ss (F) + N* (z)a) n K a {0} and N* (Z) C. IntK u {0}. 

Hence if we set G = K° a we may assume Z is G-closed, and hence 
there exist G-open subsets ft cz. ft- such that x z Int (ft. \ ft ) , 
and lRc|>G*lRrfi ^ CLRrZ(F|^ ) ) = 0. Moreover the family {ft 0 Z} forms 
a neighborhood system of x when ft runs over the G-open neighbor­
hoods of x . 

4.3.2. Now we study the general case. 

Theorem 4.3.4. : Let X be a manifold of class C , a >, 2 , ft an 
open set in X , j the open embedding ft<^ > X. Let F z Ob (D+ (ft) ) . 
Then : 

a) SS (IRj* (F) ) CZ SS (F) +N*(ft) 

b) SS (iRj , (F) ) C SS (F) ^N*(ft)a 

Proof 

We may assume X is a vector space. 

Let (Xq;E>q) 4 SS (F) + N*(ft) . 

We may assume £ / 0, x z 8ft thus (x ;£ ) 4 SS (F) . 
Since (Xq;^o) does not belong to N (ft) we may assume ft G-open, 

for a closed convex proper cone G such that Int (G) ̂  0 and £q 4 G°. 

Let y z Int (G) , s > 0, t > 0, with 1+t <Y,^> > 0, ,y> < 0. Set: 

H = {x ; <x-x , E, > > -s} s o ' so 
ftt s = {x ; x-t(<X-XQ , + S)Y Z ft} 

Then : 
ft,_ H H c ft t, s 1 1 s ^ 

"t,s n Hs<= a t ' , s 0 < f < t 
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( U ntfS) 0 H S = ft n H £ 

For x e H , if we set : 
s 

y = x - t(<x - x Q, C0> + s)y 

? = n - t <n,Y> £r 

we have : 

(x;5) £ N*(ft. ) < = > (y;n) £ N*(ft) X u, b y 

Now we shall prove that there exists an open neighborhood U x W of 

( X Q , £ O ) , £ > 0, such that if we set U g = U n H g we have for 

0 < t < £ , 0 < s < £ : 

i) SS(F) 0 N*(ft t^)
a 0 TT UuS)C.{0} 

ii) (SS(F) + N*(fi ) ) 0 (Us x W ) = 0 

If i) or ii) is false we find sequences ^t^' ̂  sn ̂  ' ̂ xn ̂  ' ̂ n ̂  ' ̂ n ̂  

such that : 

S ^G*lRrft1\fto *G
1 **G* —S ^G*lRrft1\fto *G

1 **G* — 

?n £ < ( ßt ,в » Ч { 0 }  

n n ' n 
(x ;ç ) e SS (F) n n 

£ + C = c ̂  , ^ > g where 
n n n 
c = 0 or c = 1 (c=0 for i), c = 1 for ii)). 

We define ^ n

; r |

n ^
 £ N ^) by : 

y = x - t (<x -x i > + s )Y 
in n n n o s o n ' 
? = n - t <TI ,Y> ? n n n n 0 

and we set : 

Pn = + % = C + fcn ? 0 

We have : 
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<nn,Y> > O, <ÇQ,Y> < O, <^n/Y> <
 0 

|nn| ^ c*
 < rl n'Y

> f° r some c 1 > O 

c"|pn| >y -
 <P n'Y

> f° r some c" > O 

» " c <^n'
Y> " *n < n n ' Y > ̂ o ' Y > 

^G*lRrft1\fto *G
1 **G* 

>, c'" t h I for some c'" > 0 ' n 1 n 1 

thus In |(|p |"1)t ' n ' 1 n1 n 
is bounded, and In I (|p f 1) |x -y | n n 1 n 1 n 1 

n 
0. 

Since Pn/|Pnl 
converges to Ço/|Ç 0| 

this contradicts the hypothe­

sis . 

Now let s denote the injection ft^ s ^ > X , and set for s 

fixed, 0 < s < e : 

£ T = ^ J T # S . № L O ) t,s 
By Proposition 4.3.1. : 

SS (Ft) 0 (Us x W) = Qf . 

Hence there exist a closed proper cone G' and G'-open subsets 
ftQ C ft^ such that G" C {y ; <y,ÇQ> < 0} (J {0} and 
H g Z> Int(fi1 \ftQ) Э xq , with !R(})G,*LRR^ . fi (Ffc) = 0 Vt > 0. Thus 

1 o we obtain ,^!Rrr > 0 (IR.^F) = 0 by Proposition 1.4.2. . G \ i6Q 3 
The proof of b) is similar with the help of Proposition 4.3.2. 
instead of Proposition 4.3.1. . Q 

Corollary 4.3.5. : Let ft be open in X , j the injection 
2 

ft > X and assume that Y = 8FT is a C -hypersurf ace, ft locally 
on one side of 9ft. Let F e Ob(D+(ft)). Then : 

SS (IRj * (F ) \y)CC * (SS (F) ) D T*Y . 
T VX 
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Proof 
Set G = №j*F) | y and let i be the injection Y j—> X. 
We have a distinguished triangle : 

]Rj,F > 1RJ*F > lRi*G -pj > ... 

thus by applying Theorem 4.3.4. : 

SS (IRi* G) c. C (SS (F) , T*X) fi T*X 

Since i is a closed immersion : 

SS (IRi* G) = U(p"1 (SS (G) ) 

which achieves the proof. |_| 

Remark 4.3.6. : The micro-support is invariant by C1-transforma-
tions on X, but • + • and C * (•) f) T X are not invariant by 

C -transformations. This means that Theorem 4.3.4. and Corollary 
4.3.5. are not the best possible results. 

§4.4. Direct images for non proper maps 

4.4.1. Let f be a map from Y to X, and let G e Ob(D+(Y)). 

Theorem 4.4.1. : Assume that there exists a family (Y ) v of  _ _— JL s s>o — 
open subsets of Y such that : 

i) U Y S = Y, U s Y R = Y S , Qs Y T C Y S > N ; ( Y S ) * T*yY 

for any y e Y,, 

ii) f is proper over Y g f) supp (G) for all s, 

iii) N (Y ) A O (SS (G) + p (Y x T X) ) CZ T Y s - x Y 
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(resp. N* (Y) H (SS (G) + p (Y x T X) ) c. T*Y) ) . 
s - x Y 

Let i g be the open embedding Y g <= > Y . Then : 

1 ) IRf * (G) = IR(f o i s)* (i s
1 (G) ) for any s > 0 

(resp. IRf , (G) = 1R (f o i ) , (i~1 (G)) for any s > 0) 

2) SS (IRf* (G) ) C uJp 1(SS(G)) 

(resp. SS (1R, (G ) ) C wp"1 (SS (G) ) ) . 

Proof 
Since the assertion about f, can be proved similarly we shall pro­
ve only the assertion about f̂ . 

First, we assume f is smooth. 

Set f = f o i s s 
Let x e X, and let W be a relatively compact open neighborhood 

-1 
of x in X. Let j be the ambedding f (W) -> Y . 

IRTMW; ]Rf (^(G) ) ) = (f"1 (W)rtY ; G) = IRf (Y ; 1R j ̂  (j " 1 G) ) 

We remark that : 

SS (IRj* (j~1 G) ) CSS (G) + p (Y x T*X) 
~ X 

and tho set on the right hand side is nothing but SS(G) + p(Y x T X). 
~ X 

Thus by the hypothesis : 

L R R Y X Y (]Rj*(j (G) ) ) | = 0 
s s 

and we may apply Proposition 1.4.3. to the family Y g to obtain 

IRF (Ys 0 f~1 (W) ; G) < — IRr (f " 1 (W) ; G) . 

We get, by applying Proposition 4.1.1. and Theorem 4.3.4. : 

SS (lRfs* (G) ) a mp"1 (SS (G) +N*(Yg)) 
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but hypothesis iii) implies : 

p"1(SS(G) + N* (Y s ) ) cL P~1 SS(G) 

To treat the general case, we decompose f by Y > Y x x > X, 

where £(y) = (y,f(x)) . Set G = 1R^*G . Then by Proposition 4.1.1. 
we have : 

SS(G) = { (y,x ; n,£) e T*(YxX) ; x = f (y) , (y ; n + tf• (y)•£) e SS(G) } 

Thus : 

SS (G) + Y x T*X (Z. SS(G) + (Y x T*X) x T*X 
X 

and since N (Y x x) = N (Y ) x T X , we see that the hypotheses of s S X 
the Theorem are still satisfied for (5 on Y x x , for the family 
{ Ys x X } s • • 

4.4.2. We shall also need a "microlocal" version of the direct 
image theorem. 

Theorem 4.4.2. : Let X and Y be two manifolds, and let f be 
the projection X x y > X and h the projection 
T*(X x y) > (T*X) x y. Let ft be an open subset of T*X and 

let F £ Ob(D+(X x y)). Assume : 

(4.4.1) h (SS (F)) 0 (ft x Y) is proper over ft 

Then we have : 

i) SS (JRf *F) 0 ft C nip"1 (SS (F) ) 

ii) SS (]Rf , F) H ft C nip"1 (SS (F) ) 

iii) lRf,(F) > lRf*(F) is an isomorphism on ft . 
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Here in and p denote as usual the natural maps from Y x T X 
to T X and T (Y x X) respectively. 

Proof 
By a closed embedding of Y in lRn, we may assume Y = lRn. Since 
Y is isomorphic to the open ball in lRn, we may assume Y is the 
open ball of Y1 = lRn. Let j denote the embedding X*y >Xxy\ 
and let g denote the projection Xxy' > X. Then we have : 

lRf*F = !Kg*lKj*F 
IRf ,F = iRĝ lRj.F 

Setting Z = X x 8Y f and applying Theorem 4.3.4. we get : 

SS (IRĵ F) \ SS (F) C T* (X x y • ) + SS (F) 

SS(2Rj,F) \ SS (F) C (X x y» ) ; SS (F) 

SS((lRĵ F)z) ̂ T*(X x y») + SS(F) 

Hence it is sufficient to show : 

(4.4.2) mp 1 (T* (X x y ' ) I SS (F) ) f) Q = 0 

For a compact subset K of ft , (K x Y) f) h (SS (F) ) is compact. 
Hence IT (SS (F) f) K x T Y) is a compact set. Therefore 
TT (SS (F) 0 K x T*Y) 0 Z - 0 which implies (4.4.2). Q 

76 



CHAPTER 5 - FUNCTORIAL PROPERTIES OF MICRO-SUPPORT II 

§5.1. Fourier-Sato transformation 

5.1.1. Let T : E > Z be a real finite dimensional vector 
bundle over the manifold Z. We have already defined in Chapter 2 
the full subcategory Dconic^E^ o f D +(E), consisting of complexes 
whose cohomology groups are locally constant on the orbits of the 
action of IR + . 

Let us denote by S„ the canonical hypersurface of T E , the cha-
racteristic variety of the Euler field on E. In a system of coor­
dinates (z,x) on E, (x being the fiber coordinates), (z,x ; C,£) 
on T E , 

(5.1.1) S E = {(z,x ; ; <x,£> = 0} 

Proposition 5.1.1. : Let F £ Ob(D+(E)). Then : 

F £ Ob(D+ . (E)) < = > SS(F) <z S^ 
— conic — E 

Proof 
It is sufficient to prove this equivalence outside the zero section 
of E. Then E/1R is a manifold and we may apply Proposition 4.1.2. 
ii). Then one only has to check the equality : 

(5.1.2) T*(E/]R+) x E = S x E . Q 
E/1R h E 

* * * 
Let p and ur be the maps from E x T Z to T E and T Z respec-
tively, associated to the projection T : E > Z . We may 
identify T Z to a subset of T E by the embeddings : 

* * * T Z > E x T Z <=• > T E 
Z P 
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Now if F £ Ob (D (E)), SS(F) is homogeneous with respect to the 

action of IR4 on E, and we have : 

(5.1.3) lop"1 SS(F) = T*Z OSS(F) 

Proposition 5.1.2. : Let F £ Ob ( D* o n i c<
E)) • Then : 

i) SS (IRT* (F) ) c. T*Z 0 SS (F) 

ii) SS (]RT , (F) ) C T*Z 0 SS (F) 

iii) SS (]RT T (F | . ) ) c nip""*
1 SS(F|J 

E Ê 

iv) SS (IRT , (F |J ) c WP~ 1 SS(F| ) 
E Ê 

Proof 

Let (z,x) be a system of coordinates, (x) denoting the fiber coor­

dinates. Then the Proposition is a particular case of Theorem 4.4.1. 

when taking Y = {(z,x) ; |x| < s} for i) or ii) and 

Y = {(z,x) ; s <|x| < s} for iii) and iv) . 

5.1.2. Before studying relations beetwen. conic sheaves on E , and 

conic sheaves on E , the dual vector bundle to E, remark the 

following. 

Let 0^ : T E > IR be the principal symbol of the Euler vector 

field. We have the canonical homomorphism T E > TE of vector 

bundles over E (where T E is the sub-bundle of TE consisting 

of vector fields which project to zero in TZ). Taking its dual, we 

obtain cj)_ : T E > T E > E . 

We denote by cô  the canonical 1-form on T E. hi 

Proposition 5.1.3. : i) There exists a unique map :T E >TE 
jn, 

such that u)E - d0 E = $ E^ E* and that the composition 
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* * * * T E > T E > E is <|> . 

ii) 6E* 0 * E = - e E 

iii) $ ^ o $ E = a , where a is the automorphism of T E 
induced by the antipodal map of E. 

Proof 
Take a coordinate system z of Z, (z,x) of E, (z,x ; £,£) of 
T*E , (z,y) of E* and (z,y ; £,n) of T*E* such that the 
canonical pairing of E and E is given by <x,y> = Z x.. ŷ  and 
U ) E = <C,dz> + <£,dx> , coÊ  = <£,dzv + <n,dy> . Then 0 E = <x,£> and 
e
E* = <Y,n> • The map <j>E is given by (z,x ; » > (z;5). 
Now, we have o)_ - dG^ = <C,dz> - <x,d£> . Hence <i>_ : (z,x ; C,£) 
» > (z,£ ; C/~x) satisfies the desired condition. The uniqueness 
of $ E follows from the definition of the cotangent bundle. ii) 
follows from this formula. 

Since $ E* is given by (z,y ; c,n) » > (z,n ; C, -y), we have 
o ^E(z,x ; = (z, -x ;C, -?), which shows iii). [] 

Remark : $ E is a symplectic transformation (i.e. preserves du) 
but not a homogeneous symplectic tranformation. 

5.1.3. Let F e o b (Dconic ( E ) } ' and let -~ be its Fourier-Sato 
transform. 

Theorem 5.1.4. : With the identification of T E and T E by_ 
$„ , we have : hi 

SS(F) = SS(F~) 
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Proof 
By the Fourier inversion formula, it is enough to prove the inclusion 
SS(F~) C SS (F) . We choose coordinates as in Proposition 5.1.3. . 

First we evaluate (SS(F~)) f) {(z,y ; c,n) ; y f 0, n f 0}. 

Let P = {(z,x,y) e E x E ; <x,y> >y 0} .Since IRF (IT F) is a conic 
sheaf on E x E considered as a vector bundle over E , we can apply Z 
Proposition 5.1.2. : 

SS (F~) d { (z,y ; ; (z,x,y ; C,C,n) £ SS ]Rrp (TT 1F) with 

Now, by Theorem 4.3.4. we have : 

SS lRrp (IT 1F)dSS(7T 1F) + 1R d<x,y> . 

Hence, if (z,0,y ; C,0,n) £ SS 1RI1 (IT 1F) with y / 0, n / 0, then 
there exist sequences ^zn'xn ; ̂ n' ̂n ̂  £ SS ̂  ' ̂ xn'yn^ and ̂cn"̂  
c > 0 such that x > 0, x1 > 0, z > z, y > y, 
n n n n n n n ' J n n ^ 

C > C, C ~ c v > 0, -ex1 > n and c I x -x1 I > 0. 
n n ' n n " n n n n n n ' n n ' n Thus c x > -n , and c > °o . We have (z , c x ; £ , 

n n n n n n n n n cn1Cn) £ SS(F) and CR1^N > y. This shows (z, -n ; £,y) e SS (F.) . 
To calculate SS (F ) at points (z,y ; where y = 0 or n =0 
we remark with Malgrange [_ 1 ̂  that : 

(F 8 ® 2Гл1) = FAx 7Lr„, ® Я_Г - Л 
Since SS(F~® ?.{o} 0 — = SS(F")x T^lRx T-̂ IR (Propositions 4. 1 . 1 . 
and 4.1.2.) the result follows. (J 

§5.2. Specialization and microlocalization 

5.2.1. Let X be a manifold of class Ca , a >y 2 , Y a submanifold. 

We identify T T X and T*T*X by (J> and we identify T*T*X 
x I X Y 
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and T * T X by -H . 
TyX 

Theorem 5.2.1. : Let F e Ob(D+(X)). Then : 

i) SS (v (F) ) <C C * (SS(F) ) 
TyX 

ii) SS(u Y(F)) = SS(v Y(F)) 

iii) supp (n Y(F)) CSS (F) O T*X 

iv) SS(F| ) C. T*Y O C * (SS(F)) 
TyX 

v) SS ( (EU1 (F) ) | ) d, T*Y O C * (SS(F)) 
TyX 

Proof 
Let us first assume i). Then ii) follows from Theorem 5.1.4. , 
iii) follows from ii) and iv) and v) follow from Proposition 5.1.2. 
since : 

F | y = 1*T*(V Y(F)) 

(]RrY(F) ) | Y = IRTT* n Y(F) 

where T (resp. TT ) denotes the projection TyX > Y (resp. 
TyX > Y). Now we prove i). 

We take a system of local coordinates (y,t) on x with 
Y = {t = 0} and a coordinate s on ]R . We set as in §2.2. : 

X = { (s,y,t) e 1R xx} 
and define 

P : X > X by p(s,y,t) = (y,st) 

We identify TyX with the set {(s,y,t) ; s = 0} of X . 

Let ft = {(s,y,t) e X ; s > 0} and let j be the injection 
ft <= : > X . 

J 
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Then 

vy(F) = (3Rj*(j 1P 1 (F))) | T 

We know that : 

SS(j 1p" 1 (F) ) c. i (s,y,t ; <t,T>,n,ST) ; (y,st;n,T) e SS (F) } 

= {(s,y,t ; o,n ,T ) ; (y,st ; S T ] , T ) e SS (F) , so = <t,T>} . 

Then applying Corollary 4.3.5. : 

SS(lRj*j 1p 1 (F)) I T Y X)C{ (yo,to;no,To) ; 

3 { { s n ^ n f t n ; an' nn' Tn ) } C SS(j" 1

P"
1 (F)) f 

s > O, s a > O, y > y , t > t , 
n n ' n n n Jn n Jo n n o 
n > n , T > T } 

'n n o ' n n o 
= { (y , t ; n , T ) ; 1 { (y , t ; r\ , T )}d SS (F) , 

Jo o o o J Jn n n n — 
{s } c 1R +, y > y , t > O, n > 0, T —r-> T , 

n , J f n n J o n n 7 l n n ' n n o ' 
— (t , n ) > (t , n ) , <t , T > = 0 } s n n n o 'o o o n 

(we have set t = st . n = s Ï] n n n n n n and used the fact that 
sa = <t ,T > ) . n n n n 

Thus SS (vY(F)) is contained in C * (SS(F)). 
TyX 

5.2.2. By applying Theorem 5.2.1. iv) to the diagonal of X x X , 

together with Propositions 4.2.1. and 4.2.2. we get : 

Theorem 5.2.2. : Let F e Ob(D+(X)), G e Ob(D+(X)). 

) Assume wg£d(A) < 00. Then 

SS (F 6G) C SS (F) + SS(G) 

ii) Assume F e Ob(Db(X)). Then : 
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SS (lRHom(F,G) ) (Z SS (F)a + SS (G) 

§5.3. Inverse images 

5.3.1. Let f : Y > X be a map of class C a, a ^ 2 , and let 
_ * * * p and co be the associated maps from Y x T X to T Y and T X 

X 
respectively. 

Definition 5.3.1. : Let V be a subset of T Y, A a closed  
conic subset of T X . 

i) We say that f is non characteristic for A on V ij: 

rf (A) n v = a 

ii) We say that f is non characteristic for A if f is non  
characteristic on T Y. 

iii) Let F e Ob(D+(X)). We say that f is non characteristic  
for F on V if f is non characteristic for SS (F) on V. 

Remark that if f is non characteristic for A on V, then the 
-1 -1 

map p : p (V) fi TU (A) > V is proper. 
Remark also that f is non characteristic for A if and only if 
n T 1 (A) 0 T*X C Y x T*X (recall that T*X is the kernel of p in 

* X Y 

Y x T X) . 
X 

5. 3.2. : Let F e Ob(D+(X)). 

Proposition 5.3.2. : One has : 

i) SS(f 1F) c f#(SS(F)) 

ii) SS (f ! F) tZ f ̂ (SS (F) ) 
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Assume f non characteristic for F on an open set V cz T Y. 
Then : 

iii) SS(f 1 F ) N V c p m 1(SS(F)) 

iv) SS(f1 F) 0 V c poo 1(SS(F)) 

v) the morphism f ^ F S f > f" F is an isomorphism 
on V. 

In particular if _f is non characteristic for F , then  
F 1 f 7L_ > f * F is an isomorphism. 

Proof 
By Remark 1.2.7. we may decompose f by the graph map as an 
immersion followed by a submersion. If f is a submersion the 
result follows from Proposition 4.1.2. and if f is an immersion, 
assertions i) - iv) follow from Theorem 5.2.1. and Remark 1.2.7. . 
Hence it remains to prove v) when f is an embedding. We remark 
that : 

]RTT* ny(F) = f * F 

]RTT, H y (F) = f 1 F & f ! ^ x 

Hence we have a distinguished triangle : 

f 1F & f ! 2Z > f ! F > ]R^(u (F) I * ) > ... 
'T YX 

Applying Theorem 5.2.1., Proposition 5.1.2. and Proposition 1.2.2. 
we get the result. M 

Remark 5.3.3. : It is not possible to weaken the hypothesis in 
Proposition 5.3.2. by assuming only that p is proper over 
p (V) 0 131 SS (F) , as shown by the following example. Let X = 1R 
with coordinates (x,y) , Y = {(x,y) ; x = 0}, Z = {(x,y) ; x = y }, 
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V = Uy,n) £ T*Y ; n > O}, F = Q z . Then f 1 (F) = Q { QJ , but 

ny""1 (ss (F) ) n P"1 (v) = a. 

§5.4. Comparison of inverse images and microlocalization  

5.4.1. We come back to the situation of Proposition 2.3.5. . 

Theorem 5.4.1. : Let f : Y > X be a map from Y to X, 

F e Ob(D+(X)), and let N and M be submanifolds of Y and X 

respectively with f (N) ci. M- Let U be an open subset of T̂ Y . 

We assume : 

i) p"1 (u) 0 w"1 (SS (F)) d Y x T*X 

ii) f is non characteristic for F on U 

iii) m : p (U) (\ N x T X > TX,X is non characteristic for 
1 1 i4 M M 

C * (SS (F) ). 
T M X 

Then we have isomorphisms on U : 

(5.4.1) (nN(f~
1F) & f1 2 )| = (IRp.Tïï"1 nM(F) & 7ÏÏ

1 Z N x T * x ) I 
1U * M M 1 u 

s (IRp.ôT1 n (F) & TH! S N x T . x ) | 
M M U 

(5.4.2) (n(f !F))| = (iRp , TJJ ' |i (F ) ) I 
1N 'u * 'u 

= (URp*ZU! [i (F) ) I 

•u 

Proof 

The condition ii) implies that p (U) f) m (SS (F) ) > U is a 

proper map, hence IRp* and IRp , coïncide in (5.4.1) and (5.4.2). 

By Proposition 5.3.2. , hypothesis ii) implies that 

f 1F S f * Z& > f *F is an isomorphism on U, which gives the 
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isomorphism : 

(n (f 1 F) S f ! Z ) s u (f 1 F) 
TJ U 

Similarly, iii) implies 

m n (F) » m* Z * = 1* HM(F) 
T m X M 

Thus (5.4.1) and (5.4.2) are equivalent. 

Following Proposition 2.2.3. , we shall consider the diagram : 

Then, as we have seen in the proof of Proposition 2.2.3. , we have 

If we have a distinguished triangle : 

*\j —1 0/—1 r\j-'\ ^-1 . 
f ' 1RJX* p x (F) — > lRjy* f P x (F) > H -pr> . . . 

then supp (H) CL T
N

Y t and we obtain a distinguished triangle : 

T Y N 
SY 

N 
jY 

^Y Y 

f'j f 

T X M 
sx 

M 
jx 

"x 
px X 

-1 -1 <\j -1 'V-I £• vM(P) = s y' i' KJ X*P X (F) 

-1 -1 %-1 %-1 
vN(f V) = s y' lRjy.f l p x

1 (F) 

F'" 1 V M ( £ » — 5 — > V N f _ 1 (£> > s Y
1(H) - T T - > ... 

In order to prove Theorem 5.4.1., it is sufficient to show that a , 
the Fourier-Sato transform of a , is an isomorphism on U : 

a IRP*^ 1 UM(F) & ]RHom(f ! Z X , Hl! % x T * x ) > UN(f 1F) 
M 

By Theorem 5.1.4. this is equivalent to saying that a is an 

86 



FUNCTOR IA L PROPERTIES OF MICRO-SUPPORTS II 

isomorphism on 4>T
1
Y(U) 

N 
, where * * 

d> : T T Y 
N 

T*T Y N is defined 

in Proposition 5.1.3. . This is again equivalent to saying that X 
is an isomorphism at any point above 4>T

1
Y(u). 

N 
Now we consider the diagram : 

f Z x® £' ']RJX*PX'(F) 3 <\j i <\,— i 
f' -]RJx.px' (F) 

X e 

i a,— 1 % — 1 f Z x 0 3Rjy*f p x (F) 1RJY*£ * P x (F) 

Hence it is sufficient to show that 3 and y are isomorphisms on 
<f>T

1
Y(u) • 

N 
Now we shall take a local coordinate system ^ x

0'^ 0^ ° n X' 
(x̂  ,ŷ  ) on Y, such that M = ^ X

0 ' Y 0 ) 7 X
Q
 = 0 ) and 

N = {(x 1, Y l) ; x1 = 0}. Then Px ( t' Xo' yo ) = ( t x o ' V ' 
P Y(t,x 1 /y 1) = (tx1,y1) , and if we write f (x

1 fY-,) = (g (x
1 /Y1) / 

h(x1,y1)) and set g(tx1,y1) = t g(t,x^ ,y^), M t x ^ y ^ = k(t,x^,y^), 

then 1 is given by : 

£' : (t, X l, y i) (g(t,x1 ,y^ ) , li(t,x1 /y 1 ) ) 

We denote by (x ,y ; £ , n ) o,jro o o and (x1 ,y 1 ; ^ 1 , n 1 ) the coordinates 
on T X and T Y, respectively, and by (t,X Q /y o ; T , C 0 , n 0 ) and 
(t ,x] fy 1 ; T , ^ ,n 1 ) the coordinates on and T Y respecti­
vely. 

Let us choose p = (0,y° ; ̂ ,0) in U. We shall show that ft and 
y are isomorphisms at p = (0, 0, y° ; T°,^,0). The calculation 
for ft and y being almost similar, we shall only prove the result 
for ft. 
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If (3 is not an isomorphism at p , then by Proposition 5.3.2., 
£' is not non characteristic for SS(lRj *p (F)) at p. Hence, 
there exist a sequence { (t^x^y^) } in and a sequence 
{(t^^x^y1^; т ,d\r£)} in SS ( iRj * p (F ) ) such that : 

(5.4.3) 

,. . n n. {tn'X1'V 1T-> (0, 0, y~) 

/a. n n v (t ,x ,y ) n' o,J[o 
-̂ j—> (0, 0, f (0, y") ) 

(5.4.4) ,n ^t(tA,x-,y-)^ ^ ( t ^ y ? ) ^ n (0, 0, 

(5.4.5) < 
^ ... n nv >.n !> . n nv n (0, 0,(0, 

g„ (t'x^yj.r + h т (t' x^yj.n > 0 
n 

(5.4.6) |T I + |cn| + |nn| > -
1 n1 1̂o 1 1 o 1 n 

By (5.4.4) and (5.4.6) we get : 

(5.4.7) Un| + |nn| > -
1̂ o1 1 o 1 n 

First we shall assume t > 0. Then : 
n 

,, n n n rn nx 0„ ,̂ -1 x x 
(tn'xo'yo ; V W e SS(pX ' 

hence (tnx̂ ,ŷ  ; t ^ ) e SS (F) . 

We have : 
/̂ n , n* A- n̂ n ^ nx v .̂ o 

(df) £ ,t n ) = (g + h -n / g -5 + h .n ) > L,o 
/xso' n 'o x̂ ô x 'o7 ̂ y so y 'o' n b1 ' (tnx^,y^ ; t^) e SS; t^) 

Since f is non characteristic for SS(F) on U, |£Q | and 
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It n nI are bounded . Hence : 1 n 'o 1 

(5.4.8) In" | ~ > 0 0 

I f (^o' V S 1 > ( V o ] ' then <°'y? ' ^o^o' e 7 n 1(SS(F))OP 1(u). 
By the condition i) , nQ = 0 . Therefore : 

(5.4.9) |t nr£| n > 0 

Assume T£ / nQ • Then _ L _ ( t x£,r£) — ( 0 , n ) by 

(5.4.8), which implies : 

(5.4.10) (f(0,y°) ; ̂ q ; <nQ , ^ > ) £ C * (SS (F) ) 
TWX M 

(since | £^ | is bounded, we may assume £Q — — > ̂  ) . 

<"U o — 
By the condition iii), h (0,0,y1).n is different from zero. 

y ̂  I o 
On the other hand, condition (5.4.5) implies : 

^ . n nN rn , . £ . n n, n / v _ g (t' ,x. ,y. ) . £ / + h (t' ,x. ,y„ ) . n / > 0 ^ n' 1'yl' ^ y ^ n i Y l n' 0/| n
n| n 

Since | £ n I is bounded we obtain Pi (0,0,y?).n = 0, which is a o y.j J1 o 
contradiction. 

Now let us assume t =0. 

Since (0,x£,y£ ; T£,s£,TI£) e SS (1RJX* p~1 (F) ) , Theorem 4.3.4. 
guarantes the existence of a double sequence 
r .. n,m n,m n,m rn,m n,m.-, . .̂ -1 #_v . , , 
{ ( tn,m' xo ' V V ' V ' no ) } l n S S ( P X

 S U C h t h a t : 

(t , x n ' m , y n ' m ; Tn,m n,m n,m n n n 
n,m' o ,Jfo o , so ' 'o m n' o'Jo o'so' 'o' 

and t n m is positive. Hence one can choose a subsequence which 
satisfies (5.4.3), (5.4.5), (5.4.7) and the same reasoning gives us 
the contradiction. Q 
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Corollary 5.4.2. : Let f , Y ,X ,N ,M ,U ,F be as in Theorem 5.4.1. , 
and assume the same conditions i), ii), iii). Then if M is trans-
versal to f (i.e. : f is non characteristic for T

M
X ) R and 

N - f~1M, then : 

HN(f 1 (F)) I s iRp* JS 1 n (F) I 

Note that is this case, p is an isomorphism from Y x T X to TV. 
x M N 

Remark 5.4.3. : When f is smooth then ii) is automatically sa­
tisfied. When fI : N > M is smooth, i) and iii) are automati-

'N 
cally satisfied. 

§5.5. The functor \i horn (* , • ) 

5.5.1. Let f be a map of class C a (a ̂  2) from Y to X. We 
denote as usual by p and us the associated maps from Y x T X to 
T*Y and T X. respectively. We shall identify T X (resp. T Y) 
with T A (Xxx) (resp. T A (Yxy)) by the first projection where A A x A y X 
(resp. A Y ) is the diagonal of Xxx (resp. Yxy). We denote by A 

the graph of f in Xxy and identify T^ (X x Y) with Y x T X. Thus 
we have the maps : 

T* (Y x y) < T* (X x Y) > T* (X x x) 

We denote by (j = 1,2) the j-th projection defined on X x y . 
We shall consider the diagram : 

Y x y 
Ay 

X x y 
f 2 

X x x 

AY A f Ax 

where the square on the right-hand side is cartesian, and A is 
transversal to f2 • 
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Definition 5.5.1. : i) Let G e Ob (Db (Y) ) , F e Ob (D+ (X) ) . We set : 

-1 1 

|ihom(G — > F ) = |iA lRHom (q2 G, F) 

ii) Let G e Ob(D+(Y)), F £ Ob(Db(X)) . We set : 

-1 i 
Uhom(F — > G) = |iA 2RHom(q1 F , q̂  G) 

iii) When Y = X and f is the identity, F e Ob(D+(X)), 
G e Ob(Db(X)), we set : 

|ihom(G,F) = |ihom(G — > F) 

Remark that : 

(5.5.1) supp jihom (G — > F ) c w 1 (SS (F ) ) f| P 1 (SS (G) ) 

(5.5.2) supp |ihom(F < — G) ̂  W 1 (SS (F) ) ft P 1 (SS (G) ) 

In particular when X = Y 

(5.5.3) supp |ihom(F , G) CL SS (F) p SS (G) 

Let 7T denote the canonical projection from (X x y) to A = Y. 

Proposition 5.5.2. : We have canonical isomorphisms : 

IRTT* |ihom(G — > F ) = lRHom (G, f ' F ) 

IRTT* uhom(F < — G) = lRHom (f 1F,G) 

In particulay when Y = X , 

IRTT* jihom (G, F) = lRHom (G, F) 

Proof 
We have : 

IRTT* |iA IRHoiMqJ G, qj F ) = lRq2* lRÎ  ]RHom {q^ G, q1 F ) 
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= ]Rq2* lRHom( (q2
1 G) A,IRR A (q̂  F) ) 

= IRHom (G, f ! F) 

Similarly : 

IRir* n A lRHom(q1
 1 F, qj; G) = lRq2* ]RHom ( 1 F ) A , 1RT A (q^G) ) 

= lRHom(lRq2! ( (g 1 F) A), G) 

= IRHom (f 1 F, G) . 

Proposition 5.5.3. : Let Y be a closed submanifold of X. Then : 

unom^, F) = uy(F) . 

Proof 
Let f be the injection Y > X. We have : 

HA 2RHpm(q2
1AY , F) = uA iRf 2* f ̂  q1 F y X 

s ]ROJ* HA f'2 q' F 

= UA (q<J F ) 
F —> F(xxz) 

by applying Propositions 2.3.4. and 2.3.5. . 

i 
5.5.2. We shall compare the functors |ihom(G,F), |ihom(G, f* F) , 

-i 
ithom(f F, G), etc ... 
Proposition 5.5.4. : In the situation of Definition 5.5.1. we  
assume f is proper on supp G . Then : 

a) nhorn (IRf , G,F) = IRuJ* jihom (G — > F) 

b) )ihom (F, IRf ̂G) = iRôô̂  nhom(F < — G) 
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Proof 
a) nhom(lRf ,G,F) = n A IRHom (q2

1 IRf , G, q \ F) 

= n A IRHom (IRf 2 . -' q1 -' 
-i i 

= n A IRf 2* lRHom(q2 G , q̂  F ) 
X 

It remains to apply Proposition 2.3.4.. 

b) |ihom(F, IRf* G) = n A IRHom (g ̂  F, q 2 IRf* G) 
X 

= n A IRHom (q1
 1 F , IRf^q^ G) 

X 
= n A IRf 2* IRHom (q1

 1 F, q 2 G) 

and we apply Proposition 2.3.4. . 

Proposition 5.5.5. : In the situation of Definition 5.5.1., we 
assume that f is non characteristic for F on UOSS(G) , where U 

* 
is an open subset of T Y. Then we have : 

i . . nhom(G, f * F) = lRp*|ihom(G — > F) 
'U 'U 

^hom(f 1F, G) I = IRp* nhom (F < — G) I 
'U 'U 

Proof 
Since f̂* IRHom (q2 G, q,j F) = IRHom (q2 G, q̂* f* F) and is non 
characteristic on U, we can apply Theorem 5.4.1. to obtain 

]Rp*HA IRHom (q2
1 G ,qj F) = uA IRHom (q2̂  G, q* f! F) 

This shows the first isomorphism. In order to prove the second one, 
-1 1 

we apply the same theorem to IRHom (q̂  F, q 2 G) . 

Corollary 5.5.6. : In the situation of Definition 5.5.1. assume : 

i) f is smooth 
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i i) f is proper on supp(G) 

Then we have natural isomorphisms on T X : 

a) p, hom(lRf ,G,F) = 1RGT* p 1 u hom(G,f!F) 

= IRïïJ* \i hom(G — > F ) 

b) ji hom(F, lRf*G) = IRÏÏJ* p 1 u hom(f 1F,G) 

= IRïïT* |i horn (F < — G) 

Corollary 5.5.7. : In the situation of Definition 5.5.1., assume : 

(i) f is an embedding 

(ii) f is non characteristic for F on U f) SS (G) where U 

is an open subset of T Y. 

Then we have natural isomorphisms : 

i 
a) nhom(G, f *F) 

!U 

= IRp̂ iïï 1 jihom (IRf ,G,F) I 
'U 

b) lihom (f 1F,G) I 
' U 

= iRp̂ Tïï 1 |ihom(F, IRf*G) I 
'U 

5.5. 3. We shall calculate the stalk of |ihom(F,G). 

Proposition 5.5.8. : Assume X is a vector space. Let 

F £ Ob(Db(X)), G £ Ob(D+(X)), and let ( 0̂̂ Q) £ T*X. Then : 

HJ lihom (F,G) , ~ . = lim. H j 1RT (U ; IRHom {fy^ 1R(}) * FrT, G) ) 
( X o ' V U,G G G -U -

where U runs over the family of open neighborhoods of X q , and G 

runs over the family of closed convex proper cones such that : 

(5.5.4) G C(y £ X ; <Y,ÇQ> < 0} (J {0} 

Here <J) denotes the continuous map X > X^. 
G 
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Proof 
Let G be a closed proper convex cone of X. Set : 

(5.5.5) Zn = {(x,x') e X x x ; x 1 - x e G} 
G 

Then : 

U1 |ihom(F,G) , ,r , = limH 3 IRr (U x v, lRHom(q~1F, qj G) ) 
U o ' V U\v7& ZG 2 - 1 -

where U and V run over the family of open neighborhoods of X Q 

and G runs over the family of cones satisfying (5.5.4). 

Then we have : 

lRr Z G (UxV, lRHom(g2
1 F, qj G) ) = IRf (px V, lRHom ( (q̂ 1 F)7tQ, qj G) 

= IRF (Ur3RHom(3Rq1v, (<iV-^Z ' ) 

G 
where denotes the projection X xv > X. Hence it remains 
to prove that for a relatively compact open subset V of X, we 
have : 

(5.5.6) l R q 1 v , (q^ 1 F ) z = ^ *<J>G* 
G 

Let K be a compact convex subset of X. Then : 

LRR(K,(J)"1 LR(J) * F ) = 3RR((K+G)NV ; F) 

= mT (q2 (Kxv) 0 Z Q; F) 

= IRR ( (K x V) 0 Z G; q 2
1F) 

= IRT (K x V / (q"1F)7 ) 
2 " ZG 

= ]RR(K/lRqi-*(q2
1 F ) z ) 

G 
Moreover we have similar formulas with V replaced by 8V. Then 
(5.5.6) follows by considering the distinguished triangles : 
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£ v > F_ > F 9 V — n - > . . . 
and 

JRqlv,<-) > 3Rql7*(-) > ]Rq 1 3 v*(-)- T r-> ... 

Corollary 5.5.9. : Let K be a closed convex subset of X, and 
let F e Ob(D+(X)). Let (x ) e SS (A ) . Then : 

o o —K 
uhom(A K ;F) ( X o, ? o ) = lim> * r ( K + G a ) n u ( U ? p, 

where U runs over the family of open neighborhoods of X q , G over  
the family of closed proper convex cones satisfying (5.5.4) and 
G a = -G . 

Proof 
We may assume £ Q f 0 . Then : 

K c(x ; <X-X Q, 5Q> >, 0} 

Let G be a closed convex proper cone satisfying (5.5.4). We may 
find an open neighborhood U of X q such that : 

K 0 U = K 0 (U + G) . 
Then : 

]R<)>G*-K NU* \ v * ^G^K'lu • 

Finally we remark that K being convex and compact : 

(5.5.7) (J)~1 1R<J>G* A R = A R + Ga . 

This completes the proof. [] 
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§5.6. Cohomologically constructible sheaves 
5.6.1 . First recall the following about ind-objectsand pro-objects. 
Let C be a category {X,, f, } an inductive system, i.e. : 

A A , |i f, : X > X, , |i X X. 
X , |i (i A 
Then "lim>" X̂  = X iff : 

1) ] f, : X, > X s.t. f,*f, = f |i X X 
J X X X X | i | i ^ N 

2) '] X and g : X > X, s.t. f. o g = Idv 
O A A A 

n n X g vr 

Id\ fA0 

X 

and VX 3 M. > A, XQ s.t. 

sd d X 

g 

XA0 
M- / A 

X 

f , 

e.g. : assume C additive 
then "liir̂  " Xx = 0 iff VX 3 ̂  >/ A s-1- = °" 
The similar remark holds for "̂Lim " by reversing the arrows. 

5.6.2. In order to compare the functors iRHom (• , •) and • If • we 
introduce: 
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Definition 5. 6.1 . : For F £ Ob(Db(X)) we say that F is cohomo- 
logically constructible if the following conditions are satisfied. 

i) For any x e X , "lim" IRr (U ; F ) j s represented by a perfect 
U9x 

complex (i.e. : a bounded complex of projective A-modules of finite  
rank). 

ii) For any x £ X , "lim" IRT (U ; F) is represented by a 
UlTx c 

perfect complex. 

Here U ranges over a system of neighborhoods of x . 

This definition is slightly different from that of Verdier [1] 

The following proposition is immediate. 

Proposition 5.6.2. : i) If F £ Ob(Db(X)) is cohomologically  
constructible, then IRHom(F, A^ ) is also cohomologically construc­
tible , F I > IRHom (IRHom (F , A^) , A^) is an isomorphism, 

and SS (IRHoni (F, A x) ) = SS(F)a. 

ii) If F £ Ob(Db(X)) is cohomologically constructible, then  
for G £ Ob(D+(Y)) we have : 

IRHom (q^1 F, q^G) = q~1 IRHom (F ,A) S q~1G 

where q̂  is the j-th projection from Xxy r (j = 1,2). 

Proposition 5.6.3. : Let F £ Ob(Db(X)), G £ Ob(D+(X)). 
If F is cohomologically constructible, then : 

IRTT, (ihom(F,G) = IRHom (F, A ) S G 

Proof 
Let j : X ̂  > X x X be the diagonal inclusion and q_. the j-th 

98 



FUNCTORIAL PROPERTIES OF MICRO-SUPPORTS II 

projection from X*X (j =1,2). Then we have by Proposition 2.3.2. : 

IRTT |ihom(F,G) = j" 1 IRHom(q~1F, qj G_) ft j ! ?Z_xxX 

On the other hand we have : 

j"1 IRHom (q^1 F.qj G) = j" 1 (q~1 IRHom(F,AX> S pj G) 

= lRHom(F,Ax) ft G & ^Hom ( j ! Z x x x , 2 X) 

Corollary 5.6.4. : Assume F is cohomologically constructible. 
Then the morphism IRHom (F,A^) & G > IRHom ( F , G ) is an isomorphism 
on T*X \ (SS (F)a + SS(G)). 

Proof 
Let us denote by TT the projection from T X to X. We have a dis­
tinguished diagram : 

IRTT , jihom (F,G) > IRTT̂ . jihom (F,G) > IRTT* (ihom (F,G) I * — > ... 
!T X + 1 

Since SS (|ihom (F,G) ) is contained into C * (SS (G) , SS (F) ) by 
Theorem 5.2.1. the result follows from Proposition 5.1.2. and 
Corollary 1.2.4. . 

Corollary 5.6.5. : lf_ F is cohomologically constructible and 
SS (F)af) SS (G) a T*X , then : — x 

IRHom (F,A ) I G = IRHom (F,G) . 

§5.7. Micro-support and support of the microlocalization 

5.7.1. Let X be a manifold of class C , a >, 2, Y a submanifold. 
In general the inclusion supp(nY(F)) C. SS (F) f) T yX is strict. 
However : 
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Theorem 5.7.1, : Let Y be a submanifold of X and let 
F £ Ob (D+ (X) ) . Then : 

T*X ft SS(F) = supp((iY(F)) U (SS (F |X \ Y) ft T*X) 

Proof 
We may assume X and Y affine. Let (Xq;E,q) £ T̂ .X with 
(xQ;C0) t supp(uY(F)) and (x

0/^0) 4 SS (F) | X \ Y. We shall prove that 

(xo;CQ) 4 SS (F). There exists a neighborhood U of X q and a 
closed convex proper cone G with non empty interior such that : 

i) <£ ,G \(0}> < 0 
o 

ii) x £ U \Y , <£, G\(0>> < 0 = > (x;£) 4 SS (F) 

iii) x e U0Y, <£, G\(0)> < 0 = > (x;£) 4 supp(ny(F)) 

Let H be the half-space : 

H = {x ; <x-xQ, ?q> < -a} 

with a > 0 , a << 1 . 
Take x̂  £ U , |x^-XQ| << 1 , and set : 

n = x1 + Int(G) 

tt2 = {x £ ft ; (x+G) f) Y = $} 

To prove that (x
0'^o' ^ o e s n o t belong to SS (F) we shall show : 

m I ^ \ H ( " i ; V = 0 

Let ft be a G-open set, with ft^ ft H C ^ C ^ 2 * T n e n 

JRrfi (ft ; F) = 0 since (lR(j>G* lRrx y R (F) ) | ft2 = 0 . Now recall 
(Proposition 2.3.2.) that : 
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H J ( ( ^ N Y ) xint G° a ; HV(F)) = lim. hUv;F) 
1 Y " vTz 

where V is open, Z is closed in V, and : 

V D Q 0 Y 
Cy(Z) C (Ga+Y)/Y (in TyX) 

Let G be a closed proper convex cone contained into Int GUÍO), 
such that assertion i), ii) and iii) are still satisfied with G 
instead of G. We may ask Z O (V f) {Y + G ) ) , and thus we may 
assume : 

(fi2 U H Y) ) c ̂ 1 / V G-open 

(Z + G a) O V = Z 

that is V \ Z is G-open . 

Then : 

HV\Z \ H ( V V Z ; *] = 0 V5 ' 
lim (V ; F) = 0 vj , 
V,Z 

and since t\(\V=RC\(V\Z) : 

lim> H v \ H
( V ; -) = 0 V j ' 

and it remains to remark that ii) implies : 

K r
ß l \ v ( a i 'V = 0 

for any G-open set V such that fi Y) [j 2 CL V (2 ̂  . 

This proves one of the inclusion of the theorem, and the other one 
is proved in Theorem 5.2.1. . Q 
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5.7.2. Remark : One could have expected to have T yX (\ SS (F) = 
supp(dy(E^' kut the following example shows that such a result is 
false in general. 

Take X = 1R with coordinates (x,y) , Y = { (x,y) ; x = 0} , 
Z - { (x,y) ; x > 0, -x < y ̂  x), F = . 

— —Li 
Then |iy(F) = 0 , but : 

SS (F) 0 TT"1 ({0} ) = { (?,n) ; £+n >/ O, £-n >, O) . 

At the same time this shows that we cannot replace in the statement 
of Theorem 5.2.1. i) the inclusion by an equality. 
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§6.1. The category D+(X;^) 

6.1.1. We shall use the same terminology for localization of 
categories as Hartshorne [j , §3]. 

In particular, for a multiplicative system S of a category C, 
the localization C^ is defined as follows : 

Ob(Cs) = Ob(C) 
for X,Y e Ob(C), Homc (X,Y) = { ( f ^ X ^ ; s e Hom^X^X)}, 

s belongs to S, f e Homc(X1,Y)} / ̂  where (f,s,X<|)^ (f',sI,X1') 
if there exists a commutative diagram with ss1 = s's' e S : 

X2-
s1. g nj 

X1 f Y f ' 
X1 

s S' 

X 

Now let C be a triangulated category and N a collection of 
objects of C. We call N a null system if it satisfies the follo­
wing axioms (N̂  ) - (N̂ ) . 

(N ) 0 e N 

(N2) X e N if and only if X [lJ e N 

(N3) Let X > X' > X" -pp> ... be a distinguished triangle. 
If X', X e N then X" e N. 
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Let S be a collection of arrows f : X1 > X which is embedded 
into a distinguished triangle : 

X' > X > X" —pj > ... 

with X" e N . Then S is a multiplicative system and we can define 
Cg, which we shall denote by C^. The following lemma is immediate. 

Lemma 6.1.1. : C N has a structure of triangulated category and  
the natural transformation Q : C > is a morphism of triangu­
lated categories which satisfies : 

i) Q(X) = 0 for any X £ N 
i : L) any functor F : C > D of triangulated categories such 

that F(X) = 0 for any X £ N factors uniquely through Q . 

6.1 .2. Now let X be a real manifold, and let ft be a subset of 
T X . Let N(ft) be the collection of objects F of D (X) such 
that SS (F) H ft = 0. We write D+(X;ft) for D +(X) N ( f i ). For 

* + -j. p £ T X we write D (X; p) instead of D (X; (pi) (cf. Brynlinski 
£2j for a similar construction in the framework of CC-constructi-
ble sheaves, when ft = T X). In §5.5. we defined the functor 
lihom (F ,G) from Db(X)° * D+(X) to D + (T*X) . We know by Theorem 
5.2.1. and Proposition 4.2.2. that if F £ N(ft) or G £ N(ft) then 
|ihom(F,G)| = 0. Thus |ihom(F,G)| can be considered as a functor 

'ft l Q 

from D (X ; ft)° x D
+(X ; ft) to D+(ft). 

Now we have (Proposition 5.5.2) : 

H°(T*X ; lihom (F,G) ) = Horn (F,G) 
D (X) 

Thus we obtain an homomorphism : 

Horn (F,G) > H°(ft, lihom (F,G)) 
D (X;ft) 
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In general this morphism is not an isomorphism, but we have : 

Proposition 6.1.2. : For any p z T X , the natural morphism : 

Horn (F,G) > H° (|ihom (F,G) ) 
D ( X ; p ) P 

is an isomorphism. 

Proof 
If p z T X, there is nothing to prove. Now assume X is a vector 
space and p = (x

0'^0) £ T X. We keep the notations of Proposition 
5.5.8. . Then : 

H° uhom(F,G) = liiri H° (1RT (V/IRHom {<p~^lR(p . F ,G) ) ) " ~ P V7G> G G* —V — 

Now Proposition 3.2.2. implies : 

Cm*G*^V > ^ 
is an isomorphism in D+(X ; p). 

This proves the injectivity of the morphism in Proposition 6.1.2. . 
In fact let u z Horn (£,G) which vanishes in H° (|ihom (F,G) ) . 

Then there exist V, G such that the composite : 

*G 1 m*G*^V 5 | v 

vanishes. 

The surjectivity is similarly proven. (J 

§6.2. Study of sheaves in a neighborhood of an involutive manifold 

6.2.1. Let X be a manifold of class C , a ^ 2 , Y a submanifold, 
and denote by j : Y ̂  > X the embedding of Y in X . 
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Proposition 6.2.1. : Let p e T̂ x and let F e Ob (D (X)). Assume 
SS (F) (Z. TT ̂  (Y) in a neighborhood of p. Then there exists 
G e Ob (D + (Y) ) such that F = 1Rj * G in D + (X ; p) . 

Proof 
If p belongs to T X there is nothing to prove. Assume p e T X. 

X Y 

By induction on the codimension of Y in X we may assume Y is 
a hypersurface. Let {f = o} be an equation of Y, with X Q e Y, 
p = df(xQ). Set ft1 = (x ; f(x) $ 0} , and let i (resp. i 1) be the 
injection ft" <= > X (resp. ft+ <=• > X). Applying Theorem 4.3.4. 
we find p ̂ lRi* i 1 F . Hence ^ r {f >0} (F) s F in D + (X ; p) , and we 
may assume from the beginning that supp (F) <z {f >y 0 ) . Since 
F^+ = lRiji'"1(F), we find again by Theorem 4.3.4. that p 4 SS(F^+). 
Thus F is isomorphic to F y in D+(X,p). Finally we remark that 
Z Y

 £ (Fy). • 

Proposition 6.2.2. : Let Y be a submanifold of X , p e T yX , 
F e Ob(D (X)) and assume SS (F) d T yX in a neighborhood of p. 
Then there exists a complex M of A-modules such that F is 

• + 
isomorphic to M y in D (X ; p). 

Proof 
By Proposition 6.2.1. , F = IRĵ G in D +(X; p). 

Hence Proposition 4.1.1. b) implies SS (G) T yY , and we can apply 
Proposition 4.1.2. . [] 

6.2.2. Now let f : Y > X be a smooth map of manifolds of class 
C A (a >y 2) . We identify Y x T*X to a submanifold of T*Y. 

X 

* + 
Proposition 6.2.3. : Let p e Y X T X and let G e Ob(D (Y)). 

x _ 
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* 
Assume SS(G) is contained in Y X T X in a neighborhood of p. _ x -
Then there exists F e Ob (D+ (X) ) such that G = f ~1 (F) in D + (Y ; p) . 

Proof 

We may assume Y = lRn, X = lRn ^ , f denoting the projection 

(x1 fx') i > (x'), and p = (0 ; £ Q) , with Ç q = (0, Ç Q). If £ q = 0 

the result has already been proved (Proposition 4.1.2.), thus we 

assume £ q ^ 0. 

Let G be a closed convex proper cone such that G° a is a neigh­

borhood of £° and that (U x G°a) f) SS (F) is contained in Y x T*X 
X 

for a neighborhood U of 0. 

Let cf> be the natural map from Y to Y^ and let H be the half 
G 

space (x ; <X,£ q> > -e}. Then F 1 = <J) 1R(J)* (FR) is isomorphic to 

F in D+(Y,*p) by Proposition 3.2.2. . 

Now SS(F„) H (Uxc 0 c i) is contained in Y x T*X since 

( (Y x T*x) + N* (H)a) C Y x T * X and ( (SS (F ) \ (U x G°a) ) + N* (H)a) f| 
X X 

(U x {£Q}) = 0 . If we choose e and G° a small enough we get by 

Propositions 3.2.2. and 4.2.3. that SS (F 1 ) is contained in Y x T X. 
~ X 

It remains to apply Proposition 4.1.2. . [] 

§6.3. Contact transformations 

In this section we shall assume for the sake of simplicity that A 

is commutative and wg&d(A) is finite. 

6.3.1. Let X and Y be two manifolds of class C a (a ^ 2 ) . We 

denote by q_. the j-th projection from X x y , and by p.. the 

j-th projection from T* (Xx y) = T*X x T*Y. We set Pj = Pj ° a ' 

where a is the anti-podal map. If Z is a third manifold, we also 

use the notation q. . to denote the (i,j)-th projection. For 1 / J 
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example ^ is the projection from X x Y x Z to X x z. 

Proposition 6.3.1. : Let ^ x be an open conic subset of T X, 
K £ Ob (Db(X x Y)). Assume : 

(6.3.1) The projection : SS (K) f) p a _ 1 (̂ x) > ̂ x is proper. 

Then we have : 

a) For G £ Ob(D+(Y)), set : 

F1 = lRq1 , IRHom (K, q 2
1G) 

F 2 - iRq^ IRHom (K, q 2
1G) 

Then F̂  > F 2 is an isomorphism in D+(X ; 0,^) , and : 

ss (̂  ) n « x e p a (ss (K) o P 2
1 (SS (G) ) ) 

b) If furthermore K is cohomologically constructible, then 
we have the isomorphisms in D+(X ; 0, ) : _ — - i x 

F1 = !Rqi , (IRHom (K, A ^ ) ft q^G) 

= IRq^ (IRHom (K, A x x y ) ft q^G) 

Proof 
First we shall show : 

(6.3.2) 
(SS (K)a + T*X x SS (G) ) 0 P-,1 № x ) = (SS(K)a+TxXxSS(G))OP1

 1 № X> 

(SS (K) a + T*X x SS (G) ) 0 P 1
 1 № x ) = 0 

In fact if we choose coordinate systems on X and Y , and if 
(x,y ; £,n) are the coordinates on T (Xxy) , then : 

(x,y;£,n) £ (SS (K)a + T*X x SS (G) ) 0 p / (̂ x) 
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iff there exist sequences {(x ,y {£ ,n )} in S S ( K ) A and 
{(y^, n^)) in SS(G) such that (xn*Yn) — > (x,y), y^ — > y, 
C n — > nn+n^ -jr> TI, i^ nMy n-y nl "ir>0

 • B y t h e assumption 
(6.3.1), |nn| is bounded, and thus |n^| is bounded, which proves 
(6.3.2). 

Now we can apply Theorem 4.4.2. to IRHom(K, q̂  G) which proves a), 
and b) follows from Corollary 5.6.4. and Theorem 4.4.2. . [] 

Remark 6.3.2. : By replacing IRHom (K, • ) with K_ 6 • , 

IRHom (K, A ) & • with IRHom (IRHom (K, A v v ) , * ) , and p a with p., 
X x x —A, Y I I 

we have a similar result, that we do not repeat. 
Now let ^ x and fty be two conic open subsets of T X and T Y 
respectively, and let K e Ob(Db(X*Y)). 

Consider the conditions : 

(6.3.3) (X,Y) 
p a 1 (ftx) fi SS (K) a. p 2

1 (fty) 

p a 1 («x) H SS (K) is proper over ^ x 

and let $ K be the functor from D+(Y) to D + (X) given by : 

G I > lRq^ IRHom (K, q2G) 

Then if K satisfies (6.3.3) ( X Y ) ' $K S E N D S N^ Y* i n t ° N ( f ix*' 
so that by taking the quotient we may associate to $ a well defi-
ned functor, that we still denote $ R , from D+(Y ; fty) to 
D+(X ; nx) : 

$ K : D+(Y ; fty) > D+(X ; ft^) 

Remark that $ K depends only on the image of K in Db(X * y ; 

fta x T*Y), that is if K1 = K in Db(X x y . ^ x T*Y) then 
x 

$ = $ K 1 K • 
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Similarly, let L e Ob(D (Xx Y)) satisfying the following condition: 

(6.3.4) (X,Y) 
P 2

1 (ny) 0 ss(L) c P a 1 № x ) 

P 2 ^ S S —̂̂  P r o P e r o v e r 

Then we define the functor \p : 
Li 

ip L : D (X ; tix) > D (Y ; fty) 

by setting, for F z Ob(D (X)) : 

iPL(F) = lRq2, (L S F) 

Now let Z be another manifold, and Q a conic open set in T Z. 
Li 

Consider the diagram : 

X x y x x 
ql2 q 1 3 ^23 

X x y X x z Y x z 
91 

q2 q1 <32 
^2 

X Y Z 

Let K e Ob(Db(X x y) ) , K 2 e Ob (Db (Y x z)). 

Proposition 6.3.3. : Assume K satisfies (6.3.3) tx, . and K 0  

satisfies (6.3.3)/v . Set : 

K 3 = ]Rq l 3 I(q 1jK l ft q 2
1
3 K 2) or ^ 3* ̂  ^ * <J2 3^2 > 

Then K~ satisfies (6.3.3) , 7 x , and : 

-1 -2 ^3 

similarly if we replace condition (6.3.3) by condition (6.3.4), we  
find that K satisfies (6.3.4). . and : 
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K 2 5 1 K 3 

Proof 

The proof that satisfies (6.3.3) is a direct application of 

the preceding results. 

Now let F e Ob(D+(Z)) 

$ R o $ R (F) = lRq^ IRHom (K1 , q' ÌRq^ IRHom (K̂  , qj,F) ) 

i t 
= lRq1 * IRHom (K1 , lRq1 2 * q 2 3 IRHom (K2 , q̂ F ) ) 

= lRq1 * lRq1 2*IRHom (q1 2K 1 , IRHom 3*̂2 ' q23 q 2 - * ) 

= lRq2* lRqi 3* IRHom (q1 2 ^ & ^23 -2 ' ql3 q 2 - } ) 

= lRq2* IRHom ( (lRq13, \ K1 &
 c3 23-2

) ' q2 - ) ) 

Remark that : 

m q 1 3 ! (q12^1 ^ q23 V ^ 1 3 * ^ 2 * 1 6 *~23 *2> 

gives an isomorphism in Db(X x Z ; Q a x Q ) . 
X z 

The proof for \p is similar. 
^3 

Theorem 6.3.4. : Let A be a closed Lagrangean manifold in 

fta x fty , and let K belong to Ob(D b(X xY)). Assume : 

(6.3.5) 
grfhzerj 

^ x and P 2

 : A > fìY 

are diffeomorphisms 

(6.3.6) p a 1 (ftx) f) SS(K) C A and p 2

1 (fìy) ft SS(K) <S A 

(6.3.7) K is cohomologically constructible 

(6.3.8) A. — - — > M,hom(K,K)| 
'A 
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Then $K and are quasi-inverse to each other and give an 
equivalence of categories between D+(X ; 0, ) and D+(Y ; 

Proof 
We set : 

(6.3.9) DK = IRHom (K, Axxx) 

Applying Proposition 5.6.2. and 6.3.1. we find that DK satisfies 
condition (6.3.3), . and : \ * t x ) 

D̂K S ̂ K 1 D+(X ; V > D+(Y ; V ' 

Let us keep the notations of Proposition 6.3.3. with Z = X , and 
let : 

— - ^ 3 D* S Q12 * 

and 
M = !Pq13̂ N 

Then we have : 
- ^3 D* S Q12 * 

Note that : 

- S Se? MOM(Q23 K/ ql 2 K) IN D+(XXYXX' ̂ XXT*YXT*X (;T*XXT*YX^X) 

by Corollary 5.6.4. . 

Hence M is isomorphic to M 1 = ]JRq̂  ̂  IRHom (q̂  ̂  K, q"2 K) in 
D+(X x x ; x T*X (J T*X X q^) by Theorem 4.4.2. . 

A X 
Consider the diagram : 
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A x A X,, Y 
(X x Y) x (Y x x) 

V AY 

s1 j \ 2 

X x y x x 

X x Y 
q 1 2 Y x X 

q 1 3 

V X x y 

Applying Proposition 2.3.4. we get : 

li (M1 ) = ÌRq H (N') 
X X 

where q1 is the natural map from T* CXxyxx) to T* (xxx). 
X X 

On the other hand we have : 

j !lRHom(s2

1K, ŝ K) = IR Hom(q23K/q|2K) 

Applying Theorem 5.4.1. we find that 
X 

is the direct image 

of ŷ  x A (IRTIom(s2

1K,s2K) ) = yhom(K,K). 
X Y 

Thus we obtain 

A 
~ f t a 

CXxyxx df d If we denote by i the canonical map 

vr M 1, then V 1 1 is an isomorphism on . Since 

SS(M') f) (fta x T X) C. T A (Xxx) X A x 

, i is an isomorphism in 

D+(X x X ; fta x T*X) . X This shows M M A. = d from 

D+(X ; fìx) to D+(X ; ft^ . 

The proof for o o OK is similar . 

6.3.2. We can now "extend" contact transformations to sheaves. 

Theorem 6.3.5. : Let ftx and fty be two conic open sets in T X 

and T Y respectively, <j> a contact transformation from ft to ft . 
— y X 

For each z fty there exists a conic open neighborhood fty of 
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X
Y ' a n d - e Ob(Db(Xxy)) such that K satisfies the conditions 
(6.3.1) ̂ x ^ 9R (J)(^y)a x fty ' and $ K induces an equivalence of 
categories between D+(Y ; ft^) and D+(X ; <j> (ft£)) for all conic  
open set fty C ̂ y* 

Proof 
It is well-known that (j) may be locally obtained as the composite 
c}) 1 o $2 °f two contact transformations such that if is the 
Lagrangean manifold associated to the graph of (f̂  , then is 
the conormal bundle to a hypersurface (i = 1,2). Applying Proposi­
tion 6.3.3. we may assume from the beginning that A , the image of 
the graph of by the anti-podal map on T X , is the conormal 
bundle to a hypersurface S of Xxy. 

By replacing X and Y with small balls, we take A g as K . 
Then all the conditions in Theorem 6.3.4. are satisfied . Q 

Remark 6.3.6. : The extention $ of (J) to the category 
D+(Y ; ft ) is essentially unique. In fact assume § is the identity 
on a connected open set ft CL T X. Then we find a bounded complex of 

x 
projective A-modules M such that = <i> • Let be the func-

K M. M 
tor on D (X) defined by : 

4>M(F) = Horn (M, F) 

Then $ M = , and ^ is an equivalence of categories from 
D+(X ; ft ) onto itself. 

Let us denote by Db({pt}) the derived category of the category of 
bounded complexes of A-modules, and let us denote by <1>M the func­
tor Horn(M, *) from D ({p }) to itself. We shall prove that 
is an equivalence of categories. For that purpose choose a submani-
fold S of X and A e ft such that A e T*X. Set A = T*X , and 

X b o 
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consider the full subcategory Db(X ; X) consisting of objects F 
of D b(X; A) with SS (F) C. A . Consider the functor ipg from 
Db({pt}) to D b(X; X) which associates the sheaf N g to the A-mo­
dule N. By Proposition 6.2.2. , this functor is an equivalence of 
categories. Since ijî  = ° ̂ S and induces an equicalence 

b ^ of categories from (X ; X) onto itself, we find that (j) is an 
equivalence of categories. 

Definition 6.3.7. : In the situation of Theorem 6.3.5. we say that 
$T_ is an extended contact transformation above (J) . K 

Remark 6.3.8. : Since $ is essentially unique, we do not use 
K 

the terminology "quantized contact transformation" in this context. 
In Chapter 11, when $ is a complex contact transformation (X and 
Y are then complex manifolds), we shall construct (non unique) iso­
morphisms from $ ( ) to (y (in D+(X ; A )) , and we keep the 

K Y X X 
term of "quantization" to the choice of such an isomorphism. 

6.3.3. We shall study the action of extended contact transformations 
on microlocalization. 

Theorem 6.3.9. : Let ft^ and fiy be two conic open sets of T X 
and T Y respectively, A a Lagrangean manifold in * fty . Let 
K belong to Ob(Db(Xxy)). We make the assumptions (6.3.5), (6.3.6), 
(6.3.7) and (6.3.8) of Theorem 6.3.4. . Then for F e Ob(Db(X)) 
and G £ Ob(D+(Y)) we have : 

(6.3.10) (j)H,yhom(ijJK(F) , G) * yhom(F, $R(G)) 

Here <J> is the contact transformation pf 0 (Po* I ) from 9. to ft . 
1 2 | A Y X 
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Proof 

Consider the diagram : 

A x x Y -> X x X x Y 
j -> X x X x y x Y 

q 1 2 ^23 

AX X x x X x y 

*1 ^2 

X x' Y 

yhom(F, $K(G)) = uA ffiHom(q1

1F , $R(G)) 
— X — 

= u A IRHom (q^F, J*ql2* ^Homfq^K, q*G) ) 
X 

= y A i£q 1 2* iRHom(q1

1F & q23*<, q^Ç) 
X 

= JRp^ ^ A X Y^Hom(q 1

1F 6 q^K, q^G) 
X 

Here we have denoted by q i or q the i-th or the (i,j)-th 

projection from X x x x Y, or X x x, or X x y, and by p1 the 

natural projection from T. v V(X x x x y) to T A (X x x) and we have 
A x x Y A X 

applied Proposition 2.3.4. . 

By the hypotheses on K, the diagonal embedding j from X x x x y 

into X x x x y x y is non characteristic on T*X x ft x T*Y for 
x 

the sheaf : 

E g^j ]RHpm(q1

1F I q^K, q*G) 

(here we kept the notation q^ , or q̂ .. to denote the projections 

from X x x x y x y ) . Moreover : 

j!E = lRHom(ql

1F & q^K, q^G) 

Thus by applying Corollary 5.4.2. we get that ]ihom(F, $ (G) ) I is 
~ - ~ 'ft 
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the direct image of 
J J AX X AY ( E )|^xn xxfl^ f i Y 

by the projection from 

T* x A (Xxxxyxy) tc T* (XXX) 
X 

. Similarly, we find that 

Uhom(i|JK(F) ,G) 
rd 

is the direct image of -^3D*SQ12* . Then it is 

enough to remark that supp fìXXVfiYXfiY 
fìXXVfiYXfiY 

is contained 

in A . 

Corollary 6.3.10. : Under the hypotheses of Theorem 6.3.9. let 

A e A , X x = p
a(A), A y = p 2(X). Then : 

Horn (F, $ (G))=Hom (*„(F),G) 
D (X;XX) - D (Y ; Ay) -

That its. K and are adjoint one to each other. 

Proof 

Apply Theorems 6.3.9. and 6.1.2. . 

Corollary 6.3.11. : In the situation of Theorem 6.3.4., let 

G £ Ob(D+(Y)) and G' £ Ob(Db(Y)). Then we have a natural isomor­ 

phism of sheaves on : 

<^yhom(G' ,G) * uhom($K(G'),$R(G)) 

Similarly for F £ Ob(D (X)) and F' £ Ob(D+(X)), we have a natural  

isomorphism of sheaves on fty : 

Uhom(ij/K(F) , (F • ) ) - <j> 1 yhom(F,F') 

Proof 

Apply Theorem 6.3.4. and 6.3.9. . 

Remark 6.3.12. : We may generalize Theorem 6.3.5. by considering 
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the following geometrical situation, already studied by 
V. Guillemin and S. Sternberg |j ] in the framework of Fourier 
distributions. 

Let A be a Lagrangean manifold in T (X * Y) , A e A , and assume 
p a is an immersion on A at A (thus is a submersion). Let 
V be the involutive manifold of T X, the image of A f) U by p 1, 
where U is a sufficiently small neighborhood of A . We introduce 
D*(X; A ) the full subcategory of D+(X ; A ) consisting of those 
F e Ob(D+(X; X )) such that SS (F) o V. 

Then one can find K e Ob(Db(X x y)) satisfying (6.3.3), . such — (X,i) 
that : 

$ K = D+(Y ; Ay) > D+(X ; Xx) 

is an equivalence of categories. 

For the proof, assume first V regular involutive. By performing 
a contact transformation on T X (and applying Theorem 6.3.5.) , 
we may assume X = X1 x z, V = TX' XT„Z , A = A1 x T Z , where 
A1 is a Lagrangean manifold in T X 1 x T Y. Let A , be the image 
of A v in T*X'. Then D_+

7(X; A__) « D+(X' ; X v l) by Proposition 
6.2.3. , and the result follows from Theorem 6.3.5. applied to 
A'C T*(X' x y) . 

In the general case we use the "trick of the dummy variable". Let 
t be a coordinate on 1R . Replacing A by A x T (]Rx]R), we find 

that <i> is an equivalence of categories from D+(Y x IR - {X (o ,dt) )) K Y 
to D + * (X x ]R ; (A , (0 ,dt) )) thus an equivalence of categories from 

D + . (YxlR; ( A , (0,dt))) to D + (Xx ]R; (A , (0,dt))). But 
YxT*0}lR Vx T { 0 }]R 
those two categories are respectively equivalent to D+(Y ; Ay) and 
D^(X; A ) by Proposition 6.2.1. . 
V X 
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§6.4. Involutivity of the micro-support 

6.4.1. Using contact transformations we are now able to prove the 
involutivity of micro-supports. 

Theorem 6.4.1. : Let X be a manifold of class C a, a >y 2 and 
let F e Ob(D+(X)). Then SS (F) is involutive. More precisely, 

1 * let f be a C -function defined on some open set U of T X , and 
assume that U f) SS (F) is contained in {f = 0} . Then SS (F) f) U 
is a union of integral curves of . 

Proof 
Let V = {f = 0} .We may assume V is smooth (there is nothing to 
prove at points in a neighborhood of which V is not smooth). We 
know that SS (F Si &{0y) = SS (F) x T*Qj]R. Thus replacing F by 
F "5 ^.{o} ' we ma^ assume from the beginning V regular involutive. 
We consider F as a complex of sheaves of S-modules. Then a 
contact transformation reduces the problem to the case where X=]Rn, 
n >, 2 , with coordinates {x^,...,x ) and SS (F) is contained in 
the set {(x,£) ; ̂ n = 0} in a neighborhood U of (0 ; dx][) , 
(i.e. : f = £ ). Then the result follows from Proposition 6.2.3. [] 

Remark 6.4.2. : Let Z be a locally closed set in X. Then 
SS(2ZZ) is involutive. When Z is closed, an interesting set in 
T X is associated to Z by J.M. Bony [_ 1 ~] , and a weak form of 
the involutivity theorem has been proved by Bony, then refined by 
J. Sjostrand Cl 3• But we emphasize that this set defined by Bony 
is in general strictly smaller than SS(Z5Z), since it may be not 
closed, and its closure non involutive in the sense of Theorem 6.4J. . 
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§7.1. Index for three Lagrangean planes 

We shall recall the definition and main properties of the Maslov 
index associated to a triplet of Lagrangean planes in a symplectic 
vector space (cf. Lion-Vergne for proofs and details, and 
cf. also Maslov QL ] , Hormander £ 2 ] , Leray [2 ] ) . 

7.1.1. Let (E,a) be a real symplectic vector space (a is a non 
degenerate skew symmetric bilinear form on the finite dimensional 
vector space E ) . For a linear subspace p of E we set : 

pX = {x £ E ; a (x, p ) = 0} 

We have (px ) x = p, (p1 + p 2) ± = p^ f) pX and (p f\ P 2) J" = p^ + 
If P~ <z P (resp. px D P , p1 = P) / p is called involutive (resp. 
isotropic, Lagrangean). For an isotropic space p , the space P^/P 
is endowed with a natural structure of symplectic vector space. For 
A C E we set A P = ((AO P~ ) + P)/P- Then : 

(AV = (X")1 . 

Definition 7.1.1. : Let { A ^ A ^ A ^ be a triplet of Lagrangean  
planes of E. We define T E (A 1, A 2 A^ ) as the signature of the  
quadratic form Q on A ̂  © A 2 © A^ defined by Qlx^x^x^) = 
a(x l 7x 2) + a(x2,x3) + olx^x^, for (x^x^x^ e X1 © A 2 © X^. 

Here the signature means the difference of the number of positive 
eigenvalues and that of negative eigenvalues. 

If there is no fear of confusion we write T for T E . 
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Proposition 7.1.2. : i) T(A i,A 2,A 3) is alternating with respect 
to permutations of the triplet 1A^,A2,A3} . 

ii) (Cocycle condition) . For a quadruplet { Al' A2' A3' A4* — 
Lagrangean planes we have : 

T ( A 2 , A 3 , A 4 ) - T(A 1,A 3,A 4 ) + T ( A 1, A 2 , A 4 ) - T ( À ^ À ^ À ^ = 0 

iii) I_f p is a subspace contained in (A 0 A 2) + (̂  2 ̂  A 3 ̂  + 

(A D A 1) we; have : 

T e(A 1,A 2,A 3) - x (A^A^A^) 

In particular if X1 f) (X
2
+X3] e ( Ai n A 2 ) + ( A i n A 3 ) , then 

T (A]L, A 2, A3) = 0 . 
iv) _If {A 1,A 2,A 3> moves continuously so that dim(A^n^j) 

(i,j = 1,2,3) remains unchanged, then T (A^A^,^) is constant. 

v) T(X ,A2,A3) = -j dim E + d i m U ^ A ^ + dim(A2 0 A3) + 
dim(A3 f) A1) mod 2 2Z . 

More generally for a set of Lagrangean planes {A l f...,A N} (N >, 4) 
we define : 

x ( A , . . . ,Â ) — N-l 

i=2 
T(A 1,A.,A. + 1) 

Then by the cocycle condition we have : 

Proposition 7.1.3. : i) T(A 1,...,A n ) = T ( A 2, . ..,AN,A1) -
T ^AN'AN-1' " * * ' Al^ * 
ii) T(A ,...,AN) = 

N 
i=l 

T(y,A.,A i + 1) (where A N + 1 = A^ , 

for any Lagrangean plane y. 

iii) If {X1,...,AN> moves continuously so that dimU^f) i +1) 
is unchanged (1 < i < N), then T(A ,...,A ) remains constant. 
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Example 7.1.4. : Take E = {(x,£) £ lRn x lRn} with 
a ( (x,£) , (x*,£ ' )) = <C,x'> - ',x> . Then we have : 

T ( U = 0 ) , (X=0}, {B?=Ax}) = sgn (AS) 

where A and B are n x n matrices such that A^B is symmetric 
and that (A,B) has rank n. In this case {(x,£) ; B£ = Ax) = {(x,£); 
x = tBz, E, = ^Az for some z £ lRn) . 

Proposition 7.1.5. : Assume X^ fl X^ = (o) . Then E is the direct 
sum E = X ̂  @ X ̂  • Let us denote by p̂  (resp. p^) the projection  
on X^ (resp. X^), and consider the quadratic form q on X : 

q : xi > a(p1(x), p2(x)) . 

we have : T(X 1,X ?,X 1) = -sgn q 

§.7.2. Pure sheaves 

7.2.1 . Let X be a differentiable manifold of class C , a >y 2. 
For any p £ T X the tangent space T^T X has a canonical struc­
ture of symplectic vector space. We denote by X Q (p) the Lagrangean 
plane TpTT ir(p). For a Lagrangean manifold A of T X we denote 
by X^{p) the tangent space to A at p. Then for a Lagrangean 
plane a transversal to XQ(p) and AA (p) , e ^ T ( X° ( p> 'XA ( p ) / 4 

is the cocycle used to construct the Maslov bundle over A (Maslov 
[j 2 r Hormander [_2 ] ) . 

For a real valued function 4> on X, we define c T X by : 

= { (x; d<f> (x) ) ; x e X) . 

For p £ Y^ we denote by X^ (p) the tangent space to Y^ at p. 

Remark that X^(p) fi X
0<P) = ̂ 0) . Notice that Y^ is Lagrangean but 

123 



M. KA SHIWAR A, P. SCHAPIRA 

not homogeneous. 

Definition 7.2.1. : We say that $ is transversal to A at p 

if cj) (IT (p) ) = 0 and if and A intersect transversally at p. 

Lemma 7.2.2. : Let Y be a submanifold of X and let <j> be 

transversal to T yX at p e T yX . Then there exists a local coordi­ 

nate system (x^,...,x^) of Y around TT (p) such that ; 

i) TT (p) = 0 

1 2 
ii) (J) = 2 a. x. with a. ± 0 Vj , and 

l Y j = 1 3 J 1 

iii) T ( A A (P) , XQ(p) , A ^ (p) ) = #= {j ; a > 0)- =#= ( j ; a.. < 0) 

*j Эх, 

Proof 

Let us take a local coordinate system (x̂  ,...,xn) of X such 

that -rr(p) = O and Y = {x ; x_. = 0 for j > ¿1. Let (S^,...,^) 

be the corresponding fiber coordinates of T X. Then Y^ is defi­

ned by : 

Hence T P(Y^) = {(x,5) ; ̂  = £ I x T ^ ( 0 ) X k } a n d 

TpT*X = {(x,U ; X ; j = 0 Vj > £, ? k = 0 Vk N< 1} . 

Then Tp(Y^) O T p(T yX) = (o) is equivalent to the non degeneracy 
2 

of the matrix (8 (j)/3x_. 8x^ (0) ) ̂  < k < £ * 

By Morse's lemma we may assume, after a change of coordinates 
2 

(x1f...,x ) that <f> I = E a. x. , with a . f 0. 
1 N 'Y J 3 3 

Assertion iii) is obtained by an immediate calculation . [] 
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Lemma 7.2.3. : Let Y be a submanifold of X , A = T yX , § a 
C a function transversal to A at p z A . Then we have for a 
complex of A-modules M : 

k~dimY- I T UQ(p) ,\A (p) ,\ (p) ) 
H{x;Mx)^0} ( y,(p) = H (M'> 

Proof 
We may choose coordinates (x^,...,x^) on Y as in the preceding 
lemma. Then we have : 

ix;(j) (x)̂ Ol -Y IT (p) i E a.x^Oi — 
3 3 

= H k" q(M -) 

where q = =# {j ; a_. < 0} .On the other hand we have : 

x (Xq (p) , XA (p) , X^ (p) ) = q - U-q) = 2q - dim Y . Q 

Lemma 7.2.4. : Let A be a Lagrangean submanifold of T X , p a 
point of A, F z Ob(D+ (X)). We assume that SS (F) <c A on a neigh­
borhood of p. Let cj) be a function transversal to A at p and 
j be a number such that j = ̂ "(dim X + dim(AQ(p) f| XA(p)))mod 7L . 

Then H ^ + T ( ^ {^>o} -̂̂ TT (p) does not depend on cj> , where 
T0> = T<VP>' XA (P )' V P , K 

Proof 
Let S be a manifold and let § (x) be a C -function on S x X 
such that $ is transversal to A at p(s) for s z S. 
We shall show first that for any integer k : 

(7.2.1) > 0} ̂ -̂ TT (p (s) ) is locallY constant with respect to s. 

Let g : S x x > X be the projection and let : 
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Y = {(s,x) ; * (x) = 0> <C S x x 

Z = { (s,7T(p(s)) ; d4)s(Tr(p(s)))) ; s e S><cT*(S x x) 

We have : 

<7-2-2> H ^ o } ( F ) i T ( p ( s ) ) = H 3^Yn{s}xX ( g"^| { s } x x
)d<O s( W(p(s)) 

and 

(7.2.3) SS ()i (g"1F) ) (L c * (SS (g"1F) ) ̂  C ^ (T*SxA) 
* Ty(SxX) Ty(Sxx) 

Since Ty(Sxx) O (TgS x A) = IR Z, and the intersection is transver­
sal , 

C * (T*S x A) = T* (T* (Sxx) ) 
Ty(SxX) b IR Z 

and this implies |i (g (F) ) L has locally constant cohomologies. 
Since the right-hand side of (7.2.2) equals H^(nY(g 1 F ) ^ (7T(p(s))) 
by Theorem 5.4.1. we get (7.2.1). 

Now let <J> and <J) 1 be two functions transversal to A at p, and 
let us prove : 

H{^o) ^ ( p ) " HU'^o} ^ M p ) 

We choose two families <f>s and transversal to A at p(s) 
such that <(> = (J) , §^ = <|> 1. Let A ' be the set of points of A 
around which the projection from A to X has constant rank. Then 
A* is an open dense subset of A and, locally on A' , it is the 
conormal bundle to a submanifold Y of X. 

Hence by Proposition 6.2.2. F is microlocally isomorphic to M y . 
1 

By applying the preceding lemma if ^ + T = 0 M O D FFI : 
^s 
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fìXXVfiYXfiY 
H 
fìXXV 

^тг (p(s)) FÌXXVFIYXFIY 
{ф'̂ 0> -'тг (p(s) ) 

for p (s) £ A 1. 

Applying (7.2.1) we obtain : 
k + 
{<t>̂0} (F,,(P) = 

1 
i 2 K (F,,(P) (F),(P) 

Now we have : 

T, - T = T (A (p(s) ) ,\A (p(s) ) ,XA (p(s)))-xao(p(s)),XA(p(s)) ,A (p(s))) 
vs s ŝ 

= x(XA(p(s)),X (p(s) ) ,AQ(p(s) ) ,A (p(s) ) ) 
s s 

Since X, (p(s)) and X.,(p(s)) are transversal to A (p(s)) and 
^ s ŝ 0 

XA(p(s)), this is locally constant with respect to s (Proposition 
7.1.3) and we get T - T = - T^, . Q 

Definition 7.2.5. : Let A be a Lagrangean submanifold of T X, 
p e A , F e Ob (D+ (X) ) . We assume SS (F) d A in a neighborhood of 
p. if for a real function cj) transversal to A at p and an  
A-module M : 

H?no}(^'^(p) = M ̂  J =-d+ldimX+lT(Ao(p),XA(P),A^(p)) 
11 =0 otherwise 

then we say that F is pure with shift d of type M at p (along 
A). If moreover M is a free A-module of rank one, we say that F 
is a simple sheaf at p with shift d. 

Remark : We have d = 1 dim(XQ(p) f) X̂ (p)) mod 7L . 
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Examples 7.2.6. : i) For a submanifold Y of X , A y is simple 
with shift i codim Y (on T*X). 

ii) If F is with shift d then F [k] is with shift d+k. 

iii) Take X = ]R , Z = {x;x >. 0} , U = {x;x < 0}. 

Then (resp. A ) is simple with shift (resp. - -|) at (0;dx). 
2 3/2 3/2 iv) Take X = IR , Z = {(x,y) ; x > 0, -x ' < y < x ' } 

A = {(x#y ; £,n) ; n > 0, y = -(2^/3n)3, x = (2^/3n)2 , F = A^ . 
Then SS(F) C A (j T*X , and F is simple with shift + 1/2 (£ > 0) , X 
0 (C=0), - 1/2 (£ < 0) along A . 

Remark 7.2.7. : Let y(s) be a Lagrangean plane of T p ( s ) T x 

such that p(s) e A and y(s) depends continuously on s and 
that y(s) is transversal to XQ(p(s)) and X^(p(s)). If F is 
pure of type M with shift d(s) at p(s), then F is pure of 
type M with shift d(s') at p(s') where 

(7.2.4) d(s')-d(s) =|(T(AO(P(S)) , A A (p (s)) , y (s))-T ( X q (p (s1) , X A(p(s')) ,y(s') ) ) 

In fact denote by d^(s,s') the right-hand side, and choose an 
other Lagrangean family v(s). Then d^(s,s') - d^(s,s*) is locally 
constant and vanishes for s = s 1. Thus it is zero, which proves 
that the right-hand side of (7.2.4) does not depend on the choice of 
y(s), and the remark follows. 

7.2.2. The two next statements are proved by similar arguments as 
for Lemma 7.2.4., by reducing to the case where the Lagrangean mani­
fold is the conormal bundle to a submanifold of X. 

Proposition 7.2.8. : Let A be a Lagrangean manifold in T X , 
p e A, F e Ob(Db(X)). Assume F pure of type M with shift d 
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along A at p and assume Ext3(M,A) = 0 for j ̂  0 . Then 
1RHorn(F,A) is pure of type Horn(M,A) with shift -d along A A 

a 
at p . 

Proposition 7.2,9. : Let A_. be a Lagrangean manifold in T X.. , 
p. e A. , and let F_. e Ob(D+(X_.)) pure of type M_. with shift d_. 
along Aj at p_. (j = 1,2) . Denote by q_. the j-th projection on 
X l * V 

a) Assume wg£d(A) finite and Tor.(M ,MJ = 0 for j ̂  0 . 
Then q-j/ll-L & ^2~—2 i s pure of type M 1 ® M 2 with shift & l + d 2  

along A x A 2 at (p^p^ . 

b) Assume Ext 3^,]^) = 0 for j ̂  0 and F e Ob(Db(X1)). 
Then lRHom(q1

1F1, q^F^) is pure of type Hom(M ,M2) with shift 
d2"di along Ai x A

2 at (Pi' " 

§7.3. Operations on pure sheaves 

7.3.1. Let f be a map from Y to X , p and uT the associated 
maps from Y x T X to T Y and T X respectively. First we study 

X 

direct images of pure sheaves. 

Theorem 7.3.1. : Let A be a Lagrangean submanifold of T Y , 
p e Y x T * X , G e Ob(D+(Y)), and assume : 

X ~ 

i) f is proper over supp(G) 

ii) p is transversal to A _at p , and p 1 ( A ) is isomorphic  
to a manifold A q pjf T X by the map or 

iii) p_1(SS(G)) 0 (J-1 <j(p) c {pl 

iv) G is pure of type M with shift d along A at p(p). 
Then A Q = w p 1 ( A ) is Lagrangean and (G) is pure of type M 
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with shift d" along Aq at sr(p) , where : 

d 1 - d = (dim X - dim Y) -i T ( X Q (p (p) ) , X ^ (p (p) ) , p nr _1( X Q 

(we have written p w 1 X (nr(p)) instead of 
dp (p)duT(p)"1 (ar(p) ) (Xo(aT(p) ) ) . 

Proof 
Remark first that Aq is Lagrangean since 

or"1 (ô lnr"1 (AQ) = or"1 (u)x) Ip""1 (A) 
= p"1 (o)y) IP"1 (A) 
= 0 

and AQ being isotropic in T Y is Lagrangean since 
dim Aq = dim Л - (dim Y - dim X) = dim X. 
Let yQ e Y be the projection of p(p) and xQ = f(yQ) the pro­
jection of иг (p) • Let us t ake a function ф on X transversal to 
Aq at òT(p) . Then ф1 = ф o f is transversal to Л at p (p) . 
Hence we have : 

H?,, г(G) = M for j = j {ф'^о} - y 0 J Jo 
= 0 for j T¿ JO 

where jQ = -d + -| dim Y + -| т (XQ(p (p) ) , Ад (p (p) ),X (p(p))). 

On the other hand iii) implies : 

*ru,so}(G)y = 0 for у e f"1(xo) - {yo} 
thus : 

H^„,(]Rf.(G)) = н/д1 , (G) 
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and it remains to show : 

(7.3.1) T (Ao(p(p)),AA(p(p)),A ,(p (p)))-T(AQ(p (p)) ,AA(p(p)) , p of 1 ( A Q (O> (p ) ) ) ) 

= T (A (uT(p) ) , A A (nr(p))fA (CT(p))) 
o 9 

We set : 
V. = T T*X , V 0 = T , .(T*Y) , 
1 u (p) 2 p (p) 

W = T (Y x T*X) 
P X 

A = A ^ (oT(p) ) 

yl = A
0 ^ P ^ ' y2 = X

A ^P(P)) 

A ' = A (p (p) ) 

Then (7.3.1) is a consequence of the following lemma. 

Lemma 7.3.2. : Let (Ei' 0 ^ and (E^, â ) be two symplectic  
vector spaces and let v be a Lagrangean plane of (E1 © E 2 ' a ^ ' 
with a = © (-ô ) . 

Let A be a Lagrangean plane of E 1 and let y and y 2 be 
Lagrangean planes of E~. Let p. be the projection from v to 

Ej (j = 1,2). Set A ' = p 2 p " 1 ^ ) , y [ = P]_ p^ 1 (y ±) , y £ = p 2 p" 1 (y.!). 

Then we have : 

T E 1
( X ' M l ' y 2 ) = TE 2

( A'' yl' y2 ) " TE 2
( yl' yl' y2 ) 

Proof 
Remark first that for any subspace a of E we have 
p^p^ {a1 ) = (p2p1"L(a))i" . In particular if a is Lagrangean, so 
is p 2P x (a). 

Set p = P2P~1(0) . Then y^ = (y Hp 1") + p. 
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We have : 

TE 2
( X'' ,V l ,2 )- TE 2

( y l' , Ji' 1 J2 ) = TE 2

( X ' ' , i l ' » 1 I ) + TE 2
( X ,' yi ,' l l2 ) ' 

Since A 1 and \i" contain p and yf? = °, (A',y.,y") = 0 by 
1 I L ij 2 J- J-

Proposition 7.1.2. . 

Since P i ^ 1 ^ ! ^ = Pl P2 1^ yl^ it: iS enou9h to show : 

T e (A,y|,vî ) = T e (A',p1,y2) 

if M1 c. P x = P 2 (W) • 

Now by setting T = ~_ , we have : 
E 1 0 E 2 

TE ^'^i'11^ " TE (x'' 1̂' 2̂
) = T ( A 9 A'' yi 0 yl' y2® y 2 ) 

Thus by the cochain property it will follow from : 

(7.3.2) T ( V , A © A' , ŷ  © u ) = 0 (i = 1,2) 

(7.3.3) T ( V / y| © y1 , ŷ  © y2) = 0 

Now (7.3.2) follows from v+ (A © A') = v + A and 
(y| © y±) 0 (v + A) <z. [(ŷ  © y±) 0 v] + V^O A by Proposition 7.1.2. 
iii) . 

The second inclusion is proved as follows : if x e A , w e v , 
and w + x e ŷ  © y i , then p 2 (w) e \i^ hence p̂^ (w) e y| . There­
fore x e A 0 y| and w e y| © ŷ  . 

(7.3.3.) follows from (7.3.2) and P ^ ^ - J = y]L • D 

7.3.2. Now we study inverse images of pure sheaves. 

Theorem 7.3.3. : Let A be a Lagrangean submanifold of T X , 
p e Y x A , F e Ob(D+(X)), and assume : X 

i) f is non characteristic for F (cf. Definition 5.3.1.) . 
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ii) a) is transversal to A at p and ur ( A ) is isomorphic  
to a manifold A q of T Y by the map p. 

iii) a)" 1 (SS(F)) H p""1p(p) <P> • 

iv) F is pure of type M with shift d along A at nr(p) . 

Then A q = p ny " ' " ( A ) is Lagrangean and f 1 (F) is pure of type M 
with shift d along A q at p (p) . 

Proof 
By the induction on the codimension of Y , we may assume from the 
beginning that Y is a hypersurface of X . When p belongs to 
the zero section, the proposition is immediate, and hence, we may 
assume p e T X . Now, we shall take a local coordinate system 
(t,x) = (t,x^,...,xn) of X such that Y is given by t = 0 and 
p is given by (t, x ; T , £) = (0,0 ; 0, £ q), where (t,x ; T , £) is the 
coordinates of T X associated with (t,x). We shall take a func­
tion (|> (x) transversal to A q at p (p) and a function (x) such 
that ip (0) = d x i> (0) = 0 and Hess i> (0) >> 0. 

For 0 < a , 5 , we set : 

* .(t,x) = a(<J>(x) + 6if>(x)) - t 2 a, o 

We shall show first : 

(7.3.4) (Y +lR" d|t|) fl SS(F) fl (t + 0} = 0 
?a, 6 

on 0 < |t| << 1 , |x| < < 1 , for 0 < a < < l , | 6 | << 1 . 

If this were false, there would exist sequences ^-^n'*^^' ^an"^' 
{ 6},{a},a >0, 6 >, 0, a >, 0 such that : n n n ' n n 

p = (t ,x ; -2a"1t - (sgn t ) a , d(f> (x ) + 6 d̂  (x ) ) e SS (F) ^n n n n n ^ n n n n y n — 
a n d V xn — * ° ' an'6n ~n"> 0 , tn ̂  0 . 
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Since t > O or t < O, we may assume t > O. n n ' 2 n 
Since d<|) (x̂ ) + &n&4> (xn) converges to C Q , iii) and i) imply 
T = -2a "̂t - a — > 0. On the other hand, we have n n n n n 

It |/|T I ^ I t I / 2|a"1t L which tends to 0. Hence if we take 1 n 1/ 1 n1 1 n1 ' 1 n n 1 ' 
c n > 0 such that c

n^P n~P^ converges to a non zero vector 
(t,x ; T,t) which belongs to T A , then t = 0. By ii), (x /C) is 

P 
a non zero vector belonging to ^ ^ A Q . 

On the other hand c n {x^;d<p (xn) ~^Q) converges to (x;c) , which 
contradicts the transversality of (f> . 

This shows (7.3.4) . 
2 Set Z = { (t#x) ; <p = a<$> (x) - t > 0} and Z . = { (t,x) ; a a, o a, o , e 

<j> > e } for 0 < e << a, 6 << 1. a ,o 
Then {Z \ Z r } forms a neighborhood system of (0,0) in Z . 

a x a f 6 , e e > o ^ -* a 
For a > 0, set Z(a) = {(t,x) ; |t| ̂  a}. 
Then for 0 < e << a, 6 << 1 and 0 < a, N*(Z f| Z(a)) , 

a N*(Z 0 Z . n Z(ot)) and N*(Z 0 Z(a)) are disjoint from a a, o , e a,6,e 
SS(F) 0 T*X on their boundary sets. Thus : 

^ ( Z A Z(cO) \ (Ẑ  0 Ẑ  n Z(a)) ( X ; - } 

does not depend on a . 

Hence by taking the projective limit with respect to a , we obtain : 

IRF (X;F) < — * F N Z (Y;]RrY(F)) a a , 6 , £ a a, o , £ 
By taking the inductive limit with respect to e we obtain : 

(£) o < — — ]Rrz 0 Y(lRr y(F)) o for 0 < a « l . 
a a 

On the other hand. Corollary 5.3.3. implies Br (F) = F [-lj . 
2 Thus, by setting <j> = a<J> - t a 
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H-1 (F\ ) = H-̂"1"1 (F) {x;<f> (x) >0} ̂ £lY;o H{(t,x);^ ( t, x) j>0} K-} o 
cl 

The last term vanishes except for j+1 = ~d +-| dim X + -|x ( Aq (p) , AA (p) , 
A (p)) and the remaining term is M. 
a 

Hence it is sufficient to show, by setting pQ = p(p) 

(7.3.5) T(AQ(p ),AA (PQ),A,(P )) = T(AQ(p),AA (p),A (p)) - 1 
o 9 o 9a 

Now, we have A (p) = {(t,x ; T , 4) ; -2t = ax , (x/£) e A (pQ)}. 
9 a 

We have : 
(7.3.6) x(Ao(po),AA (P0)'A6(P0)) = T(A0(p)'Vp)'Vp) X {t=o}) o 9 

= T(Aq (p),AA(p)FA (p)) + T(AA(p)FA (p) x {t=o}, Â  (p)) 
a a 

+ T (A . (p) x {t=o}, A (p) , A (p)) . cp O <b ya 

In (7.3.6), the last term vanishes because y = (t = x=£=0}dAo(p) 
and Ay (p) = (A (p) x {t=o})y . 

9a 9 
Now, set v = {t = T = 0, (x,U e A (p) } . 

a 
Then by identifying vX/v with the (t,x)-space , 

x(AA(p), A (p) x {t=o} , A (p) ) = T (A (p) V, {t=o}, {-2t=aT». 
a 

By the assumption, AA(p)v is different from {t = 0} , and we can 
write it T = ct for some c. 
Then T((T = ct), (t = 0), (-2t = ax)) = -1 for 0 < a << 1 . 

Thus we obtain (7.3.5). [] 

7.3.3. Finally we study the functors Horn(*, *) and • & • . 

Corollary 7.3.4. : We assume A commutative. Let q^ and q2 
be the projections from X x y to X and Y respectively, p1 
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and p2 the projections from T (X><Y) =T X*T Y to T X and T Y res­
pectively, and set pa = p̂  ° a . Let A be a Lagrangean submani­
fold of T*(X*Y) , Av a Lagrangean submanifold of T *Y , p e A , 
and set py = p2(p), px = p*(p). Let K e Ob(Db(X x Y ) ) , 
F e Ob(D+(Y)), and assume : 

i) p21 is transversal to AY at p and p^1 (AY) f\ A is 
isomorphic to a submanifold A^ of T X by p1. 

ii) K is pure of type M with shift d along A at p. 
iii) F is pure of type N with shift d1 along AY at py 
iv) The projection q is proper over supp K 0 (SUPP D • 

v) (pt)"1(PX) 0 SS^)^{P} • 
vi) (SS(K) x SS(F)) 0 (T*X x T*Y) (Z T*X x T*Y on a neigh-

borhood of ^x^X^" 
vii) ExtD(M,N) = 0 for j £ 0. 

Then we have : 
]Rq1))c ]RHom(K,q21F) is pure of type Horn (M, N) 

with shift d'-d - -|- dim Y + T along AX at px where : 

T = T ( A Q ( P ) , *A(P), Xo(pX} X XAY(PY} ) 

= x(Ao(pY), P2(AA(P) 0 P ^ W * ' XAY(PY)} 

Proof 
Let us denote by r1 and r2 the projections (X x y)x y -> x xy 
and (X x Y) x y -> y and let A be the diagonal X x y x y of 

Y 

X x Y x Y . 

We have : 
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IRHom (K, q 2
1F) = ]RI\ JRHomÇr^K, r^F) 0 aj_y [dim Y ] 

The condition vi) permits us to apply Proposition 5 . 3 . 2 . and we get : 

IRHom (K, q"1^) = jRHom (r~̂ "K, r"1!;) I 

Applying Proposition 7.2.9. and 7 . 3 . 3 . we find that IRHom(K, Ç^F^ 
is pure of type Horn(M,N) with shift d'-d along A at p Q , 
where : 

P Q = (Px,0) , A = { (x,y ; Ç,n + n1) ; (x,y ; Ç,n) c Aa, (y,n') e Ay} . 

Therefore one can apply Proposition 7 . 3.1. to obtain that 
JRq^ IRHom (K, q^F) is pure of type Horn (M,N) with shift 
d1 - d - dim Y - j T , where : 

T = x(A o(p o), Ajp o), A o(p x) x TT*Y) 

Set A (p) = A , A _(pa) = A , A (p ) = A ; we get by 
A A A a AY Y AY 

applying Proposition 7.1.2. with p1 = T(T*(X x y x y) x (Yxy) 
YxY Y 

T = x (AQ(pa) x A Q(p y) , \^ x XA , AQ(px) x T(T yY x y) ) 

Hence we have : 

T = T(AQ(pa) x X^, A Q(p a) x A Q(p y) , A^a x \ ) 

+ T(Ao(pa) x x A x x , A Q(p x) xT<TJ(Y x Y))) 
Y A Y 

+ x(Ao(pa) x XA^, X Q(p x) x T(T*(YxY)), A Q(p a) x Xo(py)) 

Here the first and the last terms vanish by i) and iii) of Propo­
sition 7.1.2. The middle term is equal, by applying the same propo­
sition with p = {0} x {o} x x to 

Y 

T (V P A )' V ( P )' V P X } X A a ( p ? ) } 

AY 
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= -x(Xo(p), XA(p), Xo(p^) x *A (py)) . 

Corollary 7.3.5. : We assume A commutative and wg£d(A) finite. 
Let qx ,q2'P-|'P2' A' AY' p' Py' ?x and - be as in Corollary 
7.3.4. and let K e Ob(D+(X x Y)). We make the assumptions i), iii), 
iv) , vi) of Corollary 7.3.4. and also : 

ii)1 K is pure of type M with shift -d along AA at pa. 

v) ' (P1 )~1 (px) Ci SS(K) c {pa} . 

vii) ' Tor.. (M,N) = 0 for j ̂  0 . 

Then we have : 

E^l^QS ̂  q21—̂  is pure of type M ® N with shift 
d1 - d - -| dim Y + T along at px, where T is the same 
as in Corollary 7.3.4. . 

§7.4. Contact transformations 
7.4.1. We can use pure sheaves in order to perform contact trans­
formations for sheaves. 
Let (J> be a contact transformation between two conic open sets 
v C T x and v̂ O T Y , and let A be the image of the graph of 

<J> by the anti-podal map in T X. Let p e A, p^ = p^ (p) e ft^, 
PY = P2<P) E FIY " 

Let K_ belong to Ob(Db(X x y) ) , satisfying hypothesis (6.3.6) 
of Theorem 6.3.4. . 

Theorem 7.4.1. : In the preceding situation, assume K is a  
simple sheaf along A . Then $K is an equivalence of categories. 
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Proof 
This is an immediate application of Proposition 6 . 3 . 3 . and the 
results of § 7 . 3 . , since if M is a simple sheaf along TA (X><X) , then 

X 
M is microlocally equivalent to A [d], for some shift d . Q 

AX 
Corollary 7 . 4 . 2 . : In the situation of Theorem 6 . 3 . 4 . let N 

(resp. M) be a submanifold of Y (resp. X) and assume that <p 

interchanges T Y 0 ttXT and TMX 0 .  2 N Y M X 
Let p e A , p^ = pa(p), py = p^(p), and assume K is a simple  
sheaf on A at p. Then for G e Ob(D+(Y)) we have in a neigh­ 
borhood of p : 

x 

yM(^(G)) = *#(yN(G))[d] 

where the shift d is calculated as follows : 

d = -|(dim M - dim N + dim X + T) - d' 

where d' is the shift of K along A at p and T is given by : 
T = T(Ao(pY) ' (f)*(Xo(px)' XAY(pY)} • 

Here <J>*(A (pv)) is the image of X (p_J by (p* : T T*X ——>T T*Y, 
o ̂ X 2 o ̂ X —L Y p p ' 

and Â7 = TV . 
Y N 

Proof 
First we remark that we have an isomorphism of sheaves on Q : 

X 
y hom($K(AN) , $K(G)) - (p+ yhom(AN,G) 

In fact this follows from Theorem 6 . 3 . 9 . . Now we apply Proposition 
5 . 5 . 3 . and remark that $R(AN) is a simple sheaf along T*X of 
shift -| codim M + d by Corollary 7 . 3 . 4 . . Hence <j>K (A^ is 
microlocally isomorphic to A^ [d] . [] 
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§8.1. Stratifications and Lagrangean sets 

8.1.1. Let X be a manifold of class C a , a >, 2. Recall that a 
stratification (X ) of X is a partition X = U X such that : 

a a a 
i) the family (X ) is locally finite , 

ii) each is a smooth (locally closed) manifold 

iii) for each pair (a,3) such that X 0 X~ is non empty, X 
is contained in X n. (One says that X^ dominates X and writes 
x < x.). 
a 3 
Such a stratification is a Whitney stratification if moreover : 

iv) for all pairs (a,3) such that X c X~ , (X , X n) satisfies 
a 3 a 3 

the conditions a) and b) of Witney (cf. Whitney Q 1 ] , [_ 2] ) . 

8.1.2. Let us recall somme results of Kashiwara [_2~] [̂ 5j and 
Kashiwara-Schapira [] 2~\ . For the reader's convenience we repeat 
some proofs. 

Definition 8.1.1. : Let A be a conic subset of T X. A locally  
closed subset Y of X is called flat at y e Y with respect to  
A if for any p £ TT

 1 (Y) : 

C(A , TT 1 (Y) ) p a {V £ TpT*X ; <V,o) (p) > ̂  0} 

Lemma 8.1.2. : If a submanifold Y is flat with respect to A 
then TT -1 (Y) 0 A C T*X . 
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Proof 
Take a point p in A 0 tt"1 (Y) . Then C(A,tt _ 1(Y)) contains 
T (tt_1(Y)). Hence <d (p) = O on T (tt~1(Y)). This is equivalent to P P 
saying that p belongs to TyX . |_| 

Proposition 8.1.3. : Suppose that X is an open set in IR and  
that a subset Y is flat with respect to a conic set A in T X 
at a point x . Then there exists e > 0 such that (x ; x-y) does  
not belong to A for x e X , y e Y satisfying |X-X q|, |y—XQ| < e, 

x ̂  y. 

Proof 
We shall prove the Proposition by contradiction. 

If the Proposition is false, then there are sequences ^ x
n^ a n c^ 

{yn>, x^ e X, y n e Y which converge to X q, such that { (xn ; x
n ~ Y n ^ 

is contained in A and x ^ y . Let {c } be a sequence with 
n J n n c > 0, such that c (x -y ) tends to v ̂  0. Then {(x ; c (x -y ))} n n n n n n n . n 

is a sequence in A which converges to p = (x ; v) and 
{(y ; c (x -y ) )} is a sequence in tt 1 (Y) which converges to p. J n n n J n 
Since c

n ^ x
n

? Cn^ Xn~^n^ ~ ̂ n ' Cn^ Xn~^n^^ converges to (v,0) , 
(v,0) belongs to C ( A , tt"1 (Y) ) . Thus : 

< (V,0) , 03 (p) > = <v,v> 

which is a contradiction. Q 

Proposition 8.1.4. : Let X = U X be a stratification of 
E a a . 

Whitney. Then A = U T^ X is a closed subset and each stratum X^ 
a a 

is flat with respect to A . 
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Proof 

Let { (x )} be a sequence in T X which converges to {x,*E,) . n n X a 
We shall prove that (x;£) belongs to T__ X for 3 such that X. 

X3 3 
contains x. By the condition of Whitney, if T X converges to a 

n 
plane T c T X , then T contains T XC . Therefore the orthogonal 

X X p 
(T X) converges to T which is contained in (T X) . This A X A _ X a n £ 
implies (x;£) e T X . Let us show th at X is flat with respect 

*• to T X . Let x be a point in XQ , p = (x;C) a point in TT (X) 
A P 

and q a point in C (T X, TT (Xq)). Then there are sequences 

{(xnfL)} in T* X , Uy ;n )} in TT"1(Xq), {c } in ]R+ such n n A n n p n a 

that cn̂ xn"̂ n* ̂ n"nn̂  converges to q = (v ; w) and that x̂n"̂ n̂  

and (y ;n ) converge to p. Suppose that T X converges to a 
n 

plane T in T^X . Then by the condition of Whitney, x contains v 

and T X . Since £ is contained in x"1" we have x p 

<q , a) (p) > = <v , Ç> =0 . 

Remark 8.1.5. : Conversely if A is closed and if each X is 

flat with respect to A , then X = U X is a Whitney stratifi­
es a 

cation. 

§8.2. IR-constructible sheaves 

8.2.1. We assume X real analytic, and we shall use the theory of 

subanalytic sets of H. Hironaka Ql ~] . Here subanalytic sets are 

always locally closed. 

Recall that a stratification X = L) X is said to be ]R-analytic 
a « 

if each X^ is subanalytic in X . 
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Definition 8,2.1, : Let A be a conic subanalytic set in T X. 

We say that A is isotropic if there is a dense open smooth subma­

nifold A ' a A such that OJ | ̂  , = 0. We say that A is Lagrangean  

if it is both isotropic and involutive (in the sense of Theorem 6.4.1.) . 

Proposition 8 ,„ 2. 2 . : Let A be a conic subanalytic isotropic set 

in T X , V a conic subanalytic subset of A . Then V is isotropic. 

Proof 

We may find a Whitney stratification A = l_J A such that V is a 

union of strata. We have to prove that for each a , qj | ^ =0, and 

we may argue by induction on the codimension of the strata since 

A C A0 implies T. T X x A cT. T X by the Whitney conditions. R 

Proposition 8.2.3. (cf. Kashiwara-Schapira [_ 2 ] ) : Let A be a  

closed conic subanalytic isotropic set in T X. Then there exists a 

Whitney ]R-analytic stratification X = [_J X such that A is con-
a a 

tained in [J T X . 
a a 

Proof 

Let S - TT(A) . Then S is subanalytic since A is conic. There 

exists a Whitney stratification A = [ J A of A , S = \ ) S and 

a map T : I ——> J such that TT (A ) C. S , . and A > S , N is 

smooth (i.e. of maximal rank). 

We have the inclusion A c. T̂  X . a S , . T (a ) 
In fact we may choose coordinates (x̂ ,...,xn) = (x',x") (where 

x1 = (x1# . . . ,x ) ) such that S^^ = {(x',x") ; x' = 0} . Then 

oil ~1 /o \ = £"dx" is zero on A and the linear forms 
ÏÏ {ST(a)) 

dxp+1, ...,dxn being linearly indépendant on sx(a) are also linearly 

indépendant on A^ since ^ I AA ŝ smootn* Thus E, " = 0 on A^ 
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which gives the inclusion and achieves the proof. [] 

Proposition 8.2.4. : Let V be a conic closed involutive subset 

in T*X , and A = U A a locally finite union of locally closed 
ael ^ 

smooth connected Lagrangean subanalytic manifolds of T X. Assume 

V (Z A. Then there exists a subset J c~ 1 such that V = ĵJ A . 

Proof 

By the involutivity of V . V 0 A is open and closed in A . Let 

J = {3 £ I ; A a. V} , A 1 = A . Then V\A' is contained in 
3eJ 

U 3 A . Take a filtration {W.} . . . such that U W. = U 9 A 
a a i -l^i<dim X i i a a 

and W. \ W. _ is an i-dimensional manifold (W _ = 0). We shall i v i-I -1 

show V \ A'CW_1 by induction on i. Assume W^ Z> (V\A'). Then for 

p c W^ \ there exist two functions f and g such that 

íf,g}(p) ¿ 0 and fl = g| = 0. If p £ V \ A', then V \A' con-
'w. !w. 1 1 

tains the integral path through p of H ^ , which contradicts the 

vanishing of g on V \ A 1. Thus we may proceed by induction and 

conclude that V \ A ' = 0 . [J 

8.2.2. Now let F £ Ob(D+(X)). 

Definition 8.2.5. : We say that F is weakly IR-constructible if 

i) there exists a Whitney 3R-analytic stratification X = U X 
a a 

such that for all j , all a , the sheaves (F) | are locally 

constant (on X ). 

One says that F is 3R-constructible if F is weakly IR-construc­

tible and moreover : 

ii) F £ Ob(Db(X)), and for all x £ X , is quasi-isomorphic 

to a bounded complex of finitely generated projective A-modules. 
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Remark : The category of lR-constructible sheaves is studied in 

Kashiwara [ V . 

Theorem 8.2.6. : Let F e Ob(D+(X)). The following conditions are  

equivalent : 

a) F is weakly 3R-constructible 

b) SS (F) is contained in a closed conic subanalytic isotropic  

set of T*X 

c) SS (F) is a closed conic subanalytic Lagrangean set in T X. 

Proof 

a) ==> c) . Let X = LJ X be a Whitney ]R-analytic stratifi- 
a a 

cation such that (F)| v is locally constant, and let us prove 
a * 

that SS(F) is contained in L) T v x- BY the definition of SS (F) 
a a 

it is sufficient to show that for any x e X and a C -function 
f defined in a neighborhood of x such that d(f|x )(x) ̂  0, and 

a 
f(x) = 0, we have : 

(* r{f*0> (£>>x = ° 

If we take a submanifold Y of f 1(0) transversal to X^ at x, 

with dim Y + dim X^ = dim X, we have a topological isomorphism 

(Thorn Ql 3 ) : 

(X, {X3>, X a, x) - (Y x X a,{YHx 3)
 x X a ) , X a, x) 

such that <|> and denoting the projections from X - Y x x^ to 

Y and X respectively, then f = (f|x ) © and F = <J> 1(F I) 

for F 1 e Ob(D (Y)). Thus we have for any j : 

fìXXVfiYXfiYfìXXVfiYXfiYfìXXVfiYXfiYfìXXVfiYXfiYF —> F(xxz) 

= 0 
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Thus SS (F) o U Tx X ' and we aPP!y Proposition 8.2.4. and Theorem 
a a 

6.4.1. to get c) . 

b) ==> a). Assume SS (F) c. A , where A is a closed conic 
subanalytic isotropic set in T X . Applying Proposition 8.2.3. we 
find a Whitney 1R-analytic stratification X = U X such that 

a a 

SS(F) is contained in \J T X . Then for all j and a , 
Hp (F) | is a locally constant sheaf by the following lemma. — x 

Lemma 8.2.7. : Let Y be a submanifold of X, flat with respect  
to SS(F). Then U3 (F)| is locally constant. 

Proof 
Let (xw...,x ) be a system of local coordinates on X such that 1 ' n 1 

Y is linear, and let y e Y. 

We have seen (Proposition 8.1.3.) that there exists e > 0 such 
that : 

(8.2.1) (x;x-y) i SS(F) for x e X, y e Y, |x-yQ| < e, | Y~YQ I < x^y 

Let U (y) = {x ; |x-y| < r}. In order to prove that F| is local-

ly constant it is enough to show the isomorphism : 

(8.2.2) ]Rr(U£(yo) ; F) — > ]Rr (U (y) ; F) 

for y e Y, p > 0, |y-y | + P < e. In fact then we get : 

Hj(U (y ) ; F) * lim> Ĥ (U (y) ; F) = H^(F)^ 
e p>o p -

for ye Y f| U £ (y ) , any j e 7L . 

Set at = ut£+(i-t)P
(t^o+ d-tJy)- Then ni = W ' = V y )' 

and it is easy to check that ^t^O<t<l "*"S an n̂creaŝ -n9 sequence 
and that : 

147 



M. KASHIWARA, P. SC H A PI R A 

= U 0 < t < < l 
o t<t t 

o 
4̂. = C\ 1 > t > O ^ t>t 1 

o 
Moreover : 

x xfit "an= 10 

by (8.2.1) and the definition of the micro-support. Then (8.2.2) 
follows from Theorem 1.4.3. . (j 

Remark 8.2.8. : Assume F is IR-constructible on X. Let K be 
a compact subanalytic set in X. Then ]RT(K,F) is isomorphic to a 
bounded complex of finitely generated projective A-modules. 

Remark 8.2.9. : IR-constructible complexes are cohomologically 
constructible in the sense of §5.6. . 

§8.3. Functorial properties of IR-constructible sheaves 

8.3.1. We shall study in this section the functorial properties of 
constructible sheaves, using Theorem 8.2.6. . Of course many results 
are already wellknown (cf. Goreski-Mac Pherson [1 ] for a review on 
this subject). 

All manifolds we consider here are real analytic. 

We denote by (X) the subcategory of (X) consisting of 
IR —C 

IR-constructible complexes. 

8.3.2. Let f be a map from Y to X, p and QJ the natural 
associated maps from Y x T * X to T Y and T X, respectively. 

X 

Proposition 8.3.1. : Let G e Ob(D^ (Y)) and assume f is 
i — _LR—C 

proper on supp G . Then ]Rf̂  (G) e Ob (D^_c (X)) . 
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Proof 
We know by Proposition 4.1.1. that SS(lRf^(G)) is contained in 
oJ p 1 (SS(G)) and this last set is subanalytic since nr is proper, 

* — 1 -1 -1 and it is isotropic in T X since nr (QJ ) = p (w ) and p (<u ) X Y Y 
vanishes on p 1(SS(G)) . Thus 1Rf^ (G) is weakly constructible and 
the finiteness properties are proved using Remark 8.2.8. by standard 
arguments. 

Remarl 8.3.2. : In the same line if we consider Theorem 4.4.1. and 
assume G is IR-constructible, we find that ]Rf ̂ (G) (resp. IRf,(G)) 
is ]R-constructible. 

Proposition 8.3.3. i Let F e Ob(D^_ c(X)). Then f ~ 1 (F) and f * (F) 
belong to Ob (D^ (Y) ) . 

Proof 
We may reduce the problem to the case where f is an immersion. 
Then it is a consequence of Remark 8.3.2. and the following : 

Proposition 8.3.4. : Assume Y c X. Let F e Ob(D^ (X)). Then 
vy(F) e Ob(D^_ C (TyX)) and y y (F) e Ob (D^_q (T*X) ) . 

Proof 
We know by (Kashiwara-Schapira Q2 Theorem 10.5.2.]) that C (SS(F)) 

* * T Y X 

is a closed subanalytic isotropic set in T TyX. Thus yy(F) is 
weakly constructible, and the finiteness properties follow from 
Remark 8.2.8. . The proof for v (F) is the same. Q 

Proposition 8.3.5. : Let E be a vector bundle, F e Ob ( D ^ (E) ) 

and assume F is conic. Then F" the Fourier-Sato transform of F 
belongs to 0b^__c (E*) ) . 
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This follows from Theorem 5 . 1 . 4 . . Q 

Remark : In the complex case. Proposition 8 . 3 . 5 . has already been 
proved by B. Malgrange [_ 1 ~\ and J.L. Brylinski [ 2 ~J . 

Proposition 8 . 3 . 6 . : Assume A commutative and let F and G 
belong to Ob (D^_c (X) ) . 

a) ]RHom(F,G) e Ob(D^_c(X)) . 

k) Assume moreover wg£d(A) finite . 

Then F I G £ Ob(D^ (X) ) . 

§ 8 . 4 . Contact transformations 

8 . 4 . 1 . Assume X real analytic. Let p e T X. We construct the 
triangulated category D ] ^ _ c (X*P) exactly as for D+(X,'p) , starting 
with D^_ C(X) instead of D +(X). 

Let (J) be a real analytic contact transformation between anopen set U 
of T*X and an open set V of T*Y. Let pell, q = |(p). 

Proposition 8 . 4 . 1 . : Let $ K be an extended contact transformation  
above (J) (cf. § 6 ) . Then $ K defines an equivalence of categories  
from D^_ c (X/p) to D^ c(Y/q). 

Proof 
In the construction of contact transformations in § 6 . 3 . we may take for 
K1 an ]R-constructible sheaf. Then the Proposition follows from 
the results of Chapter 6 and Chapter 8 , § 3 . . Q 

Remark 8 . 4 . 2 . : In the complex case a similar result has been 
obtained by J.L. Brylinski [_2"] assuming X projective, and 
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extended by G. Laumon H O * 

§8.5. (E-constructible sheaves 

8.5.1. In this section X will denote a complex manifold. We shall 
often confuse X and X , the real underlying manifold. To specify 
that a set Z is complex analytic we shall say that Z is (C-ana-
lytic. A (E-stratification of X is a stratification by complex 
manifolds. A CD-constructible (resp. weakly (E-constructible) sheaf 
is an IR-constructible (resp. weakly IR-constructible) sheaf along 
a (E-analytic stratification. We define the category DJJJ_c (X) simi-

b * larly to D (X) . We denote by oj the canonical 1-form on T X, 
JR— C IR IR and by 2 Re a) = 03 the canonical 1-form on T X . The meaning of 

" IR-isotropic" or "(E-isotropic", etc ... is the obvious one. 

8.5.2. Let F e Ob(D+(X)) . 

Definition 8.5.1. : We say that F is monodromic if SS (F) is  
stable for the action of (E* on T*X . 

Theorem 8.5.2. : The following conditions are equivalent. 

a) F is weakly (E-constructible . 

b) F is weakly IR-constructible and monodromic . 

c) SS (F) is contained in a closed conic IR-isotropic subana-
j|e x 

lytic subset of T X stable by the action of (E 
d) SS(F) is a closed conic (E-analytic Lagrangean subset of 

T X . 

Proof 
a) = > c) : as in the proof of Theorem 8.2.6. 
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d) = > a) : as in the proof of Theorem 8.2.6. since the 

analogous to Proposition 8.2.3. is true if we replace in its sta­

tement "subanalytic" by "Œ-analytic" (cf. Kashiwara [_2 ] ) • 

d) = > b) : is obvious . 

b) = > c) by Theorem 8.2.6. . 

It remains to prove c) = > d) , and it will follow from Theorem 

8.2.6. and the next Proposition. 

Proposition 8 „5.3. : Let A be a closed 1R-isotropic subanaly­

tic subset of T*X , stable by the action of Œ* and let A be a  

closed 3R-involutive subanalytic subset contained in A . Then 

A is complex analytic. 

Proof 

Let A' be the non-singular locus of A . Then A 1 is a real ana­

lytic manifold of dimension 2n and is open in A q . Hence for any 

p e A T A' ̂  (C H . For v e T T X, we have <Redoj,H A v> = <o),v> 
P ^ P Ü) 

Therefore u I T A , = 0, thus doj IT A,+/zri T A. = 0 f and hence 
1 P 1 P P 

TA' = v̂ l TA'. 
P P 

This shows that A' is complex analytic. Now, we shall show that 

A = clos A1 is complex analytic. Let S' be the set of points p 

in S = A \ A1 such that S is a real analytic manifold of real 

dimension 2n-l on a neighborhood of p and (A',S) satisfies 

the condition of Whitney on a neighborhood of p. We shall show 

first that A is complex analytic on a neighborhood of S 1. 

For p e S 1 and a sequence ^Pn^ in A' which tends to p such 

that T A' tends to a plane T E T (T*X), we have T S' a T • 
P n P P 

Since T pS
1 is not a complex vector space we have 
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T S 1 + ^1 T S' = x . Therefore : P P 

(8.5.1) dima,(TpS' + /̂=1 T S') = n 

for any point p in S 1. 

This implies that, for any p e S', there exists a complex manifold 
S with complex dimension n such that S Z> S 1 on a neighborhood 
of p. Hence S' is a real hypersurface of . 

Now we shall show that A 1 is contained in S on a neighborhood 
of p. We take a local coordinate system (z^,..^z^^) = (z',z"), 
where z' = (z^...^ ) , such that : 

= {(z',z") ; z' = 0} ; S={(z',z") ; z' = 0, T\> (z") - 0} 

Since T* T*X x S O T * T*X , the projection cj) : (z',z") \ > (z") 
A T * x b 

is finite on A on a neighborhood of p, and is a local isomorphism 
on A 1 . 

Since (̂)(S) = {z e (En ; (z") =0}, in order to see that A'c , 
we may assume : 

A- a iz e a 2 n ; (z") > 0} 

without loss of generality. Then setting U = {z e (E ; ̂(z") > 0} , 
(j) :A' H <l> 1 (U) > U is an unramified covering and hence for any 
holomorphic function u defined on a neighborhood of p : 

u(z') = Z u(q) m 

4>(q)=z' 
is a holomorphic function in z' e (En defined on U. 

If u - = 0 , then u can be continued to U , so that u =0, 

because A 'fl A d)(S)c:S . Hence we have u = 0 . Since this holds 
i (E for any m , u = 0 . Therefore A' is an open subset of S . 
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Since S is Lagrangean, the involutivity of A implies A z> S 
on a neighborhood of p. 
Thus we have S 1 =0, and the real dimension of S is less than or 
equal to 2(n~l). By the extension theorem for complex analytic sub­
sets, A 1 is complex analytic. [] 

§8.6. Direct images of CC-constructible sheaves for non proper maps 

8.6.1. Let Y be another complex manifold, f a holomorphic map 
from Y to X. As an immediate application of Theorem 8.5.2. and 
Remark 8.3.2. we get : 

Proposition 8.6.1. : Let ^ Y
g) s>o be a family of subanalytic 

1R b open subsets in Y , let G e Ob(Dfl,mC(Y)) and assume : 

i) Y= U Y , U Y r = Y , f*\ Y C- Y , N*(YJ ^ T*Y for any 
s s r<s s t>s t s y s y 

y e Y, any s. 
ii) f is proper over Y g f) supp (G) for ail s . 

iii) N*(Y ) H (SS(G) + P(Y x T*X))dT*Y s - x Y 
Then ]Rf (G) and ]Rf (G) are CE-construc tible and moreover : 

SSCIRf (G)) O n P~1(SS(G)) 

SS (IRf (G) ) C. ™ P" 1 (SS (G) ) 

8.6.2. The hypotheses of Proposition 8.6.1. are "locally" always 
satisfied when dim X = 1. More precisely : 

Proposition 8.6.2. : Let f : Y > X be a holomorphic map, with 
dim X = 1, and let G e Ob (D̂ __c (Y) ) . Let x e X and let K be a  
compact subset of f 1(x). Then there exist open neighborhoods U 
of x , V of K , with V Cl f 1(U), such that, denoting by f v the 
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restriction of f to V , f y : V > U , 3Rf y* (G) and (G) 

are Œ-constructible and moreover : 

SS(lRfv^(G)) ̂  JS p_1(SS(G)) 

SS(lRfv, (G) ) c ÔJ p " 1 (SS(G) ) 

Proof 

By decomposing f into Y > Y * X > X , we may assume from 

the beginning that Y = Z * X , and f is the projection. 

We set S = SS(G) , Z q = f"1(x). 

Let A = T*Z D C (S). Since we know that C (S) is isotro-

° Tz Y Tz Y 

* * ° ° 
pic in T T X (Kashiwara-Schapira [2 , §10] ) , we obtain by 

Li 
o 

Lemma 8.2.2. that A is isotropic in T Z Q . 

Lemma 8.6.3. : The image of Z x (S + p ( Y x T*X) ) by the projec-
Y X 

tion Z x T Y > T Z coïncides with A . 
o y o 

Proof 

We shall take a local coordinate system (z,t) of Z * X = Y and 

(z,t ; Ç,T) of T Y . Then it is enough to show that if a sequence 
{ ( z n , t n ; Cn' Tn ) } in S satisfies ( z

n '
t n ; Ç n ) — n ~ > ^ o ^ o ' ^ ' then 

I T I I t -t I > 0. 

If this is not true, there is a holomorphic map 

(z(A) , t ( A ) , ç ( A ) , T(A)) e S defined on {A ; 0 < | A | < 1} such 

that when A tends to 0 we have : 

z ( A ) — > Z q, ç ( A ) — > Ç q , t ( A )-t ^ A S , x ( A ) ^ A r , with s ̂  r. 

Since S is Lagrangean 

<C(X) , — z(X)> + x(X) ^ = o . 
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Therefore T(À) (SS )^ ̂ s k°un<3ed, which contradicts s ,< r. [] 

Lemma 8.6.4. : Let Z be a real analytic manifold and let 

<J> : Z > M be a proper map. Then, for any closed conic subanaly-

tic isotropic subset A in T Z , <j> ( {x ; d<J) (x) e A} ) is a discrete  

set of ]R. 

Proof 

Otherwise, there exists a real analytic path x(t) such that 

d<j)(x(t)) £ A and cf)(x(t)) is not constant. Since A is isotropic, 

we have ^ 4>(x(t)) = 0 . This is a contradiction. Q 

We resume the proof of Proposition 8.6.2. . 

Let us take a positive valued real analytic function <J> on Z q \ K 

such that Z Q = { z e z /* <J>(z) < sllJK is relatively compact in Z Q 

for any s > 0 . By the preceding lemma there exists 0<s 1 < S 2 <s^<s^ 

such that d<J>(z) / A if s 1 >< <J> (z) ̂  s4« 

— 1 s3 We shall show that V = f (U) 0 Z xx satisfies the conditions o 

of Proposition 8.6.1. for a sufficient small neighborhood U of x. 

We argue by contradiction. 

If this is not true, there exists a sequence {(z ,x )}cY=Z xx such 

that (z.x ; dej) (z ) , 0 ) e S + p (Y x T*X) and z —-> z , x — > x 

with s 2 ^ <j> (zQ) s 3. 

Hence by Lemma 8.6.3. (zQ;d<J> (Z q) ) belongs to A , which is a 

contradiction. [J 

Remark : This proposition is not true if dim X ^ 1. The above proof 

breaks because Lemma 8.6.3. does not hold if dim X ^ 1. 
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Remark : In fact. Proposition 8.6.2. is already known (cf. Le ĵl J , 
Sabbah £2~j Prove it using results of Hironaka in 2 ). 
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CHAPTER 9 - APPLICATION 2 : REGULAR HOLONOMIC MODULES 

§9.1. Preliminaries 

9.1.1. In this chapter, using the Riemann - Hilbert correspondence 

(cf. Kashiwara C ^ lMebkhout C^],^^) and more precisely, 

the functor TH of Kashiwara (loc. cit.), we shall translate our 

results on (C-constructible sheaves to results on regular holonomic 

Modules (cf. Kashiwara-Kawai [ 6]) . 

9.1.2. Let X be a complex manifold of dimension n , & (resp. 

ft ) the sheaf on X of holomorphic functions (resp. holomorphic 

n-forms). 

The following sheaves have been defined by Sato-Kashiwara-Kawai [j 3» 

Let Z be a complex submanifold of X of codimension d. One sets : 

O . i . i ) c * x = u z < a x ) [a] 

Remark that this complex is concentrated in degree zero. Its res­

triction to the zero section , JRr^^J^) [d] is also denoted by B^ | x' 

Let M be a real analytic manifold such that X is a complexifi-

cation of M. The sheaf of Sato's microfunctions is defined by : 

(9.1.2) 
fìXXVfiYXfiYfìXXVfiYXfiYfìXXVfiYXfiY 

It is concentrated in degree zero, and its restriction to the zero 

section, 2RIn

M( 0Yy) ® fnj is the sheaf of Sato's hyperf unctions, 

and is denoted by B... 
d M 

Now let Y be another complex manifold, f : Y > X a holomorphic 
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map. We identify Y with the graph of f in Y x x and Y x T X 

with T__(Y x x) . Hence the natural maps p and nr from Y x T X to 

T Y and T X respectively are associated to the first and the 

second projection on T*(YxX) = T*Y x T * X respectively. We denote 

by p and p 9 these projections. We denote by q. the j-th 

projection (j = 1,2) on Yxx. 

One sets : 

(9.1.3) 

dfgs 
X Y|YxX ® 

q2 &X 

-1 n 

q2 "x 

y>X < Y V Y|YxX 0 -1 „ . a 

When f is the identity one sets : 

(9.1.4) ^x -
>1R 
^X X 

The sheaf on T X is naturally endowed with a structure of 

a unitary Ring, and the sheaves and cz|x (Z a complex subma­

nifold of X) are naturally left -modules. Moreover the sheaf 

>. IR 
<b y X has a natural structure of ĉ lR 

G y 
_ -1 >-lR . 

' " 6 X } bimo-

dule, and the sheaf 
XVfiY 

Y a structure of . -1 >]R -1 ($L ]R v 
(w 6 X ,P <£y )-

bimodule. 

Let y be the map : T*X > T*X/ŒX . Then one sets : 

(9.1.5) fìXXVfiYXfiYfìXXVfiYXfiY 

This is the Ring of "infinite order microdifferential operators". It 

contains the important subring of "finite order microdifferen-
x 

tial operators", but we do not recall the construction of here. 
x 

The sheaves C~|x , <£y > x ' Cz|x ' ^Y > X ' are similarlY 

defined. 
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Identifying X with T X X , we have : 

(9.1.6) Sx Sx 
• Sx -*-

T X X 

SxS 

(9.1.7) Sx Sx • »x 

where *>x (resp. £)x) is the Ring of infinite (resp. finite) 

order differential operators. Moreover : 

(9.1.8) Sx X Sx X 
YXT*X 
X X 

Sx <8> Sx 

If Tt/ is a coherent £)x-module, its characteristic variety, deno­

ted char ( ~ft( ) , satisfies : 

(9.1.9) char ( TJf ) = supp Sx ® Sx 

= supp( Sx ® 

Sx 
Sx 

The last equality follows from the fact that >]R 
6 X 

is faithfully 

flat over (cf. Chapter 10 below). Recall that Sx is flat 
over © x . 

Although we shall note use it here, it may be useful to notice that 

the functor yhom(«, &y) allows us to construct new sheaves of 

microfunctions. 

As an example consider the sheaf C of Kataoka [ij E 2H* 0 n e 

M | X 
may recover it as follows. 

Let M be a real analytic manifold of dimension n such that X 

is a complexification of M, and let <J> be a real analytic function 

on M , with DCJ> ? 0 on the set {<J> = 0}. Let M + = {x e M ; <J> (x) ^ 0 } . 

Then : 

C M + | X * yhom(ŒM+, ̂ x)@ [n] 
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(use Proposition 5.5.8. to compare with Kataoka1s definition). For 
further developments, cf. also Kaneko [j ] , Oaku [j ] . 

9.1.3. Let Diff(X) be the category of left J) -modules. We deno- x 
te by D ( <JD ) its derived category, by D+( CJL)V) the full subca-
tegory consisting of complexes with cohomology bounded from below , 
by (̂X) the full subcategory consisting of complexes with boun­
ded and coherent cohomologies and finally by D^(X) the full 
subcategory consisting of complexes with bounded and regular holono-
mic cohomologies. 

We shall keep the same notations for the categories constructed with 
right <D -modules, since there will have no risk of confusion, x 

9.1.4. Now assume X is a real analytic manifold. Let X be a 
complexification of X. We denote by OL = ( & ) the sheaf of 

X X X 
real analytic functions on X, by fiv = (fi ) ® the sheaf of 

X X X ~X real analytic densities, <J) = ( 3D ) the sheaf of finite order 
X 3! X 

real analytic differential operators, etc ... .We also use the 
sheaf D̂v °f L- Schwartz's distributions, x 
If X is a complex manifold, we denote by X the real underlying 
manifold, and X the anti-holomorphic manifold associated to X. 
The diagonal embedding X > X x x identify X x x with a 
complexification of X 

Of course when X is complex,one shall not confuse the sheaf 9D^ 
with the sheaf £) ̂  , or x̂ with a ̂  for example. 

9.1.5. On a real analytic manifold X, we denote by 3R-C(X) the 
category of IR-constructible sheaves on X, with base ring d. 
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Then the derived category Db(lR-C(X)) is equivalent to D^_ c(X), 
(cf. Kashiwara Q7j). 

§9.2. Review on the Riemann-Hilbert correspondence 

9.2.1. First we recall the main properties of the functor of 
"cohomology with moderate growth" constructed in Kashiwara ^7^1 • 

Theorem 9.2.1. : Let X be a real analytic manifold. There exists  
a contravariant functor, denoted TH, from ]R -C(X) to Diff(X) 
such that : 

i) TH is exact 

ii) TH((CV) = cCv t n e sheaf of Schwartz distributions on X 
—X A 

iii) i_f Z is a closed subanalytic subset of X and 
F E Ob (1R-C (X) ) , 

TH(FZ) = rz(TH(F)) 

iv) let f : Y > X be a real analytic map, and let 
G e Ob(D^_ c (Y) ) . 

Assume f is proper on supp G . Then still denoting by TH the  
functor from d X R _ C ( X ) i2 D+(5)x) obtained by passing to the  
derived categories, we have : 

lRf,(£)v < v & TH (G) ) = TH (IR f G) X Y ^ - * -

Corollary 9.2.2. : With the same hypotheses and notations as in  
Theorem 4.4.1. , assuming moreover Y g subanalytic, we have : 

lRf,(£>.. v 6 TH (G) ) = TH (IR f G) , . X <—Y ^ - * -

(resp. 
1 R f * ( ^ x < _ _ Y ^ TH (G) ) = TH(]Rf, G) ) . 

^Y 
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Proof 
We keep the notations of Theorem 4.4.1. . Thus i denotes the ^ s 
injection Y G ^ : > Y , and f g = i g 0 f. Applying Theorem 9.2.1. we 
get : 

ORf , (5)x < — Y 6 TH(]Ris, i"1 G)) = TH (ZR f ̂ 2R i g* i^1 G) 
^ Y 

By Theorem 4.4.1. the right-hand side is isomorphic to TH(3R f G) . 

On the other hand we have : 

H k]Rf.(£) v^ v l TH (G) ) = lim^H^f JRr ( <£ _ v & TH (G) ) 
. cDy ~ — * Y S

 X < Y 3 ) Y 

= lim H^f (5) v 6 TH (G ) ) 
Y Y S 

In fact there are natural morphisms : 

S ) Y < h TH (G ) — > Kr I TH (G) ) > S) y < & TH (G ) 
X Y ® Y _ Y S *S Y ® Y " ^ Y "V 

for s1 > s such that Y , O Y . Similarly we have : 
s' s 2 

G _ > ]Ri , i~i G > G_ 
Y „ S * S Y s s 

for s" > s' > s such that Y „ D Y and Y . o> Y 
s s s s 

Therefore we obtain : 

H k]Rf i(^ x <_ Y 1 TH (G) ) = lim^lRf, ( 5 ) x < _ y S TH(]Ris* i^1 G) ) 
S)Y ® Y 

The other case is similarly proved. Q 

9.2.2. Recall the "reconstruction theorem" of Kashiwara Q 6 ] , [ 7 ] -
(cf. also Mebkhout [l],[2], [3*] for another approach of the Riemann-
Hilbert correspondence). 

Theorem 9.2.3. : Let X be a complex manifold. Then the functors 
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sol : D^(£x) > D£_C(X) 

in I > lRHomß (Ìli, &x) 
X 

and 

I > lRHomß (Ìli, &x)lRHomß(Ìli, &x) 

F » > lRHomi)_(̂ '_ , TH (F) ) 
^ X X 

are well defined, and inverse of each other . 

§9.3. Microlocal Riemann-Hilbert correspondence 

9.3.1. We may microlocalize the construction in Theorem 9.2.3. by 

usinq the functor uhom(*.») . 

Proposition 9.3.1. : Let F e D£_C (X) and ~tfl = R-H (F) (and 

hence *fh°° = £)2 ® "Hi = 3RHom (F, Q- ) ) . Then we have • x ^ — x 

yhom(F, (d cdf)8 ^tfl" = 8 w"1^ 

7T 1on°° 

Proof 

We shall not write IT 1 for short. 

Let q_. be the j-th projection from X x x to X (j = 1,2). 

By the definition of g we get : 

1R 
X 

ddv 
x d = sd d (o,n) 

XxX 
d 

vr 

On the other hand (Kashiwara-Kawaï ^6] , Mebkhout [4] ) ; 

q (o,n) 
XxX 

El Ta 
qx 

sd 
x xq dx q 

dx 
v 

-1 
= q1 <?x q21lRHom(F,Œx) [n] 

Therefore we have, by Proposition 5.6.2. 
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&f ® Ifl = yA(q/]RHom(F,CCx) ® q ^ ^ ) O] 

= yA(lRHom(q21 F, q{ ^ ) ) 

The last term equals, by the definition , yhom(F, Oy) . |J 

Remark 9.3.2. : When restricting the isomorphism of Proposition 
9.3.1. to the zero section of T X we recover a result of 
Z. Mebkhout [4] . 

Corollary 9.3.3. : In the situation of Theorem 9.2.3. we have : 

SS(F) = char($ (F)) . 

Proof 
Let *W? = R-H(F). We know by Kashiwara [ 5 ] that SSClRHom^ &0 

is contained in char ( TW ). The converse inclusion follows from 
Proposition 9.3.1. . |_| 

Remark 9.3.4. : We shall generalize this Corollary in Chapter 10. 
Let us notice that a related result to Corollary 9.3.3. with the 
notion of "vanishing cycle" replacing that of micro-support, was 
already known, (cf. Deligne [] 1 J , Brylinski Q1 ] , Kashiwara £5"]). 

9.3.2. Let Y and X be complex manifolds, f a holomorphic map 
from Y to X. 

Proposition 9.3.3. : For F e D ^ _ c ( x l R ) and G e D^ R_ c(Y : R) , we 
have the following isomorphisms. 

(i) If_ f is an immersion, and f is non characteristic for 
F on an open subset U of T X : 
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nhom(f 1F, &Y) | 0 = iRp* (JD y _> x ft ^
1 lihom (F, ( 9 X ) ) i 0 

£ > x 

(ii) If_ f is smooth and supp G is proper over X , then : 

lihom (]Rf .G, l̂ v) = lRnr* (£ ft p"1 |ihom(G,^v)) [dim Y - dim x] 
X X < Y 

Proof 

(i) We have 

£ y _ > x ft ni"
1 nhom(F, &x) =GJ" 1 lihom (F, ̂ Y _ > x ft <9"x> 

3)x Sbx 

Since CD ft Qr = lRf.d^ , it is enough to apply Corolla-Y y X /N X Y <DX 

rv 5.5.7. 

(ii) In this case, we have : 

® X < - Y ^ ^y = f ! 6"x [dim X - dim YJ . 

Hence (ii) follows immediately from Corollary 5.5.6. . [J 

§9.4. Direct images of regular holonomic Modules for non proper maps 

9.4.1. Let Y and X be complex manifolds, f a holomorphic map 

from Y to X. Recall that for a right £0Y-module *Tl the direct 

image of **t1 (or the proper direct image of 7/ ) is the complexe of 

right SD^-modules given by : 

fìXXVfiYXfiYfìXXVfiYXfiYfìXXVfiYXfiYfiYXfiYfìXXV 

fìXXVfiYXfiYfìXXVfiYXfiYfìXXVfiYXfiYfìXXVfiYXfiY 

These functors extend naturally to D ,.(¿0,,.). 
1 con Y 
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9.4.2. We shall "translate" the results of §8.6. to regular holono-
mic Modules. 

Theorem 9.4.1. : Let "f/ be a right regular holonomic £DY-module 
(or more generally an object of D^h( fl) y ) ) . We make the assumptions  
of Proposition 8.6.1. with supp(G) replaced by supp( "?/ ) and 
SS(G) by char(7/ ). Then : 

i) ( f , f p r f p r 

If!- en !Y ), ^ = en lY ) 
J f J f

s
 s J f J f s 

and these complexes belong to Ob ( <?0X) ) • 

ii) char ([ tt) c 1 (char 7/) 
J f 
f p r _ -1 

char ( j "fj ) c oo p (char vff ) 
J f 

iii) »f. ( 71 
XS 

XS 
li) Ъ 

f i4 » i t yX 

lRf , ( "TÍ I &Y) = ( 
-pr 
'f li) Ъ 

Y 
tyX 

Proof 
Set : 

G = JRHorn̂  [ *tj , fty) 

Then G e Ob(D^_c(Y)) and 

"f/ = (ft ft TH(G)) 0 ftv [dim Y] 
Y 

-fl ft = IRHom(G,(Ev) [dim Y] 

Moreover we know by Corollary 9.3.3. that : 

char( -fl ) = SS(G) . 
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Now we get : 

[ ~fl © ft® 1 = IRf* ( O v , v ft ft ft TH(G) ) [dim Y ] 
jf V X

 X X < ~ Y ® Y Y 

= ft ft IRf*(£) l R ^ ft TH (G) ) [dim Y ] 
X < ® X X * < - Y * ^ " 

= ft ft TH (IRf , G) [dim Y ] 

X % 

by applying Corllary 9.2.2. (and similarly for J ) • 

By Proposition 8.6.1. , IRf , (G) is (C-constructible. Thus i) , ii) 

and iii) follow from the reconstruction Theorem 9.2.3. and : 

IRf + IRHom (G,(DY) [2dim Y] = IRHom (IRf , G,^) [2dim x] 

IRf ( IRHom (G,CY) [2dim Y] = IRHom (IRf + G,tt ) [2dim x] . Q 

By the proof of Proposition 8.6.2. we get : 

Corollary 9.4.2. : Let f : Y > X be a holomorphic map, with 

dim X = 1, and 7f a regular holonomic ¿0 -module. Let x c X and 

K be a compact subset of f (x). Then there exist open neighbor­ 

hoods U of x, V of K, with Vcf 1 (U) , such that denoting by 

f v : V > U the restriction of f to V, | *Jf and | ^ 

belong to Ob (D r h ( ©y)), and conclusions ii) and iii) of Theorem  

9.4.1. are satisfied, with f replaced by f . 

Remark 9.4.3. : The assumptions of Theorem 9.4.1. are clearly 

satisfied when f is proper on supp . This case was first 

treaded by Kashiwara [3j (assuming moreover that f is projective) 

then by Laumon [ 1 ~J • Another case where the assumptions are satis­

fied, is the case where Y is a vector bundle on X , and is 
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"conic", that is when char ( °77 ) is contained in the hypersurface 
S Y cz T Y canonically associated to the vector bundle structure, 
(SY is defined in Chapter 5, §1.). 

Remark 9.4.4.. : The relation between direct images of holonomic 
Modules and integration of ramified holomorphic functions is explai­
ned by Pham Q1 "] / where some examples are discussed. 

Remark 9.4.5.. : A non proper direct image theorem for general 
coherent differential Modules is proved by Houzel-Schapira [_ 1 ] . 

§9.5. Perverse sheaves and pure sheaves 

9.5.1. Let X be a complex manifold, F e Ob(D^_c(X)). We do not 
recall here the definition of perversity, and refer to Goreski-
Mac Pherson Ql ] , but we use the fact (which may be taken as a defi­
nition here) that F is perverse if and only if, in the Riemann-
Hilbert correspondence, R-H(F) is a complex concentrated in degree 
0 in 0b(D^h(5)x)). 

Lemma 9.5.1. : Let A be a complex Lagrangean manifold in T X, 
F e Ob(D+(X)). Assume F is pure at any point p e A. Then the  
shift of F is locally constant on A . 

Proof 

With the same notations as in Remark 7.2.7. it is enough to show : 

T (XQ(p(s) ) ,XA (p(s) ) ,n(s) )=x Uo(p(s') ,XA (p(s') ,|i(s') ) 

We may assume that p(s) is a complex Lagrangean plane. Then the 
lemma follows from the following remark : let (E,a) be a complex 
symplectic vector space, (E ,a ) the real underlying symplectic 
vector space (i.e. : a (x,y) = a(x,y) + a(x,y)). Then for a triplet 
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of complex Lagrangean planes X^r we have T IR*X1'X2'X3* = °' 
since denoting par I the multiplication by f-\ on E-^, we have 
2R ]R a o I = -a . [J 

Theorem 9.5.2. : Let X be a complex manifold, F e Ob (DJJJ_c (X) ) 
and let A = SS (F). Then the following conditions are equivalent : 

a) F is a perverse sheaf. 

b) At any point of the non singular locus ^ r eg °f A , 
F is pure with shift zero. 

Proof 

We set R-H(F). Consider : 

a • ) HJ ( Tt] ) = 0 j ф 0 

It is equivalent to : 

a") H j ( 0 тт"1 ( Щ ) ) | Д ) = 0 j ф 0 

where A1 is the set of points of ^ r eg where the projection TT 
on X has constant rank. 

Now we have TT 1 Tfl = lihom (F, & v) , and in a neighborhood x _ 1 — X 

of p e A 1 , we have A = T yX , for a submanifold Y с X. 

Hence F = М у , microlocally at p, for a complex M of vector 
spaces. 

Let d be the complex codimension of Y . We have in a neighborhood 
of p : 

lihom (F,^ x) = © Hom(Hj(M#), |iy(^x)) [j] 

= © Hom(H3 (M*) , сЩх [-d] ) [j] 

(since by the definition C ^ x = UyfO^) [d]) . 
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Thus a") is equivalent to 

b') H-1 (M* ) = 0 for j f d and this is clearly equivalent 
to b) . Q 
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CHAPTER 10 - APPLICATION 3 - MICRODIFFERENTIAL SYSTEMS 

In all this chapter, X will denote a complex manifold. We keep the 

notations of §9.1. concerning the sheaves Q , , £ , 

E IR 
X , etc ... . 

§10.1. Characteristic variety of Q) -modules 
x 

10.1.1. Some results of this section will be generalized later on 

(§10.4), but the proofs concerning ¿0 -modules are more elementary 
x 

IR than that concerning <S -modules. x 

10.1.2. Let <=xtt\ e Ob (D̂  h ( <£) ) ) . Locally on X , 7ff is quasi-

isomorphic to a bounded complex ffj* : 

do . 1 . 1 ) o < £>x° ••• < £>/ < 0 

O 

where the P_.'s are matrices of differential operators acting on 

the right. 

We set : 

(10.1 .2) <tfl* = IRHom.̂  ( 1t( , ®x) 
X 

(10.1.3) <ftffi = £f 0 FÌXXVFIYXFIY , ®x) 

We denote by char (*7?7 ) the characteristic variety of a coherent 

£)x-module, and for Jf] e Ob ( D ^ ( SD )) we set : 

char (7/7) = U char (Hj (H])) 
j 

(Recall that the characteristic variety of a coherent <£)v-niodule 
x 
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is the support in T~X of gr ( 7/f ) , where gr ( ) is the 

graded Module obtained by endowing with a good filtration and 

taking the associated graded Module). 

We have : 

(10.1.4) charCffl) = char ( 7/1*) 

and 

char('Jfl) = supp( gx ® TT 1 7fl ) 

(cf. Bjork [lH for example). 

Moreover the Ring ¿5 is faithfully flat over : this is 

proved exactly as for (cf. Sato-Kashiwara-Kawai [l,Chapter II, 

§3.4J) by the division theorem in (cf. Kashiwara-Schapira 

[2,§6[| or Aoki-Kashiwara-Kawai Ql H ) . Hence we get : 

(10.1.5) char(T^) = supp( W1*) 

10.1.3. We shall prove : 

Theorem 10.1.1. : Let <7fl e Ob (D̂  ( < D X ) ) . Then : 

char(TH) = SS (iRHom^ ( 7fl ,F —> F(xxz) 

X 

Proof 

i) First we prove the inclusion of the micro-support in 

char ( TZ/ ) . Of course one may reduce the proof to the case where Ttl 

is a coherent oD v-module. 

Let (xo;^o^ ̂  c ^ a r ( W )• Let $ be a real C -function with 

(j)(xQ) = 0, d(j)(xQ) = £ . Using classical results on spectral sequen­

ces, it is enough to prove : 

(10.1.6) Ext^ (<2f/j , H ^ ^ O } ( ^ X ) ) X = 0 Vj »0, Vk »0. 
X O 
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Then, using a standard argument, we may reduce the proof of ( 1 0 . 1 . 6 ) 

to the case where 77] = 3)x / <^ X P ' for a differential operator P 
with a(P)(xo;£Q) f 0 , c (P) denoting the principal symbol of P. 

If C Q = 0 , the result is clear. Assume £ q ^ 0 . By the Cauchy-
Kowalewski theorem the sequence : 

( 1 0 . 1 . 7 ) 0 > 0 \ — > 0X — > &x — > 0 

is exact, £? P denoting the sheaf of holomorphic solutions of the 
equation Pu = 0 . Hence ffx is quasi-isomorphic to 3RHom^ (c7//, ff^ 

X 
We shall prove : 

( 1 0 . 1 . 8 ) ^ o ' ^ n ' i S S ( & \ } 

Applying the functor l R r ^ ^ ( # ) to the exact sequence ( 1 0 . 1 . 7 ) 

it is clear that ( 1 0 . 1 . 8 ) will imply ( 1 0 . 1 . 6 ) . 

To prove ( 1 0 . 1 . 8 ) we may assume X is open in (Cn, X Q = 0 , 

^ o = ( 1 , 0 , . . . , 0 ) . Let us denote by z = ( z ^ , z n ) the coordinates 
on (Cn , with z = (z^z 1) and set : 

H = {z £ <Cn ; Re z1 ^ - e} 
L = (z £ (Cn ; Re z = - £> 
G = (z e £ n ; Im z1 = 0 , -Re z >y 5 | z 1 | } 

By the refined Cauchy-Kowalewski theorem (Leray [_ 1] ) , there exists 
£ > 0 , 6 > 0 and an open neighborhood V of 0 such that for any 
x £ V, the restriction morphism induces a quasi-isomorphism from the 
complex : 

0 > &x ( (x+G) 0 H) — — > & x ( (x+G) fl H) > 0 

to the complex : 

0 > #x((x+G) 0 L) —p—> (9̂  ((x+G) 0 L) >• 0 
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Since /^(K) = IRr (K, 0 ) for any convex compact set K , we 
u X X 

obtain : 
IRr ( (x+G) 0 H, 0^) = M((x+G )0 L, 0^) 

Applying Theorem 3.1.1. we get (10.1.6). 

ii) Let us prove the converse inclusion. 
Let Z be another complex manifold, and let p̂  be the projection 
T*(Xx Z) > T X. First we prove : 

Lemma 10.1.2. : We have : 

P l (SSlRHom^ (Tfj, ffXyZ) ) CZ SS (iRHom^ & x ) ) X X 

Proof of Lemma 10.1.2. 
We represent Tt) by a bounded complex of free $) -modules as in 

x 
(10.1.1). 
Let K and L be convex compact subsets of X and Z respecti­
vely, and let a (K) and a (K x L) denote the complexes : 

N N 
0 > 0X(K) ° -|—j-> ... > 0X(K) P > 0 

and 
0 > ^ X X Z(KXL) N° w - J - > ... > ^ x x Z(Kx L) NP > 0 

whose cohomology groups calculate H (IRr (K/IRHom^ ( t"ff| , and 
®X X 

H (IRr (KXL,* IRHom a ( Itf , # v v r 7))) respectively.  dJx X xz 
Let and be two convex compact subsets of X with cz 

and assume that the restriction mapping 0 (K̂ ) > 0?(K^) indu-
ces a quasi-isomorphism a (K̂ ) ^ s > a (K^). 

Let L be a closed ball in Z . Then (K. x L) = & (K.) § 0 n (L) , 
X x Zi J X J L 

(j = 1,2), where • §• denotes the topological tensor product of 
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THE NUCLEAR SPACES (GROTHENDIECK , [ I J ) - BY LEMMA 10.1.3. BELOW WE 

OBTAIN A QUASI-ISOMORPHISM a (K 2
 X L) = A (K^ x L) AND IT REMAINS 

TO USE CRITERIA (3) OF THEOREM 3.1.1. . (J 

LEMMA 10.1.3. : LET E AND F BE TWO BOUNDED COMPLEXES OF  

NUCLEAR D-F-SPACES, U A LINEAR CONTINUOUS MORPHISM FROM E TO F 

WHICH INDUCES FOR ALL J z 2Z AN ISOMORPHISM (E ) = (F ) . 

LET G BE A NUCLEAR D-F-SPACE AND LET U ® 1 BE THE MORPHISM FROM 

E* ® G TO F * 0 G ASSOCIATED TO U. THEN FOR ALL J z ZZ, U ® 1 

INDUCES AN ISOMORPHISM H-̂  (E* ® G) = (F* ®G) . 

PROOF OF LEMMA 10.1.3. 

BY CONSIDERING THE MAPPING CONE OF U WE MAY REDUCE THE LEMMA TO 

THE CASE WHERE F = 0 . THEN IT IS WELL KNOWN THAT IN THIS SITUATION, 

THE FUNCTOR • 0 G IS EXACT (GROTHENDIECK [L ] ) . |J 

END OF THE PROOF OF THEOREM 10.1.1. 

WE HAVE : 

CHAR (7ft) = CHAR ( ) = SUPP ( FTT*^) 

= SUPP U A IRHOM^ { % , & X X Y.) 
X 

WHERE A DENOTES THE DIAGONAL OF X X X. THEN ONE APPLIES THEOREM 

5.2.1. AND LEMMA 10.1.2. . [J 

REMARK 10.1.4. : I) THE INCLUSION OF THE MICRO-SUPPORT IN THE 

CHARACTERISTIC VARIETY MAY ALSO BE OBTAINED BY NOTICING THAT IF 

p = * xo ;^o , / then ^ X , P °PERATES ON (LRR {^ 0} < &y) > WHERE 
<J>(xQ) = 0, D(J>(XQ) = CQ / (CF. KASHIWARA [5^]). 

II) WHEN REPLACING & X BY VARIOUS SHEAVES OF 0 X-MODULES OR 

^-MODULES, AND THE CHARACTERISTIC VARIETY BY SUITABLE "MICRO-
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characteristic varieties" one can extend the inclusion * z> * of 
Theorem 10.1.1. (cf. Kashiwara-Schapira CO,[2_|, Laurent [1 J , 
Monteiro-Fernandes [" 1 ] , Schapira [2] and Theorem 10.5.1. below). 

§10.2. Characteristic variety of the induced systems 

10.2.1. Let Y be a complex submanifold of X . Recall that the 
sheaf 3D V V V = &v ® £D V

 i s naturally endowed with a structu-Y > x Y @ x 
re of a ( S) v , 5)v) -bimodule. Let ^ be a coherent $) -module, or 

Y X X 
more generally an object of ( ) . 

con X 
We set : 

(10.2.1) = 5 ) Y - > X ^ ^ Y i ^ 

In general the cohomology groups Ĥ PTtly) are no more coherent 
over £0 y , but locally they are a union of an increasing sequence 
of coherent 3)Y-modules. 

We shall also consider the algebraic cohomology groups 1RT j-̂j CTT)) 

with their structure of left Si -modules (Kashiwara [4"]). 
x 

Finally we set : 

(10.2.2) <7ri°° = 0 ^ | 
X ^x 

Theorem 10.2.1. : Let ^ e o b ^ D
c o h ^ x ^ and assume : 

a) 17/Y
A £ Ob(D^ o h(© Y)) 

b) £> x ® ( l R r[Y] = m r Y ( ^ X 0 ^ ] 

£> x fl)x 

Then : 
charO!) C T*Y D C * (char (IT?)) 

TyX 
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Proof 
Since char ( rft] ) = char ( ̂  ) we have by Theorem 10.1.1. 

(10.2.3) char(~)7)) = SS(Q ft ) 

Set 
F = nY ft c7n 

Then : 
iRrY(7n°°)F(xxz) 

Let us calculate IRr (F) : 

iRrY(F) = nx ft„ шгу(7п°°) 
£>x 

(7п°°) 
nx 

, CO nx 
nx 

rY, ( 111 ) 

= nx J *ГГУ]<^> л;х 
Since 

iRrY(7n°°)iRrY(7n°°)iRrY(7n°°)iRrY(7n°°)F(xxz) 

with £ = codim̂ (Y) , we obtain : 

Dy (E) = ox 
Dx 

dx 
^ Y 

my [-l] 

= Ry 
Dx 

ID J [-2 A] 

Thus : 
char J) = (SS(lRrY(F))) 

and it remains to apply Theorem 5.2.1. . [J 

Remark : The proof of Theorem 10.2.1. replaces the proof of Theorem 3 
of Kashiwara-Schapira [] 4J which was not correct. 
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10.2.2. The hypotheses of Theorem 10.2.1. are satisfied for regular 

holonomic Modules (Kashiwara-Kawai [6]]). Hence we get : 

Corollary 10.2.2. : i) Let "777 be a regular holonomic system on X. 

Then : 

char ( Ttl h o T*Y 0 C * (char ( ̂  ) ) 
TyX 

ii) Let ''Tf] and *T( be two regular holonomic systems on X. Then : 

char (^ ft T| ) CL char ( ) + char ( ̂  ) 

(The structure of left <D -module of ^fft & ^f] is explained in 

Kashiwara [4] ; cf. also Bernstein [1 ] ). 

Remark 10.2.3. : An exact formula for the restriction of the 

characteristic cycle of regular holonomic Modules is obtained by 

Sabbah \_\ ~\ . 

10.2.3. : Let ^ e holomorphic functions on X, X . . e (H 

and let ^ be the left (£) -module : 

I X . 

(10.2.4) 1\] = <£) ( n f . D) 
x j=1 3 

that is, "tt/ = &x/^~ where 2- is the left Ideal of sections P 

of ^0 V which satisfy P (II f.3) = 0 generically. 

Let us recall the result of Kashiwara-Schapira [3]. 

Define the subset Z of T X as follows : 

(10.2.5) 

(x/O e Z < = > there exists a sequence {(x ,a . ) i , -
P 1 / 

I 
in X x Œ such that : 
x > x , I a . df . (x ) > £ > a . f, (x ) > 0 Vj ,k 
P P ' j = 1 3 rP 3 P P D/P k p p 
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Corollary 10.2.4. : We have : 

char ( Hi ) CZ. Z 

For the proof one introduces the left SD XX£&-module ^ generated 
by n (t. + f.(x)) J. Then : j=1 3 J 
char ('71 ) C ( (x,t;I a . (df . (x) +dt. ) ) ; a . (t . +f . (x) ) =0 for any j 

and we apply Corollary 10.2.2., since : 

iRrY(F) = nx ft„ шгу(7п°°) 
£>x 

Remark 10.2.5. : The result we obtain in Corollary 10.2.4. has to 
be compared to that of Kashiwara-Kawai [̂5 J ; cf. also Iagolnitzer 
\̂ ~̂\ for another approach. 

Remark 10.2.6. : When Y is a (singular) hypersurface and 
*fj7 = H£v] ( / a n exact formule for char ( Tt| ) has been obtained 
(cf. Le-Mebkhout [j ~] , Sato-Kashiwara-Kimura-Oshima [1~] ) . 

A . 
§10.3. Singular support of IT (f.+io) 3 

3 J 

10.3.1. We shall calculate the singular support (i.e. : the "ana-
Xi 

lytic wave front set") of hyperf unctions of the type II (f.+io) J . 
We refer to Kashiwara-Kawai [5] or Lebeau [2] for another approach 
to this problem. 
Let M be a real analytic manifold, X its complexification, 
n = dim M. 

The sheaf C^ of Sato's microfunctions is defined by : 

181 



M. KASHIWARA, P. SC H A PI R A 

ft„шгу(7п°°)£>xшг 
and its restriction to M, the zero section of T„X is the sheaf 

M M 
of Sato's hyperfunctions (cf. Chapter 9, §1). 
If u is a hyperfunction on M, we denote by sp(u) the section of 
C^ it defines all over T^X, and by SS(u) the support of sp(u). 

10.3.2. Let N be a submanifold of M, of codimension d , Y o X 
its complexification. Let A = TyX and A = TyX f\ T̂ X . Then A is 
a complex Lagrangean manifold in T X , and it is the complexifica-
tion of the purely imaginary Lagrangean manifold A of T̂ X = /-1 T M. 
The manifold A is endowed with the sheaf (Chapter 9, §1) : 

c ? j x = V ^ x ' H 

and one may define the "second microlocalization" by replacing the 
sheaf & x on X by the sheaf C ĵ x on A (cf. Laurent Q1 ~] , 

Kashiwara-Kawai \_lT\ , Kashiwara-Laurent [ 1 "] ) . 

One defines : 

iRrY(F) = nx 7п°°) 
£>x iRrY(F) = nx ft„ шгу(7п°°)£>x 

f\j * * * 
where TT is the projection T , (T X) > T X. 

A m 

There exists an injective natural homomorphism : 

7п°°) > > c2 

A* 

The morphism T is obtained as follows. There are natural morphisms 

—Y uN(<^uN(<uN(< (7п£>x 
, which define : 

nM<<?-x> 0 —M uN(<^x) 0 %[d] uN(<^x) 0 %[d]F(xxz) 
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then : 

^ M(^ x) ® wM[n] > IRr * ^ ( ^ x ) ® %&+d] . 
T M X 

Let f j (y) (1<:ĵ r) be real analytic functions on N , with Im f_.̂ 0 
on N. Assume M = IR x N , and let t be a coordinate on IR (we also 
write t for its complexif ication on (E) . 
Let u be the hyperfunction on M defined as the boundary value of 
the holomorphic function II (t + f . (y) ) J from Im (t + f . (x) ) > 0 

and let v be the hyper function on N given by v = IT (f . (v)+io) 3. 

Then x(sp(u)) admits an asymptotic expansion (Kashiwara-Kawai £ 3_| ) 

T(sp(u)) = Z (t + io) U (log t + io) k v, 

and sp(v) is the coefficient of (t + io)°(log t + io)°. Thus : 

(10.3.1) supp (sp v) c T*Y n supp(T (sp (u))) 

We shall estimate this set. 

Let = {(t,y) e (C x y = X ; Im(t + f j (y) ) > 0 for j = 1,...,rl. 

Then II (t + f . (y) ) J defines a homomorphisiti : 
j 3 

$$ $$ 

Since fi is a tube over M , we have a canonical morphism : 

$¤ iRrY(F) = nx ft„£>x 

and sp(u) is the image of 1 E I by : 

1 iRrY(F) = nx ft„£>x iRrY(F) = nx ft„£>x 

Consider the commutative diagram : 
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C 

PM(£FI> 3 fiM[n] | a ] r — > 3 R ^ ^ W ® 2N Cn+lJ 

PM(£FI> 3 fiM[n] |a]r — > 3R^^W ® 2N Cn+lJ3R^^W 2N 

Hence we have : 

(10.3.2) supp(T (sp(u) ) ) C supp y ] R I I Y ( - ^ ) 

and we obtain by Theorem 5.2.1. : 

(10.3.3) SS(v) a T*Y O C ̂  (SS(ffin)) 

If we set n . = { (t,y) ; Im(t + f . (y) ) > 0} , then ffi = (Efi 6 . . . 6 <Efi . 
3 J 1 r 

Hence by Theorem 5.2.2. we have : 

SS(£„) c Ut,y ; i Z a (dt + df (y) ) ; a >, 0 
" j J J J 

Im(t + f j (y) ) >, 0, a . Im(t + f(y) ) = 0} 

then we can state, replacing N by M and Y by X for conve­
nience : 

Theorem 10.3.1. : Let f_. (1 ̂  j ̂  r) be real analytic functions 
on the real manifold M, such that Im f_. :> 0. Let X be a comple-
xification of M . We have : 

X . 
ss( n (f. (x) + io) 3) a U z 

j : J J 

where J ranges over subsets of {l,...,r} and 
Zj = { (x ; i£) e v^l T*M = T*X ; there exists a sequence 
{ (x ,a^) . ,} in X x i r J such that a? >, 0, x > x, 

P P DEJ P — P P P 
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I a 3 df.(x ) > £ , f.(x) = 0 , Imf.(x ) = Ira f. , (x ) and 
3 e J 
â  Im f . (x ) > 0 for any j , j 1 c J} . 

§10.4. Characteristic variety of -modules 

10.4.1. We briefly recall, following Kashiwara-Schapira , §3, 

especially Corollary 3.2.5.], the action of over Qf.' . We 

take X = (Cn and consider a closed convex proper cone G contai­

ning 0. An open set D is said to be G-round if (D+G) 0 (D+Ga) =D. 

Then for a G-round open set D, the ring <̂ (G ; D) is defined by : 

¿(6,0) = H > x D £(G; D) 

with Z = {(x,y) e X x x ; y-x e G}. 

Then there exists a natural ring homomorphism : 

(10.4.1) &(G;D) >r ( D x i n t G a ° ; £ ^ ) 

and for p = (x ; £ ) e T X we have : ^ o o 

(10.4.2) £J* = lim> £(G; D) 
X ' P GTD* 

where G ranges over the set of closed convex proper cones such 

that G c {y ; <y , C 0 > < 0} [) {0} and D ranges over the set of 

G-round open neighborhoods of X Q . 

The action of on is descrit)ed bY the following : 

Theorem 10.4.1. : Let X q belong to the G-round open set D. 

Then there exists a G-round open neighborhood U of X q such that  

for any G-open sets Q

Q ^
Q

1 with ftQ C ^ , ̂  \ fiQ C
 u / we can defi­

ne naturally IRr (1R(|> (£?")) in the derived category of the 

category of sheaves of left (G ;D)-Modules defined on Q

Q^
Q

1  
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10.4.2. Now we consider a bounded complex M of left free 

¿5" (G ; D)-modules of finite rank : 

r 

(10.4.3) M : 0 > 6(G;D) q > ... > 6(G;D) P > 0 

and we denote by ftf the complex S ? ® M over D x G° a : 
<?(G;D) 

(10.4.4) % : 0 > A > ... > > 0 

Recall that supp() is the complementary in D x G°a of the set 

of points where the germ of ~ffj is exact. 

Let Z be another manifold. We denote by TT the projection 

X x z > X or T*(X x z) > T*X. 

Let <|> be the continuous map X x z > X^ x z . 

Then !R r( f i ^ )xZ^"1R*z* ^X x ẑ  is also in the derived category 

of the category of ^(G,D)-Modules over ft r

 x z. 

Theorem 10.4.2. : Let ft and ft, be two G-open sets in X with  o — i c 

ftQCL tilf Sl1 \ ftQdU. Let V = Int (ftx \ fi ) x Int (G°
a) . Then : 

supp^ftfO V= U , z(SS(lilHom g ( G ; D )(M,^
1lRr ( . } ^ ]R* ̂  & ^ z) ) ) 0 V 

Z 1 o 

where Z runs over the set of complex manifolds. 

Proof 

i) Assume Tfî exact on a neighborhood W of (x

0' 0̂̂

 £ V* 

We first prove : 

(10.4.5) w¡^W)nsS(lBHc in è ( G. D )(M,*¡
1lRГ ( f 2 l V f i o ) x ZlR* Z A^ X x Z)) = 0 

Since M is exact on TT 1 (W) we may replace X x z by X . 

Let I|J be a real C1-function with dijj (Xq) = £ Q. We shall assume 

Ç Q ^ 0, otherwise the proof is trivial. 
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If we set S = {x ; ij, (x) >y * ( X Q ) } , 1RTs ( &x) x is an O U 0 , C 0 ) " 

module. Moreover : 

I R F s ( ^ x ) x = » r s ( r 1 m r x 

O 1 O O 
and this isomorphism is compatible to the map £?(G;D) > ^ v 

( Xo'V 
Therefore we have : 

IRHom £ ( G ; D ) (M^" 1 IRr^^^ ]R^ ( 5 ^ 

= 3RHom ( fcf 0 M, ]Rrs( ^ x ) x ) 
g( ) o'^o; 6?(G;D) o 

which vanishes by the assumption. 

Since this holds at any point (x;£) in W , (10.4.3) follows, 

ii) To prove the converse inclusion, set : 

X1 = Int(ft1\ftQ) 

(J) the continuous map X x x1 > X„ x x1 

G 
l = ^ ( ^ n ^ X - ^ V ^ W ' 

and remark : 
Mx-( ^x'xxJ lv

 = Px'(^!v 
(where X 1 is identified with the diagonal of X1 x X 1)-

Thus on V : 

supp (IRHom £ ( G ; D ) (M, C SS (IRHom £ ( G f D ) (M,F) ) 0 T*, (X' x X') 

C P L SS(lRHom^(G^D)(M,F)) 

(where p̂  denotes the projection from T*(X'xx') = T*X 1 x T * X ' on 
the first factor). 

Finally we remark that : 
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(10.4.6) IRHom > ( G ; D ) (M, = IRHom ('ft/ , ̂ f ) 

and the support of the cohomology of this last complex is the same 

as the support of the cohomology of If/ , because 

(10.4.4) Ifl = ̂ Hom (IRHom ̂  m Clïi, £f ) , &f ) . Q 

6*x 6X 

Corollary 10.4.3. : i) Let 7T] be a bounded complex of free left 

&X " m Q <^ u 3- e s Qr" finite rank on an open set U of T X . Then 
lR 

supp(tt/ ) is involutive in T (X ) (in the sense of Theorem 6.4.1.) . 

ii) Let be a coherent -module on U. Then supp(TîJ) is 

involutive in T X . 

Proof 

The second assertion follows from the first one since <3 X is 

faithfully flat over (Q and any coherent (o" -module is locally 

quasi-isomorphic to a bounded complex of free (o^-modules of finite 

rank. 

The first assertion follows from Theorem 6.4.1. since the projection 

TTZ(S) of an involutive set in T ((Xx z) ) is involutive in 

T * ( X * ) . • 

Remark 10.4.4. : i) In Kawai \j\ ~] we see an example of a bounded 

complex If] of free 9D~-Modules of finite rank such that 

char (It)) = supp( Q ® TT)) is a real Lagrangean subset. 

The same article implies the following : let M be a real analytic 

manifold and X its complexification. Then the sheaf of microfunctions 

admits locally a finite resolution by locally free ' -Modules of 

finite rank. 

ii) Of course, assertion ii) of Corollary 10.4.3. is well-known 

(cf. Sato-Kashiwara-Kawaï [i]). 

188 



APPLICATION 3 : MICRODIFFERENTIAL SYSTEMS 

§10.5. Propagation theorem and Cauchy problem 

10.5.1. Let X be a complex manifold of dimension n , Y a real 

submanifold of class C a (a >, 2) . 

The complex \i { & ) is naturally endowed with a structure of a 
x X 

left -module. In fact we may assume X is open in Œ n, and let x 

G, D, ftQ, Q±f be as in Theorem 10.4.1. .Set V=Int(ft1\ft ) * Int G°
a. 

We have : 

(10.5.1) P y(^ x)l v= ( V * - 1 » r ]R* ( ( ? x ) ) ) | v 

1 o G 

and we may apply Theorem 10.4.1. . 

10.5.2. Now let M and V] be defined as in (10.4.3) and (10.4.4) 

respectively. We know by Theorem 10.4.2. that 

SStKHom^.jjjfM ^ f f i r ^ } .(^ x))) is contained in 
O 1 G 

supp TH 0 V . Hence we get by Theorem 5.2.1. : 

Theorem 10.5.1. : Let be a bounded complex of free ¿5 ̂  -modules  

of finite rank on an open set U of T X. Then : 

SS(1RHOJR (1?],yY( ̂ x ) ) ) <c C ^ (supp(7T/)) . 

6 X TyX 

Remark 10.5.2. : This theorem generalizes Theorem 6.3.1. of 

Kashiwara-Schapira 2 J which made some assumptions on the subma­

nifold Y. When Y is real analytic and X is a complexification 

of Y, we recover the theorem of propagation of micro-analyticity 

for solutions of micro-hyperbolic systems (Kashiwara-Schapira, loc. 

cit.). Let us recall that this result was first obtained for single 

differential operators (for hyperfunction solutions) by Bony-Schapira 

[ 2 ] then extended to single microdifferential operators by 

Kashiwara-Kawai [_2~\ . 
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Remark 10.5.3. : As a particular case of Theorem 10.5.1. we find : 

(10.5.2) supp IRHom (1ft,yy( &y) ) d T*X 0 supp(lT|) . 
^ X 

Assume now that 7T[ is defined all over T*X (Ttt is a bounded com­
plex of free £)~-modules of finite rank), and assume Y is non 
characteristic for <7tl , that is, T*X Cl supp TIJ c T*X . Applying 
Proposition 5.3.2. we obtain the isomorphism : 

(10.5.3) 3RHom jlfl, &y) [y * 3RHom ^ (UJ, ]Rry ( &x) ® <*> K[) 
^ X ^ X 

where d = codim Y. 

Remark that if Y is real analytic and X is a complexification 
of Y, the hypothesis that Y is non characteristic is often trans­
lated as 11 ?tf is elliptic" , and (10.5.3) asserts that the hyer-
function solutions of the system are real analytic functions. 

10.5.3. One can also recover Theorem 2.3.1. of Kashiwara-Schapira 
Q2^i on the Cauchy problem for microf unction solutions of micro-
hyperbolic systems. For sake of simplicity we shall only give the 
proof for differential systems. Let f : N > M be a map of real 
analytic manifolds, and let us denote by f : Y > X a complexi-
fication of f. We denote as usual by p and w the associated maps 
from Y x T * X to T*Y and T*X respectively. 

X 
Let Itf be a coherent ©-module, % = & f"1 H7 

X Y f-^x 
the induced system on Y. Assume first f is non characteristic 
for 777 (i.e. : T*X 0 w" 1 (char(TTJ)) CL Y x T*X) . Then one knows 

X X 
(Kashiwara [l 3) that one has a natural isomorphism : 
(10.5.4) f BHom^ (1f1, &x) — > 3RHom ̂  (<ffly, QT^ 

X Y 
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Theorem 10.5.4. : Let V be an open subset of T
N

Y • Assume : 

i) f is non characteristic for cfj^ . 

ii) f is micro-hyperbolic for ̂  on V, that is the map 
— 1 -fc 

HTM : p (V) 0 N x T X > T..X is non characteristic for 
jyi M JXl 
C (char( IFL ) ) . 

iii) p (V) 0 ~UJ (char ( I T ] ) ) C Y x T*X . 
X 1X1 

Then the natural morphism : 
p^ is 13RHom _1 (TT 1<f*]/C ) > JRHom _ ( TT ̂  C ) 

71 £ X TT 3)Y 

is an ismorphism on V. 

The sheaves Cx„ and C>T of Sato's microf unctions on M and N M N 
respectively, are defined in Chapter 9, §1. 

Proof 
Let us apply Theorem 5.4.1. to the complex F = = JRHom^ (ffl, 0^) . 

X 
We get : 

y^Cf"1 F) h f' ZZ I - ]Rp a)" 1 y (F) % o j " 1 ^ . I 
'V M " ~Nx T *XL 7 

M M 1V 
We have : 

f ! ^ X "^Y E d i m]R Y " d i miR X^ 

aj" 1^ ^ - [dim N - dim Ml ® a).T / »* 
~NxT*X M M 

Hence : 

y N(f" 1F)| ® a)N [dim N] - ]Rp̂  ar"1 yM(F) I ® a ) M [dim M] . 

Applying the isomorphism (10.5.4) we get the result. Q 

Remark 10.5.5. : In case CV(] is an ^ -module, one has to use 
x 

191 



M. KASHIWARA, P. SC HA PIRA 

Theorem 3.1.2. of Bony-Schapira Q3J instead of (10.5.4). 

Remark 10.5.6. : Here again, this theorem was first obtained by 
Bony-Schapira [2] for single differential operators, then by 
Kashiwara-Kawal [2J for single microdifferential operators. 

§10.6. Microlocal action of on &x 

10.6.1. Let X be an n-dimensional complex manifold, and let q_. 
be the j-th projection from Xxx to X (j = 1,2). 

Lemma 10.6.1,. : We have : 

Ext̂ tq̂ 1 &x ' q{ &y) = 0 FOR 3 7̂  -n 

and we have canonical homomorphisms : 

/Of (o,n) Ext n(q11 ^x , «x) 

/Q/(0,n) 
^XxX Ext n(q11 ̂ x , «x) 

Here, Horn(« , •) or Ext (• , •) are taken over the ring CH . 

Proof 
For pseudo-convex open sets U and V of X, we have, by the 
Poincaré duality (Corollary 1.3.2.) : 

TRT (U x v, 3RHom(q216v,q| &x) - Horn ( ]Rrc(V, 6^) , ]Rr (U, 0^) ) 

- Hom(H*(V, &x) , H°(U,^X)) [n] 

Now we have morphisms : 

(10.6.1) ^°;^(uxv) x ^{v.ffj > H ̂ u;Bq1,<0rx°x'x)>> 
<9-x(o) 
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where the last arrow comes from the Serre duality : 
Ext n(q1

1 ^x , «x)Ext
 n(q1

1 

The map (10.6.1) being functorial in U and V , we obtain the 

morphism : 

ft (o,n) 
UX x x 

' Ext n (q2

1&x , qj frx) 

The second morphism is similarly obtained. 

By Lemma 10.6.1. , we obtain : 

(10.6.2) 
]RHom(q2

1 

]RHom(q2

1 & x , qj ^ ) 

Applying the functor y (» ) to both terms in (10.6.2) we have : 

Proposition 10.6.2. : There exist canonical morphisms 

U ]R 
G X y hom( ^ x ) 

< < § ì R ) a y hom(ftx, x̂) 

Thus we again obtain the microlocal action of Sx* on <?-x : 

Corollary 10.6.3. : Let p e T X. There exists a natural morphism 

of rings : 

Sfry > H ° - + < ^ X } • 

' P D (X; p) X X 

Proof 

The morphism is defined by Propositions 10.1.2. and 6.1.2. . The 

verification that this morphism is a morphism of rings is left to 

the reader . [] 

Remark 10.6.4. : We have got another interpretation of Theorem 10.4.1. 

Remark 10.6.5. : Cf. Mebkhout [A] for a construction similar to that 

of Lemma 10.6.1. 
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X 

§11.1. Construction of quantized contact transformations 

11.1.1. Let X and Y be two complex manifolds with the same dimen­
sion n. We denote by q̂  and q̂  the first and the second projec­
tion from X><Y respectively, and by p̂  and p^ the first and 
the second projection from T (Xxy) = T X x T Y respectively. We 

a * set p̂  = p o a, where a is the anti-podal map on T X. 

Let (J) be a holomorphic contact transformation between two conic 
open sets ft cz T X and ft., c T Y, and let A be the complex conic 
Lagrangean manifold associated to (J) , obtained by taking the image 
of the graph of 4> by the anti-podal map on T X. 

Let p e A, p x = pa(p) e ̂ x, p y = p2(p) e fty. Let K eOb (D^_c (Xx Y)) 
which satisfies : 

(11.1.1) K is a simple sheaf along A with shift 0 

(11.1.2) 
/ a. -1 (P1 ) (ftx) 0 SS (K) o A 

P 2
1 (ftY) n ss(K) a A 

First we shall construct a morphism : 

*K[n] <#v> > Y in D +(Y; P y) 

We have by the definition : 

*K[n] (C x ) = 2Rg2!(K[n] ft q i
1 # x ) 

Let us take an element : 
2Rg2!(K[n]2Rg2!(K[n]2Rg2!(K[n] 
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Applying Proposition 6.1.2. , we find that, shrinking ^ x and fiy 

if necessary, s gives a morphism in D + (Xx Y ; fia x 9^) : 

s : K Pj (n,o) 

Thus we get a morphism, in D+(Y;^Y) : 

*K[n]*K[n]*K[n]*K[n]*K[n]*K[n]*K[n]*K[n]*K[n] 

lRq2! ( ^ 0 ) [ n j ) ) [ n j 

*K[n] 

where the last arrow comes from the Serre duality. 

We shall denote the morphism from ^K[n] ̂  ̂ X^ to ^Y SO construc"* 

ted, by a (s ) : 

(11.1.3) a(s) =^ K[ n](^ x) > 6Y in D+(Y,fty) . 

Remark that H° (uhom (K, 0^'°) ) ) has a structure of ( 

ĉ lR X 

oY,pY)-bi-module by Proposition 10.6.2. . 

Theorem 11.1.1. : There exists an s e H°(|ihom(K, &^Jr°h) which 
• • — — A x Y p 

satisfies the following conditions : 

(1) a(s) : ̂ [ n ] * ^ ) > is an isomorphism in D +(Y;p y). 

(2) Ps = sQ (P e , Q e ¿5̂ * ) gives a ring isomorphism 

. > IR ^ v > IR 
: ^x,px > £ y , P y 

(3) a(s) is compatible with the action of <<? ? and (c?\r*_ 
X Y 

on ^ x and (3̂  . 

We shall prove this result at the end of this section. 
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Remark 11.1.2. : The isomorphism a(s) is not unique, but unique 

up to the multiplication by an invertible microdifferential opera­

tor. This is the same as the situation encountered in the theory of 

microdifferential equations (cf. Sato-Kashiwara-Kawaï £l J ). We call 

a(s) a quantized contact transformation above <f> . 

11.1.2. In order to prove the theorem, we shall study the composi­

tion of such morphisms. 

Let X_. (j = 1,2,3) be three complex manifolds of the same dimen­

sion n, X ±j = X i x X_. , X 1 2 3 = X1 x x 2 x x 3- We denote by *K[n] 

the projection from x^23 to Xij ' Pj_j tne projection from 
* * * 

T X. n o to T X.. , by p. any of the projections from T X.. to 123 i j J *i -* f J 

T X^. We denote by p̂ _. the map obtained by composing p̂ .. with 
* 

the anti-podal map on T X^. 

Let 2 and ^23 be °kJects of DI-^^X12^ and D(E-ĉ —23̂  res~ 

pectively both with shift 0. 

Let cHf. . be the regular holonomic 3) -module associated to K. . 
x 3 *ij ~~!D 

by the Riemann-Hilbert correspondence (cf. Theorem 9.2.3.). We set : 

W i j = R-H(K..) 

*K[n] 1R 
6 5 X. . 

ID 
*K[n] 

X. . 

-1 1t/±j 

Thus : 

K. . 
-il 

IR Ho m 
X. . 

ID 

*K[n]11 

lihom (K. . , & 

~1 I A 
Lij 

) = % iJ 

Now let be an open subset of T X 1 3, let U be a relatively 

compact subanalytic open subset of X 2 and 0, an open subset of 

T U. Assume : 
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(11.1.4) 

PlV (FL13) 0 PlV <SS<K12}) 0 P231 (SS(K23))<^T*X1x^2xT*X3 

and the set on the left-hand side is isomorphic to ^ 
by P13 . 

Assume moreover that we have isomorphisms : 

(11.1.5) 
SS(K12) D T*X1 x —-—> fta 

SS(K23) 0 ̂ 2 X T*X3 — ~ — > Q: 

We set U1 = X1 x u x x2 . 

Proposition 11.1.3. : Under the assumptions (11.1.4), (11.1.5) we 
have a commutative diagram in D+(^3), and an isomorphism y : 

A d B 
X d 

c v D Y 
A : mp^^p^uhomfK^,^11') » p-213uhom(K23, > > | 

B : **»3.<P^1mf2lo'n) «pr31 itif3(°'n))|̂ 3 

C : uhom(lRql3A(q^K12 ® ĝ 3 K23)u,[n],(5r55°'n))| 
\L 10 13 

_ ^ a , a-1 C]AA IR (o ,n) „ a-1 CUA lR (o ,n) xi D : ]Rp13.(p12 ?tl12 ®^ p23 ?H23 )| 
6x2 "13 

Here (o,n) 
X. . 

ID 
d * x . . 

ID 

0 
<^1*x. 

J D 

n(n) 
X . 

D 

and 111 ij 
lR(o,n) 0 • (o,n) 

<?x ij 

1R 
ij 

Proof 
We set xi223 = X12 X X23 and denote bY q<| and ^ the ProJec" 
tions from X1 223 tC> X12 and X23 resPectively/ and by and 
f\, * * * 
P2 the projections from T x̂  22 3 to T X12 anĉ  T X23 resPectively• 
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Let C/tI12 ® "^2 3 be the coherent 3)X -module: 

1fl12«,ftl23= <»x .-1 ^12 0 ̂ 21 ̂ 23> 1 2 23 X1 223 (q 1 J) 0 q2'#x > 
We have : 

(11.1.6) IRHorn̂  (^|)12 ®?W23 , #x > S ̂ 1^12 0 ̂ 2 3 
X1 223 1 

Hence we have a commutative diagram : 

A d B 

C x D 

A : p1 jihom (K̂  2, &x ) ® P2 |ihom(K23, <5̂x ) 

-̂1 cri-H ^ %-1 cMoiR 

C : (ihom(q1 K^2& q2 K23, £?x ) 

D : %f2 § lDf3 

Here 1R 1 2 ® 17) 1R 23 dx 
1 223 ̂-1 > 1R P. 6 „ A12 ® -̂1 P2 <e 1R &X X23 

(P1 "171,2 0 P2 ^23) 

vr G 1R 
(D X 

1 22 
® 
TT 1»x 

1 223 
cm12«ui23> 

Let j be the diagonal embedding : 
j : X123 « X1 223 

and let m and p be the associated maps from X10~ x T X100_ * 1̂ 3 X1223 1223 
to T X1223 and T X123 respectively. We have by Corollary 5.5.7. : 
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(11 .1 .7)< 
lihom (j ̂ q ^ K ^ 0 ^2 1-23 )' ^^23 

-1 ,%-1 %-*\ . ~ . 
= lRp*w lihom (q1 5-] 2

 0 ^2 -2 3 ' -1 * 

Set 
— = T1 (q^ K 1 2 0 q^1 K 2 3) = q;1

2 K 1 2 8l q; 1
3 K 2 3 

The restriction homomorphism ff 
A 1 223 

_ > J* induces : 
X1 23 

(11.1.8) lRp*or 1 nhom( q i
1K l 2 ® q 2

1-23' ^X ) > u h ° m (-' 1 2 ^ 

Set 
c7t)= fcv 

Л1 23 1 223 ¿Dv 

1 223 

*K[n]*K[n]*K[n] 

Then we have : 

<7T)* = *P.*"1 <S?i23 _> X i 2 2 3 | K C=nif2 S 77)f3» 
X1 223 

and Proposition 9.3.3. implies : 

(11.1.9) lihom (K, & ) = IT] 
123 

TR 

Thus by (11.1.7) and (11.1.8) we obtain a commutative diagram : 

A 

1-
C 

>-
E 

-> B 

-> D 

-> F 

A : ]Rp*nr 1 (p^ lihom (K 1 2, ) ® p 2

1 lihom (K 2 3, & x )) 

B : 1R P*HT
1 (p^1 Tlfl* 0 p ^ TT)*) 

C : IRp^m ' (jihom (̂  1K 1 2 0 ^21-23' ^X J ) 
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D : lRp.in-1 ( Tflf2 *K[n]*K[n] 

E : |ihom(K, 
1 23 

F : «fo 1R 

— 1 lR /--L- lR lR Remark that the morphism IRp̂ m ('̂ f) ^ 2 ® ^23^ > ^ is 
u JR 

obtained by the canonical section of g X1 23 1 223 
Now we shall study the direct image of f̂Tj by P-|3« 
Let m1 and p1 be the maps from x-|23 xx T X1 3 to T X1 3 and * 13 T X̂ 23 respectively, associated to the projection .̂ 

Set K1 = Ky, (recall that U1 = ^ x u x x3). By (11.1.4) we have 
an isomorphism : 

(11.1.10) K1 = K in D+(X123 ; P̂ 3(̂ 13)) 

Moreover K1 e Ob (D^_c (X1 2 3)) and Proposition 9.3.3. implies : 

(3Dy y \ P'"1 lihom (K',^Y )) X13 < X1 23 $3 ~ X1 23 123 
LIHOM (2RQ. * K ' [N] , & ) 

13 - x13 
Thus 

(11.1.11) 
1R̂ (<£> 6 p' 1nhom(K,^Y ))| X1 3< X1 2 3 £>v ~ X123 X123 13 

Uhom(lRqi K' [n] , ft ) I 
13 "13 

Now remark that for a left 5) -module F we have : 
X1 23 

£x <_x & F = (F ® ^ <n)) & # X13< X1 23 © &Y X2 3DY X2 
A123 2 2 

Thus we obtain : 
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(11.1.12) 

JttrJ P' 1 UHOM(K, #<°' n' o )) ft £T Y ) 
X123 !D V

 X2 'ft,, 
X2 1 J 

|IHOM(LRQ .*K'[NJ , Qf ) 
1 J 13ft 1 3 

HERE (O,N,O) 
X1 23 X1 23 # v

 X2 
X2 

(N) 

SET : 

—13" "^q1 3* - ' 

WE OBTAIN THE COMMUTATIVE DIAGRAM : 

A > B 

I I 
C > D 

I . J 
E > F 

A : IRROJP' 1 l R p „ U 7 1 (P 1
1|IHOM(K 1 2, ̂ ° ' N ) ) 0 P 2

1 | I H O M ( K 2 3 , ^ X ))J 
1 2 2 3 ft <| 3 

В : *K[n] -1 -1 4,-1 
' 'lRp̂ ïïi (Pl 

cfyilR (o,n) 
m 12 

^-1 
® P 2 

*K[n] 

° 1 3 

C : ]Rnr;p' 1uhom(K, &l°'n'o)) 
123 fi 1 3 

D : L I ^ P ' " 1 (^(0,11,0), 

"13 

E : uhom(]Rq ,tK'[n] , & ) 
A1 3 "13 

F : IRNRIP'"1 (1ììK(0'n'0)
 8 <? Y )| 

®x 2

 2 '"13 

NOW WE CONSIDER THE COMMUTATIVE DIAGRAM : 
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P~1 P,(X123 XX13 T*X13> a X123 XX100QT X1223 

I \ Z Z Ô 
65 

* 
T X1223 

b P 

X1 23 XX13T X13 P* T X1 2 3 

65 1 

t*x13 

Then P"1 p'(x123 T*X13) is isomorphic to T x123, and by this 

isomorphism, boni1 , P<| °ïïToa,p2oiuoa are identified with 

P^2' p̂ 2 and p23 r̂ spectively. 

Hence we obtain the diagram on ft^ 3 : 

(11.1.13) 

A B 

C D 

A : 1RP̂ 3* (P̂ 21 |ihom(K12/ 0^'^) ® P231 ^homfK^,^ )) 

B : a , a-1 c-p-.lR (o, n ) _ a-1 ^ IR , 
^P13*(P12 TH12 0 P23 iTl23) 

C : 13 - x13 

D : IR^p' 1(£) 6 
A13 A123 $) 

X1 2 3 

Finally, we remark that (11.1.5) implies : 

*K[n]*K[n] 
X13 "X1 2 3 

X13 

X1 23 

ТТЛ ) = BPi3* <РГ21^Г'п] 1 
X2 
P23 7П231 

This completes the proof of Proposition 11.1.3. . 
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Now let ft^ be a conic open subset of T X^ ( (ij ) = (12) or (23)), 
such that ^12^T*X1 x ft2 and fi23 c ^2 x T*X3» 
Let s.. be a section of H° ( lihom (K. . , 0l°,U ^ ) ) on ft . . . We set : ij 14 -13' Xij ID 

S13 = X(S12 0 S23) 

where A is defined in Proposition 11.1.3. . 

By Proposition 6.3.3. we have, with the same notations as in the 
proof of Proposition 11.1.3. : 

<1K1-14) %3Ln]{^ £ *K12[„] • *K23Cn]<<V 

and we have morphisms : 

(1 1 • 1 " 5 ' \ 2 M '% 3 M ^ 1̂2[n]<« ^ % 2 M ( \ ] Mi77> > ^ 

By Proposition 6.3.3. we get : 

Lemma 11.1.4. : We have : 

a(s 1 3) = a(s 1 2) » ̂ [ n ] («<s23)) 

11.1.3. Now we prove Theorem 11.1.1. . Since any contact transfor­
mation is the product of two contact transformations whose associa­
ted Lagrangean manifold is the conormal bundle to a hypersurface, 
we may assume K is (H-constructible with shift 0. 

We take X1 = Y, X 2 = X, X^ = Y, K 2 = K, K 2 3 = K . 

Then we choose a neighborhood ft^^ °f (Py'P^' a neighborhood ^ 2 3 

of (pv/Pv) a n c^ a n open set U in X , such that (11.1.4) and 
X x 

(11.1.5) are satisfied. 
Let s±j be a section of ^ ^ ° ' n ) which satisfies ((ij) = (12) 
or (23)) : 
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(11.1.16) 

The morphisms 

cSx. i 
*K[n]*K[n]*K[n]*K[n] Ps. . 

1] 
and 

*K[n] 
p5.<TN? J

( 0' N )>' Q s . .Q 
1J 

are isomorphisms. 

We know that such sections locally exist, (cf. Sato-Kashiwara-

Kawaï [j ] / Kashiwara [_5 1 ) . 

Then by Proposition 11.1.3., \i(s^2 ® s23^ = Y^s13^ gives an iso-
n • -> ̂  nr. / a-1 ^.iRfo^) ^ -1 ̂ nnlR(o7n) , 

morphism between lRp13*(p12 7/]-] 2 1RP23 ^23 a 

g ?F (resp. ¿5 ̂  ) . X2 

Hence s1 ̂  gives an isomorphism between H° (lihom (K1 ̂  , &l° ,n ^ ) ) and i j i ~J x̂  3 

(resp. <^??) . 

Since 3 is a simple sheaf with shift 0 along T^ (Y*Y) , 3 is 

microlocally isomorphic to <E Q-n] . By this identification, 

H° (lihom (K1 3, ̂ °'n) ) ) is isomorphic to C^(°'n)= £ ^ . Then the 

multiplication on the right, and the multiplication on the left by 

s^3, are isomorphisms on • Hence ŝ  3 is invertible in (s>~^ r 

in a neighborhood of p^. 

As a(s^3) is nothing but ŝ  3 acting on & through the morphism : 

*K[n] 
Horn ( ff O' ) 

D (Y/pY) 

(Proposition 10.6.2.), a(s 1 3) is an isomorphism. Therefore a(s 1 2) 

has a right inverse. Taking s^2 as s , a (s) has a right inverse. 

Similar argument replacing X and Y, shows that a(s) has also a 

left inverse. This completes the proof of Theorem 11.1.1. . [] 
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§1 1 . 2. Quantized contact transformations and microlocalization for  
the sheaf 0x 

11.2,1. Let (E,G) be a complex symplectic vector space, X a 
real linear subspace. One says that X is IR-Lagrangean if X is 

Lagrangean in the real underlying symplectic vector space (E ,2Rea). 

If p is a complex linear subspace of E, we define as in §7.1., 
p X = (x e E ; a(x,p) = 0 } 

and if p is isotropic, we set for a real linear subspace A : 

x p = ((X o P1-) + P)/P 

Remark that if X is IR-Lagrangean, then X p is IR-Lagrangean in 
the complex symplectic space {p1" /p, a

p ) , a
p denoting the image of 

o in p^/p. 

Let X be an IR-Lagrangean subspace. One says that X is I-symplec-
tic if Im a is non degenerate on X. This is equivalent to saying 
that (E, -r a) is a complexification of the real symplectic space 
(X, Im aĴ ) , or that X niX = (o). Now let X be an IR-Lagrangean 
subspace and consider : 

p = X D iX . 

Then p is a (complex) isotropic subspace, and X p is ]R-Lagrangean 
and I-symplectic in p̂ /p . 

Let X q be a complex Lagrangean subspace of E. We define the bili­
near form y, on X P , by setting for (ii,v) e X P * X P : 

A O O O 
(11.2.1) y, (u,v) = a (u,v) 

A p 
where v is the complex conjugate of v with respect to the 
isomorphism : 

CD ®M X p = px/p 
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Lemma 11.2.1. : The bilinear form y, on X p is hermitian. 
Moreover y^(u,v) = 0 if_ u or v belongs to (Àp 0 / and 
the hermitian form defined by ŷ  on ^o/(Xpn X p ) ^ is non degene-

' o 
rate. 

The proof is immediate (cf. Schapira Ql , Proposition 1.3J). [] 

Let s + (resp. s ) be the number of positive (resp. negative) 
eigenvalues of ŷ  on X p . Set : 

2n = clinic E 

c = dim1R(A 0 X Q ) 

d = dim^(X 0 iX) 

6 = dim^(X niX 0 X Q) 

By Lemma 11.2.1. we have : 

s + + s + dim (XP 0 X P) = dim-, Ap 

_LK O u- O 
= n - d 

Since X°D X P = (A 0 X ) /#A ~ • ~ -» x we obtain : o o / (A n lA 0 A Q ) 

(11.2.2) s + + s" = n - d - c + 26 

We shall denote by sgn y, the signature of y, on X p , that is , 
A A O + -

sgn ŷ  = s - s 

Proposition 11.2.2. : Let X be an 3R-Lagrangean subspace of 
(E,a) , p = X 0 iX and let X q be a complex Lagrangean subspace 
of (E,c). We have : 

(11.2. 3) 1 
sgn y x = 2 T ( A , iX, XQ) 

Here T is the index associated to the symplectic form 2Re a 
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(cf. Chapter 7, §1. for the definition of T) . 

Proof 
Since Yi = Y / and T(X, iX, X ) = T ( X P , iXp, X*3) , we may assume X \P ° o 

X 0 iX = (0). 
Let q be the real quadratic form on X Q : 

q(z) = a (z,z) . 

Then sgn ŷ  = s 9 n <3- *f we write z = x + iy, x e X, iy e iX , 
we get : 

q(z) = -2a(x, iy) 

and by Proposition 7.1.5. , the signature of q is T(X,iX,XQ). [] 

11.2.2. Now let X be a complex manifold, M a real submanifold 
2 * 

of class C . The conormal bundle T̂ X is clearly ]R-Lagrangean 
* "k k 

(i.e. : T pT MX is IR-Lagrangean in T T X at each p e T

M

X ) • We set 

for p e T*X : 

(11 .2.4) 

E (p) = T T*X P 
X M ( P ) = T

P

( T M X ) 

X (p) = T 7T"1TT (p) o ^ p ^ 
I 2n = dim^ E(p) 

c = dim.^ (XM (p) 0 A q (p) ) = codim M 

d(p) = dim(C(XM(p) n iAM(p)) 

5(p) = dim(C(XM(p) 0 iXM(p)0 XQ(p)) 

Definition 11.2.3. : Let p e T̂ X . We define the integer : 

s(M / P) = 1 T(X M(p), iXM(p), XQ(p)) 
IR 

(where T is the Maslov index on E (p) ) . 
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We also define the integers s (M, p) by the relations : 

s+(M,p) - s (M,p) = s(M,p) 

s+(M,p) + s~(M,p) = n-c-d (p)+26 (p) 

Remark that it follows from Proposition 11.2.2. that s+(M,p) 
(resp. s (M,p)) is the number of positive (resp. negative) eigen­
values of the hermitian form ŷ  on (p) , where 
P (P) = AM (p) fi iAM(p) , 

Example 11.2.4. : Let x e M , and assume TxX = (T M) . Then at 
each p z T̂ X , ^(p) is ]R-Lagrangean and I-symplectic in E (p) , 
and s+(M,p) = s (M,p) = 0 . A particular case is obtained when M 
is real analytic and X is a complexification of M. 

Example 11.2.5. : Assume M is a complex submanifold of X . Then 
in that case , A. (p) = iX (p) , and s+(M,p) = s (M,p) =0 at each 
P £ T*X . 

Example 11.2.6. : Let § be a real function of class C , 
M = {x ; <j> (x) = 0) , and assume d<j> ̂  0 on M. Let : 

T1 M = (v e T X ; <v,3 <J> (x )> = 0} X X X o 
o o 

where 9̂  cj) is the differential of <$> with respect to the holomor­
phic variables. 
Let L̂  be the Levi form of <j). Recall that if (x̂ ,...,xn) is a 
system of holomorphic coordinates on X, L, is represented by the 
matrix : 

q + x 

3x . 3x . d^i, ĵ n) 
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Proposition 11.2.7. : In the preceding situation, we have : 

s (M, 3<|> (xQ) ) = sgn(L 
Œ T M x o 

Proof 

We shall follow an argument similar to that of (Schapira [j , Propo­

sition 1.6.]). 

Let ip be the morphism M x 1R > given by : 

(x,k) (x, k 3c|> (x) ) 

Setting p = 3<j) (xQ) £ T*X <z T*X , induces the (C-linear homomor-

phism : 

^ : Œ ® l R T ( x o / 1 ) ( M X l R ) T T*X 
p 

Set XM = XM (P ) = Tp V ' and Xo = X o ( p ) = Tp ^"^(P)- Then : 

^ = X

M

 + i XM 

Now we identify T (MxiR) with (T M) x 1R 
Xo 

, and we embedd 

T M into T X ©T X . x_ x^ x_ o o o 
We extend this embedding to the Œ-linear 

homomorphism : 

Œ в IR x 
о 

T X © T X x x o o 
by which *K[n]*K[n] is identified with the space : 

{ (a,3) e T X © T x X ; <a , 3 <$> (x ) > + < 3 , 3 (j) (x ) > = 0} 
o o 

We have : 

(XQ) = {(a , 3 ,k) e T X© T x X©Œ ; a = 0, <&,3<|> (x ) > =0} 
o o 

K 1 (xM) = {(a, |3,k) e T x X0 T x X 0Œ ; a= 3, k £ 1R, Re <a,3c}) (x ) > = 0} 
o o 

Hence we have an embedding : 
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tJ; M e * . 1 <V 
o 

given by 3 « > (0,3,0), 

By this embedding : 

i M T * M) c x o n ttM - ixM) 
O 

V i(T x M) + (X o = Xo 
O 

Hence sgn y, = sgn(y, o ) . 
ÀM ÀM 

For M A , (0,3) + (3,0) ) e X M , and ((0,3) - (3,0) ) e iA M # 

Hence : 

(11.2.5) ( y , o = (ip* (dw) ) ( (0,3) , (3,0)) 

Since ip (co) = k 8cj) and \p (dw) = kd 8cJ) + dk 8<j>, the right hand 

side of (11.2.5) equals <d 9 0 , (0,3) A ( 3 , 0 ) > that is, 

<8"3(j), (0,3) A ("3,0) >. This completes the proof. [] 

Theorem 11.2.8. : Let M and N be two real submanifolds of 

class C of X , U and V two conic open subsets of T X, and let 

(p be a complex contact transformation from U to V. Assume that 

(p sends U 0 TMX to V 0 T^X. Then : 

i) The function s(M,p) - s(N,<f>(p)) is locally constant on 

T*X 0 U. 
M 

ii) Locally on U , we may quantize (p as an isomorphism : 

*K[n] *K[n] 
<<?x> £ V ^ x 1 [-1 (dim M + s (M,p) ) - l(dim N + s (N,(J)(p) )] 

where p e U 0 T*X . 
M 

Proof 

Let p e T*X H U, q = cf)(p). We set A(p) = TP(7T
 1 TT(p)) , 
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V q ) = T g ( i r-1 , „ „ , ̂  = A m ( p ) = T p T* x, A n = ̂ ( q ) = Tg T*x and 

we denote by cf) the differential of (f> at p. 

Let A be the Lagrangean manifold of T (X xx) associated to the 
graph of <J> , K a simple sheaf on A with shift 0 . Applying 
Theorem 11.1.1. and Corollary 7.4.2. we find, locally on U, an 
isomorphism : 

*K[n]*K[n]*K[n]*K[n]*K[n] 

where : 
d = -|-(dim M - dim N) + -|- T 

T = T(Ao(q), (j)*(Ao(p)), XN(q)) . 

First let us prove that T is locally constant. 

Let v(q) be a complex Lagrangean plane of T^ T X , transversal to 
each of X Q(q), <|>*(Ao(p)), ^(q). Then : 

*K[n]*K[n]*K[n] 
where : 

Ti = T(xo(q)' ^ * ( A 0 ( P ) ) / v(q)) 
T2 = T (**<x0(p) ) ' ÀN(q) ' v (q) } 
T3 = T(AN(q)' Xo(q)' V(q)} 

Since X Q(q), <J> (XQ(p)), v (q) are complex Lagrangean, = 0 . 
Since dim(4>* (A (p) ) f\ A

N(<3)) and dim(XQ(q) f) A
N(q)) are locally 

constant, T2 and are locally constant by Proposition 7.1.3. . 

Now we have : 

2(s(M,p)-s(N,q)) = T(AM,iAM,AQ(p)) - T(AN,iAN,Aq(q)) 

=T(AN,iAN,**(Ao(p))) - T(AN,iAN,AQ(q)) 

= T(iAN,cj)*(Ao(p)) ,AQ(q) ) - T (XN,^)*(Ao(p)),Ao(q)) 

= 2x(Ao(q), (J>*(Xo(p)),XN) . 
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The last equality follows from the fact that the isomorphism of the 
multiplication by i transforms a to -a . Hence we have found : 

( 1 1 . 2 . 6 ) s(M,p) - s(N,q) = T 

which completes the proof. Q 

§ 1 1 . 3 . Applications 

1 1 . 3 . 1 . We shall give some applications to Theorem 1 1 . 2 . 8 . . 

Let M be a real submanifold of class C . We keep the notations 
( 1 1 . 2 . 4 ) . We also introduce : 

( 1 1 . 3 . 1 ) 
v(p) : the complex line of T T X generated by the Euler 
vector field. 

(Recall that the Euler vector field is the image by the Hamiltonian 
isomorphism of the canonical 1-form OJ of T X) . 

Proposition 1 1 . 3 . 1 . : Assume : 

( 1 1 . 3 . 2 ) d i m 1 R(A M ( p ) fi v ( p ) ) = 1 

Then we have ^(v^i &x)) = 0 for 
j i Qc + s"(M,p) - 6 (p) , n - s +(M ,p) + 6 (pf] 

Proof 
We may find a complex Lagrangean plane A^ in T p T X such that : 

(11.3.3) \ AQ 3 v (p) , dim^ (AM(p) r\ A^) = 1 , and the hermitian form 
y , . on ( A ' ) p ^ has no positive eigenvalues 

(where p (p) = XM(p) n i A^ (p) ) . In fact let p'= ( A M (p)f|iXM (p) )+v (p) . 
It is enough to find a Lagrangean plane A^ in p ,J"/p ' which does 
not intersect (A (p))p and such that the hermitian form y . . 

AM(pj 
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has no positive eigenvalues on A^ , then to take the pull-back of 
A^ in Tp T X. Similarly we may find a complex Lagrangean plane 
A" such that : o 

(1L3.4) < 
A" O v (p) , dim1T3 (AM(p) O A") = 1, and the hermitian form 
O UK JY1 O 

Y, , . on ( A " ) P ^ has no negative eigenvalues V P ) ° 
Now we choose a contact transformation <j> which interchanges A^ 
(resp. A£) with T g IT"1 TT (q) . Thus cf) interchanges (T*X,T*X,p) 
and (T X, T

N
X / q)r f o r a real hypersurface N of X, with 

s+(N,q) = 0 (resp. s~(N,q) = 0). 

Assume we know that H 3(u N(ffy)) q = 0 for 
j t [l + s"(N,q) + a, n-S +(N,q) + 3] . 

Applying Theorem 11.2.8. we find : 

H j (yM( &x)) = 0 for j j. [l + s" (N,q) + ct - y / n - s+(N,q) + 3 - Y] 

where : 
Y = -̂ (s(M,p) - s(N,q) - codim M + 1) 

Let us write for short s(M), s (M), X , s(N), ... instead of 
s(M,p), s±(M,p), A

M(p), s(N,q), ... .We have : 

1 + a + s~ (N) - Y = a + i(l + s + (N) + s" (N) - s (M) + c) . 

Since s+(N) + s~(N) = n - 1 - dim^^ f) iA^) 
= n - 1 - d(p) 

we get by Definition 11.2.3. : 

1 + a + s"(N) - Y = a + i(n + c - s (M) ~ d(p)) 

= a + s " (M) + c - 6 (p) 

Similarly : 
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n + 3 - s+(N) - y = n + 3 + j(c - s(M) - 1 - s+(N) - s"(N)) 

= 3 + 5(11 - d(p) + c - s (M) ) 

= n + 3 + 6 (p) - s + (M) 

Thus : 

H j (yM( &x) ) = O for j i [c + s"(M) - 6 (p) + a,n-s+(M)+6 (p)+3] . 

We know that for a locally closed subset Z of X , H 3 ( & ) = 0 

for j i [l ,n] if x i Int Z (for j = 0 this is the "analytic 
extension principle" and for j > n this is a theorem of Malgrange 
[2]). In particular Hj(yN((^x)) = 0 for j i [l,n] . 
Thus if we choose N such that s (N,q) = 0 (this is possible by 
(11.3.4)) we may take a = 0 . Similarly if we choose s+(N,q) = C 
we may take 3 = 0 , which completes the proof. (J 

Remark 11.3.2. : Since 

* M ( P ) n Ao(p) = Tp(T*X 0 w 1
 W(p)) , 

we have : 

(11.3.5) fi(p) = coding (Tir(p) M + i T 7 r ( p )M) 

Hence 6(p) = 0 is equivalent to saying that M is a so-called 
"generic" submanifold. This is of course the case when M is a 
real hypersurface. 

When 6(p) = 0, similar results to that of Proposition 11.3.1. are 
well-known, and there exists an extensive literature on this subject. 
Let us only quote AndreottL-Grauert £ 1 ] , Naruki [j J , 
Baouendi-Chang-Treves £ 1 ] , Nacinovich £l 3 / Sjostrand \j2 J • When 
M is real analytic, and 6 (p) = 0, v^iGy) ® [codim MJ is 
isomorphic to the complex of solutions of the induced Cauchy-Riemann 
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system with values in the sheaf of Sato's microfunctions on Z17! T M 

This follows easily from the Cauchy-Kowalewski theorem (formula 

10.5.4), (cf. Kashiwara-Kawaï H 1 ] ) . In this situation, Proposition 

11.3.1. follows from Sato-Kashiwara-Kawaï £ 1 , Chapter III, Theorem 

2.3.10.]. We refer to Tajima (j J, and the bibliography of this 

paper, for more details. 

Remark 11.3.3. : Let us say that M is non degenerate at p if : 

(H.3.6) XM(p) o
 i A

M(P)
 = <o> 

In this case the cohomology of ^jy^^x^p concentrate<^ i R degree 

m = n - s (M,p) = codim M + s (M,p) (at p e T^X). Let y be the 

projection from T̂ X to the spherical cotangent bundle SMX = T̂ X/IR . 

Let us put : 

Si = V &x> ® - M M 

Since we may find a complex contact transformation which interchanges 

T̂ X with the conormal bundle to the boundary of a strictly pseudo-

convex open set (in a neighborhood of p), we find that the sheaf 

C^ on Ŝ X is flabby in a neighborhood of p. Using Proposition 

2.3.2. it would be possible to formulate results of the type "edge 

of the wedge theorem", but we do not develop this here (cf. 

Martineau [l ] , Bros-Iagolnitzer ["l_] , Bengel-Schapira []l ] ) . 

Remark that when M is real analytic (and (11.3.6) is satisfied) 

quantized contact transformations for uM( CO where already per-

formed by Kashiwara-Kawaï £4 ] (cf. also Boutet de Monvel fl] , 

Lebeau Ql ] , Hôrmander , Sjôstrand |] 1 ] ) . 

11.3.2. We can also recover Proposition 1.1.2. of Sato-Kashiwara-

Kawaï Ql Chapter II] . 
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Proposition 11.3.4. : Let M be a complex submanifold of complex  
codimension d . Then : 

H D(y M( ffx)) = 0 for j ̂  d . 

Proof 
First let us choose p e T M X * BY a complex contact transformation 
we may interchange (T^X,p) with (TNX,q), where N is any other 
complex submanifold of X. By Theorem 11.2.8. we have : 

*K[n]*K[n] [codim^M] *K[n]*K[n] [codim^N] 

Since *K[n]*K[n] [codim^N] is concentrated in degree ^ 0 (resp. 
> 0) for N a submanifold of dimension 0 (resp. of codimension 1), 
the results follows. The case where p e T̂ X is easily deduced. (J 

11.3.3. We can also study real submanifolds which are "microlocally 
weakly pseudo-convex". More precisely : 

Proposition 11.3.5. : Let M be a real submanifold of class C , 
p e T..X . Assume (11.3.2) at p and also : 

(11.3.7) s (M,p) - 6(p) is locally constant in a neighbor-

hood of p . 

Set j Q = codim M + s~~(M,p) - 6(p). 

Then HII(yM( Gfy)) = 0 for j ̂  j , and for j = j , this space 
o 

is infinite dimensional. 

Proof 
Let (j> be a complex contact transformation defined in a neighbor­
hood of p Q, such that <J> interchanges (T^X' P Q) A N D ^ T N X ' qo^ ' 
where N is a real submanifold. We have already noticed that 
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s(M,p) - s(N,cj)(p)) is locally constant. 

On the other hand we have : 

s+(M,p)+s (M,p)-(s+(N,4> (p) )+s~(N,4> (P) )) 

= codim N - codim M + dim̂ , (Â  (p) O i Â  (p) ) 

- dimffi(AN(<|> (p) ) 0 iAN((J) (p) ) + 26 (p) - 26 (<J> (p) ) 

Since dim^ ( AM(p) o iAM(p) ) = dim^ (X̂  (<j> (p) ) ft i AN (4> (p) ) ) , we find that 

(s"(M,p) - 6 (p) ) - (s (N,cJ)(p)) - 6((j)(p))) is locally constant. 

We choose the contact transformation <j> such that N is a real 

hypersurface, and s (N,<J>(pQ)) = 0 . Since 6(<j)(p)) = 0, we find by 

the hypothesis that : 

s (N,q) = 0 

for q e TNX' n̂ a neighborhood of q = cf> (p ) . 

Then applying Proposition 11.2.7. and (Hormander [j , Theorem 

2.6.12.]]), we see that N is the boundary of a pseudo-convex open 

set . Therefore EJ (y ( Q )) = 0 for j ̂  1, and 
N X qQ 

H (vM(&x)) =0 for j j£ j where jQ = 1 - ± [s (M,p)-s (N ,q) -
ô 

codim M+l]] and the same calculation as for Proposition 11.3.1. 
shows that j = codim M + s~(M,p) - 6 (p) . Finally HD° (yM ( Qfw) ) O M A P ̂o 
lim̂  0 (U 0 fi)/ (U) , where XQ = TT (q ) , ft is a pseudo-convex 
U3x> 

open set with N as boundary, and U ranges over the family of 

neighborhoods of Xq in X . Q 

Remark 11.3.6. : We shall extend Proposition 11.3.5. to general 

systems of microdifferential equations with constant multiplicities 

in our forthcoming paper [6] . 
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Special notations and conventions 

General notations 

Int(A) : interior of A 
A : closure of A 
{x} or {x } : a sequence indexed by n e IN n n n 
xnn -n-> x : the sequence {xn } has a limit x 
G° : the polar cone to a cone G in a real vector space (§1-1) 
TX : the tangent bundle to X 
T : the natural projection TX > X 
T X : the cotangent bundle to X 
7T : the natural projection T X > X 
TyX : the normal bundle to Y in X 
TyX : the conormal bundle to Y in X 
T XX : the zero section of T X, identified to X 
T X = T X \ T__X X 
• • 
7T : the restriction of TT to T X 
a : the antipodal map on a vector bundle 
p f / TCf or simply p. Hi : the natural maps from Y x T X to T Y 

and T X respectively, naturally associated to a map 
f : Y > X 

o)x or a) : the canonical 1-form on T X (§1.1) 
H : the Hamiltonian isomorphism from T T X to TT X (§1.1) 
1R 

X : the real underlying manifold to a complex manifold X 
X : the anti-holomorphic manifold associated to a complex 

manifold X 
X : the space X endowed with the G-topology (X contained 

in a real vector space, G a closed convexe cone) (§1.5) 
< J > G or < j > x or <j> : the natural map X > XQ (§1.5) 
C(S,V) : the normal cone of S along V in TX (§1.2) 
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CV(S) : the normal cone of S along V in TVK , (V smooth), (§1.2) 
N(S) = TX\C(X\S,S), the strict normal cone to S (§1.2) 
N*(S) =№(S) : the conormal cone to S (§1.2) 
Sl + S2, S1 + S2

 : Cf, Definition 1.2.3. 
f #(A), f$(A) : cf. definition 1.2.5. 

wX : the orientation sheaf on X 
WY/X = WY $ f 1—X : the relative orientation sheaf associated to 

f : Y > X 
lim> : inductive limit 
lim : projective limit 
"<lim" : ind-object (§5.6) 
"<lim" : pro-object (§5.6) 
r(•,•,•) : Maslov index (§7.1) 
s(M,p) : index associated to a real submanifold M in a complex 

manifold X (§11.2) 

Categories 

D(X) : the derived category of the category of complexes of sheaves 
of A-modules over X , (A is a fixed unitary ring) 

D+(X) (resp. Db(X)) : the full subcategory of D(X) consisting of 
complexes with cohomology bounded from below (resp. 
bounded cohomology) 

D+(X;$) : the localization of D+(X) with respect to 
N($) = {F £ 0b(D+(X));SS(F) $ $ = $} (§6.1) 

D+(X;p) = D+(X ; {p}) 
D*V(X) : the full subcategory of D+(X) consisting of F $0b(D+(X)) 

with SS (F) C V 
D+

W-IR-c (X) (resp.Db
IR-c(X)) : the full subcategory of D+(X) (resp. 

Db (X)) consisting of complexes with weakly IR-construc-tible (resp. IR-constructible) cohomology (X is a real analytic manifold), (§8.2) 
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D T

w - C - c

( X ) (resp- Db

C-c(X)) : the ful1 subcategory of D+(X) 
(resp. Db(X)) consisting of complexes with weakly 
Œ-constructible (resp. C-constructible ) cohomology (X is 
a real analytic manifold), (§8.5). 

Diff(X) : the category of left DX -modules 
x 

D(D x) : the derived category of Diff(X) 

D b

c o h(X) : the full subcategory of D(D x) consisting of complexes 

with bounded and coherent cohomology, (§9.1) 

Db

rh(X) : the full subcategory of D b

c o h(X) consisting of complexes 

with regular holonomic cohomology 

Sheaves 

F, G, ... : objects of D+(X) 

supp(F) = U supp Hj (F) , where supp Hj (F) is the support of the 
j 
sheaf Hj(F) 

SS(F) : the micro-support of F (Definition 3.1.2) 

[d] : shift in D+(X) (§1.3) 

wgld(A) : weak global dimension of A (§1.3) 

rZ (X,F) : global sections of F supported by Z 

r z (F) : sheaf of sections of F supported by Z 

F ® G : tensor product sheaf 

Hom(F,G) : sheaf of homomorphisms from F to G 

Hom(F,G) : group of homomorphisms from F to G (= r(X,Hom(F,G)) 

FX : the stalk of F at x 

FZ_ : naturally associated to F, a sheaf such that (FZ)X =FX 

for X $ F, (F z) x = 0 , X $ Z 

f* (•) : direct image 

f1(.) : direct image with proper supports 
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f -1(•) : inverse image 
Hj (•) : j-th cohomology object 
IR F (•) : right derived functor of F(.) 
L F(•) : left derived functor of F(.) 
f! (•) : adjoint of IR f! (•) 
HjZ(X,.) = H j I R T Z ( X , . ) 

HjZ(.) = H j IRrz(.) 
Extj (• , • ) = Hj IR Hom ( • , • ) 
Extj(•,•) = Hj IR Hom(•,•) 
Torj (.,.)= H-j ( • $ • ) 
F^ : Fourier-Sato transform of F (§2.1) 
F Y : inverse Fourier Sato transform of F (§2.1) 
V
M(.) : specialization along M (§2.2) 
(•) : microlocalization along M (§2.3) 

uhom(F,G) : microlocalization of G along F (§5.5) 
(•)/ $K (•): extended contact transformations (§6.3) 

Special sheaves and functors 
0 : sheaf of holomorphic functions on a complex manifold X x 
£) v (resp. S) Z) : sheaf of finite (resp. infinite) order diffe-
X X 

rential operators on X 
fty*^ : sheaf of holomorphic p-forms on X 0(dim X) 

B„ = !Rr^((9lJ ® m In] : the sheaf of Sato's hyperf unctions on the M M X —M 1—1 

real analytic manifold M of dimension n 
£X

 =UA((^XxX8-lA
q21 V :  

q„ #X 
the sheaf of Sato's microfunctions 

£ X

 = UA ( (^XxX 8 - l A
 q 2 1 V :  

q „ #X 
the Ring of holomorphic microlocal 
operators (§9 .1) 

£™ : Ring of infinite order microdifferential operators (§9.1) x 
§ x : Ring of finite order microdifferential operators 
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tf—>x

f êy—>X' £y—>x'^Y >X'®Y—>X : rin<?s of microlocal or 

(micro)differential infinite or finite order operators 

from Y to X (§9.1) 

&(G;D) : cf. §10.4. 

Gtx : sheaf of real analytic functions on a real analytic mani-

fold X 

ty„ : sheaf of real analytic densities on a real analytic mani-

fold X 

£) ' : sheaf of Schwartz's distributions on a real manifold X 

: functor of direct images for <£) -modules (§9 .4) 

(pr 

: functor of direct images with proper supports for 
f ^-modules (§9.4) 

TH(•) : functor of temperate homomorphisms, (§9.2) 

RH(.) : Riemann-Hilbert functor (§9.2) 

char ( M ) : characteristic variety of M (§10.1) 

^x 

mi* = }RHom (<=m, SX) 

Tit* - 5? • ^ ft\ 
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ABSTRACT 

To a sheaf F on a real manifold X, we associate its micro-support, 
SS(F) . This is a closed conic subset of the cotangent bundle T*X, 
which shall appear as being involutive, and which, roughly speaking, 
describes the set of codirections on X where F and its cohomolo-
gy do not propagate. 
We study the behaviour of the micro-support under the usual operations 
on sheaves,and localize the derived category of sheaves on X with 
respect to the micro-support. This allows us to work with sheaves 
"microlocally" and in particular to give a meaning to the action of 
contact transformations on sheaves. For that purpose we make a de-
tailed study of"simple sheaves" along a smooth Lagrangean manifold, 
calculating their shift with the help of the Maslov index. Next, we 
apply this theory to the study of real or complex analytic construc-
tible sheaves (these are the sheaves whose micro-support is Lagran-
gean) , to regular holonomic Modules (including a direct image 
theorem in the non proper case), and to microdifferential systems 
(estimation of the characteristic variety, wave front set of 

IT (f. + io) J , propagation theorems, including micro-hyperbolic systems, 
etc ...) . 
Finally we show that one can locally "quantize" complex contact 
transformations for the sheaf OX of holomorphic functions on a 
complex manifold X, and we derive some applications of it to the 
calculation of Sato's microlocalization of OX along real submani-
folds of X . 
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RÉSUMÉ 

Sur une variété réelle X , nous associons à un faisceau F son 

micro-support, SS(F) . C'est un fermé conique du fibre cotangent 

T*X, qui se révélera être involutif, et qui décrit l'ensemble des 

codirections de X où F et sa cohomologie "ne se propagent pas". 

Nous étudions le comportement du micro-support vis à vis des opéra-

tions usuelles sur les faisceaux et localisons la catégorie dérivée 

des faisceaux sur X par rapport au micro-support. Cela nous permet 

de travailler "microlocalement" avec les faisceaux, et en particulier 

de donner un sens à l'action des transformations canoniques sur les 

faisceaux. Pour cela nous faisons une étude détaillée des "faisceaux 

simples" le long d'une variété Lagrangienne lisse, calculant leur 

décallage à l'aide de l'indice de Maslov. 

On applique ensuite cette théorie à l'étude des faisceaux construc-

tibles analytiques réels ou complexes (ce sont les faisceaux dont 

le micro-support est Lagrangien), aux systèmes holonomes réguliers 

(avec un théorème d'images directes dans le cas non propre), et aux 

systèmes microdifférentiels (estimation de la variété caractéristi-

que, front d'onde de n (f . + io) J, théorèmes de propagation, en 
j 3 

particulier pour les systèmes micro-hyperboliques, etc . . . ) . 

Finalement nous montrons que l'on peut localement "quantifier" les 

transformations canoniques complexes sur le faisceau & des fonc­

tions holomorphes sur une variété complexe X , et en déduisons 

quelques applications au calcul du microlocalisé de Sato de 0W le 
x 

long de sous-variétés réelles de X . 
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