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ON CERTAIN PROBLEMS OF ARITHMETIC ARISING IN THE 
REALIZATION OF LINEAR SYSTEMS WITH SYMMETRIES* 

by 

Christopher I. BYRNES 

-:-:-:-:-:-:-

INTRODUCTION. -

Now, one way of organizing, if not attacking, the standard problems of l inear, 

finite-dimensional sys tem theory is by taking into account the group of symme­

tries of the problem at hand. Thus, the realization question revolves around the 

general linear group GL(n,k) and its action on state-space representations, 

while the problems of state-space feedback or of linear quadratic optimal control 

involve groups which are extensions of GL(n) . Moreover , for over a decade it 

has been known that transfer functions, defined over k , which possess certain 

symmetr ies often possess realizations which reflect these symmet r ies , e . g . , the 

driving-point impedances of linear networks or the frequency response of a Ha-

miltonian sys tem. If k = 1R , then it is well-known that the group of state-space 

transformations preserving such a realization is a c lass ica l subgroup, e . g . 

0(p,q) or Sp(n,R) , of GL(n,IR) . 

All of these interconnections become far more interesting when we consider 

linear systems depending on a parameter or linear systems whose coefficients lie 

in some commutative ring. Indeed, as we shall review in the next section, even 

standard realization theory in these more general settings makes contact with the 

topology and geometry of the parameter space, or with the algebra of the ring. 

The problems here are, however , fairly tractible . The truly exciting, arithmetic 

side of the topology and algebra will come to the fore when we consider the less 

trivial actions of the c lass ica l groups in the second sect ion. In particular, we ma­

ke significant contact with the Has se - Minkowski theory of quadratic forms over 

'K and, motivated by earl ier investigations of Youla [14] and of Koga [12], with 

the quadratic analogue of the Serre conjecture . In the final section, we announce 

* Partially supported by the NASA under Grant NSG-2265 and the ONR under 
JSEP Contract N 00014-15-C-0648 . 
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some of the joint work done on this problem with T . E . Duncan. 

I. - SOME TOPOLOGICAL AND GEOMETRIC ASPECTS OF LINEAR SYSTEM 
THEORY. 

Some of the recent infusion of topology and geometry is accounted for by the 

interconnection between 3 viewpoints : 

a) A sys tem defined over a ring R of functions, say 1R[X^ , . . . , X-^~! > 

il , or C(S2) . 

b) A family of linear systems (A(X ) , B(X), C(X)), X€ X , say X = IRN , S1 , 

nr S 

c) A map, X-»3C , into the space of Hankel matr ices (of a fixed number m 

of inputs, p of outputs, and n= McMillan deg ree ) . 

Note that c) is almost the same as b) ; to understand the distinction it 's 

perhaps easiest to understand realizations in this context. As has been shown 

( [ 8 ] , [11]), the space £ of all minimal tr iples (A, B, C) modulo GL(n) , with 

m, p, and n fixed as above is a smooth, algebraic manifold. On the other hand, 

M. Clark [ 9 ] has proved that the space K! is also a smooth, algebraic manifold 

and it is not too hard to see that the natural map 

n: w-k 

which assigns to each c lass [(A, B, C) ] the associa ted Hankel matrix 

(CA^* ^ B ) € ^ is an algebraic map. Thus, a continuous family of sys tem, as in b) , 

with constant McMillan degree , gives r i se , after composing with r\ , to a map 

as in c ) . Of cou r se , by evaluation, the data in a) gives r ise to a family b) , and 

conve r se ly . In o rder to complete the c i r c l e , we would have to r e c o v e r a family 

of realizations (A(X), B(X), C(X)) f rom a family of Hankels H(X) . Here we ask, 
k k e . g . , that the family be C w . r . t . X if H(X) is C w . r . t . X and that 

the family (A(X), B(X), C(X)) be minimal for every value X . This , of course , 

is not poss ib le , due to the non-exis tence of continuous canonical f o r m s . If k=lR, 

M. Hazewinkel [lO] has produced a lovely example over X = Ŝ  , involving essen­

tially the Mobius strip with X as its equator. Fo r the complexes , one still does 

not have continuous canonical fo rms (see the survey [ 7 ] ) . The issue is quite s im­

ple : if one chooses the canonical observable realization of H(X) , then the only 
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remaining obstruction to finding a minimal realization is that of choosing, conti­

nuously in X. , a basis for the reachable subspace. Thus, as in the p rob lem of 

combing the hair on a tennis ball or of choosing an orientation on "the surface 

which all the world knows", this obstruction l ies in the topology of £ . Over 

IR , Hazewinkel computed enough to show that n (S) / (0) . Over (C , the author 

a n d N . E . Hurt have shown n (E) / (0) . 

However , something actually can be said, if we are willing to speak g e o m e ­

t r ica l ly . That i s , starting with c) we can, provided rk H(X) = constant, r ep re ­

sent H(X) by a general ized family . Thus, we can real ize H(X) by, in lieu of 

a matr ix-valued function A(X) , an endomorphism A of a vector bundle Q 

(the state bundle), sections b. of Q , and dual sections c . . By standard 
1 J 

techniques, this general ized form of a) cor responds to a sys tem over R whose 

state-module is project ive but not necessar i ly f r ee . Thus, slightly more general 

fo rms of a) and b) cor respond prec i se ly to the data in c ) . 

Example 1.1 ( [5] ) - Suppose H(X) is polynomial in X € IR^ and of constant 

rank, say n . Thus, H induces a map 

H : R N , K V E 

and, since r\ is easily shown to be algebraic , a map to E . Therefore 
N 

(by pulling back the universal family on E ) , H induces on IR a vec tor bun­

dle Q of rank n , a map A : Q -* Q , sections of Q , and co - sec t ions 

Cj. . By the validity of the Serre conjecture, Q is trivial ; thus, H can actually 

be real ized by matrix-valued polynomials (A(X), B(X), C(X)), minimal at each 

point. 

Example 1.2. ([4] , [7] ) - Here the ring is not Noetherian, consider R= 8?~ , the 

complex-valued L}-functions on TL . We suppose given a Hankel matrix 

^ i + j 1̂  °^ ^ functions and ask for an ^ - r e a l i z a t i o n , minimal over ^ . 

F i rs t of all, consider the Four ie r t ransform, 

1 
H : S -> K -* E 

The condition that H have its range in is natural both f rom the point of 

view of sys tem theory and of harmonic analysis . System theoret ical ly, it is just 

59 



C. I. BYRNES 

the condition that the dual of any minimal realization of H is a lso minimal 

(Kalman Duality), while in te rms of harmonic analysis it is one of the equivalent 

conditions in Wiener ' s Tauberian T h e o r e m . Assuming this, H therefore induces 

a family on S"'" and, since r\ ^ is a lgebra ic , the coefficients of this family 

are in the range of the Four ie r t ransform. On the other hand, the state bundle 

Q on S"̂  is trivial since the complex Grassmanns are simply connected, but 

what remains to be checked is that Q can be t r ivial ized "within the range of the 

Four ie r t rans form" . This , of cou r se , is poss ib le , by the Docquier -Grauer t T h e o ­

r e m . In summary, any Hankel over ^ t such that H has constant rank, can 

be rea l ized by a minimal triple (A, B, C) over ^ . 

However , for even dimensional spheres the corresponding statements are 

fa l se . Indeed, by combining Bott Per iodic i ty with some of the crude computations 
Zn 

made in [ 3 ] , one can produce non-trivial famil ies on any S . This shows how 

the topology of the map X -* £ induced by H , can actually affect some of the 

sys tem theory involved. Of cou r se , in the scalar input-output ca se , the existence 

of the rational canonical f o r m eliminates such compl ica t ions . This makes the 

non-tr ivial topology of T, all the more fascinating. That i s , R . Brockett has 

shown ( [ l ] ) that 2 splits into n+1 components , each separated by the Cauchy 

index of the transfer function. There fore , if the McMillan degree is 2, there are 

3 components and it is known [ l ] that 2 of these are diffeomorphic to IR^ , while 
3 1 

the component corresponding to Cauchy index 0 is diff eomorphic to E x S . 
3 1 

One generator for TT (IR x S ) = Z is the family, 

(i.i) ge(-> = 
2 

(cos 0) s + sin 9 
s 2 + l 

T o see that g^ is not nul l -homotopic , compute its Hankel : 

( 1 . 2 ) H : S -* S -» 0(2) , where 

H(e)= 
cos 9 

sin 9 

sin 9 

- c o s 9 

is the component of 0(2) consisting of the re f lec t ions . The relationship between 

g and the group 0 ( l , l ) c G L ( 2 , R ) will be seen present ly . 
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II. - SOME ARITHMETIC ASPECTS OF LINEAR SYSTEM THEORY . 

Motivated by questions of network synthesis [ l4] and by stability questions 

[z] we consider for R = ]R [x^, . . . , x ] , or for R a ring of realvalued func­

tions on a connected space, or for R= 2£ : 

Question : Given a symmetr ic transfer function g(s) defined over R , does 

there exist an internally symmetr ic , minimal realization of g over R ? 

By an internally symmet r ic , minimal realization is meant a minimal triple 

(A, B, C) satisfying 

(2.1) I A = *AI , I B = tC , 
p>q p>q p>q 

where I is the standard quadratic f o r m with signature p-q . Note that 

p-q is necessar i ly the signature of the associated Hankel and is thus an exter­

nal invariant. Accord ing to Youla and T i s s i , these always exist, by Sylver ter ' s 

Theorem, over IR and the subgroup which transforms one such realization to 

all others is 0(p, q) cr GL(n ,R) . 

In particular, for delay-t ime systems with commensurate delays, a neces sa ­

ry and sufficient condition for the existence of such realizations can be given [ 6 ] . 

That is , following E . Kamen, one can represent such a sys tem as a symmetr ic 

Hankel matrix whose entries are polynomials in a single variable x . By the 

remark above, a necessary condition is a rather familiar one, v i z . rank H(x) = n 

is constant. This being assumed, the techniques of section 2 reduce the question 

to the validity of Sylvester ' s Theo rem over R = IR Cx] , which has been recently 

proved by Harder ! This quadratic analogue of Ser re ' s conjecture is false over 

n C x ^ , x ^ ] , but (to my knowledge) the question for delay-time systems with non-

commensurate delays is still open. 

As always, a sharper condition can be given in the scalar c a s e . Indeed, one 

can show quite readily : 

Theo rem 2 . 1 . - F o r scalar g(s) , a necessary and sufficient condition for g 

to admit an internally symmetr ic , minimal realization is that the Hankel be con­

jugate to Ip?q . 
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Now, over 2£ , this leads immediately to counterexamples in the indefinite 

c a s e . That i s , one knows that for indefinite non-degenerate quadratic fo rms over 

, the complete invariants are given by the rank (= McMillan degree) , the s i ­

gnature (= the Cauchy index, by the Hermite-Hurwitz Theorem) , and the type. F o r 

example, the standard forms I are all of type I, since they admit vec tors of 

odd n o r m . However , the Hankel matrix (see (1.3)) of 8-^/2 ^ ~ —2 ^s °^ type II ; 

i . e . , it admits no vector of odd n o r m . More generally, we have 

Coro l la ry Z . 2 . - No (Hamiltonian) transfer function g(s) , satisfying 

g(s) = g ( - s ) admits an internally symmetr ic real izat ion. 

The definition case is far more subtle and will be presented e l sewhere . In 

the next and final section, we will present more applications of T h e o r e m 2 .1 to 

famil ies of linear sy s t ems . 

Turning to the Hamiltonian case , suppose one has, over IR , g(s) = ^g(-s) . 

Then it is well known that there exists an (infinitesimally) Hamiltonian realization, 

i . e . a minimal realization (A, B, C) satisfying 

JA = ^ A J , JB = -tC 

where J is the standard symplect ic fo rm, and any 2 such realizations are re la ­

ted by Sp(n,R ) c GL(n, R ) . Here, the obstructions are easy to obtain 

T h e o r e m 2 . 3 . - If R is projec t ive-f ree and if rank H(x) is constant, then 

any Hamiltonian transfer function has an infinite simally Hamiltonian real izat ion. 

Here , too , we have the obvious c o n v e r s e . If R is a ring of functions, then 

rank H(x) constant is first used to obtain a general ized realization, while p r o j e c ­

t ive-free is used to obtain an honest realization of the form b) (section 1). Next, 

the rank condition on the Hankel is used to deduce the statement usually implied by 

Kalman duality, reducing the proof of the theorem to a classif icat ion of symplect ic 

fo rms over R . Finally, one obtains a "Darboux Theo rem" by using project ive 

free . 

F o r R = Z , we replace H(x) by H mod(p) for pr imes p and use 

Sontag's cr i ter ion for "spli t" realizations [ l3] to implement the duality argument. 

Q . E . D . 
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III . - THE HANKEL BUNDLES. 

Let £ = Rat(n) denote the (moduli) space of scalar input-output systems of 

McMillan degree n , over k = IR , and let R(p, q) denote the component of 

Rat(n) of transfer functions of Cauchy index p-q . By the Hermite-Hurwitz Theo ­

rem, for each g € R(p, q) the signature of the associated Hankel is p-q . Thus, 

in contrast to the situation over 2£ , the indefinite case is far more interesting. 

That i s , R(n, 0) =~ R(0, n) IR^n while the topology of the intermediate R(p, q) 

is still not complete ly known. Motivated by Theorem Z . l , we f o r m 

Definition 3 . 1 . - The positive ( resp . negative) Hankel bundle H^ on R(p, q) is 

the vector bundle whose fiber over g £ R ( p > q ) is the positive ( resp . negative) 

eigenspace of the Hankel H^ . 

F o r example, for the ring C(R(p, q)) and the universal sys tem on R(p, q) , 

T h e o r e m 2.1 implies that there exists a network symmetr ic realization only if the 

positive and the negative Hankel bundles are t r ivial . To put this another way, con­

tinuous, network symmetr ic canonical fo rms exist only if the Hankel bundles are 

t r ivial . That is , for p-q fixed, set R(0, q) to be the (affine) variety of tr iples 

( A , b , c ) satisfying (2 .1) . Then, the moduli, or quotient space, R(0, q ) /0 (p , q) is 

simply R(p, q) and the existence of canonical forms is p rec i se ly the existence of 

a c r o s s - s e c t i o n of the map 

(3.1) R(p ,q ) -> R(p ,q ) • 

Thus, if p = n or q = n , a c r o s s - s e c t i o n exists , since 0(n) is a retract of 

GL(n,IR) . Such cr os s - sections have been known in the littérature for a lmost half 

a century, v i z . the Cauer and Fos ter canonical fo rms for network synthesis -

which exist only for the RL or RC c a s e . In the indefinite (or RLC) case , 

T . E . Duncan and the author have shown that no continuous canonical fo rms exist, 

even in the scalar c a s e . The family g of (1.1) provides an easy counterexample. 
9 

Example 3.1. - The positive eigenspace of H as a function of 9 is (by the 
9 

t r igonometr ic addition formulae) the line in IR^ which makes an angle 9/2 

with the x - a x i s . In particular, one cannot choose a continuous basis for H over 
i + 

S . T o put this another way, the induced map 
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S1 -> R P 1 - S1 

has degree 1 and, therefore, the line bundle H+ is non-t r ivia l . 

This can also be seen by analyzing (1.2) , we have a map 

(1.2) ' S1^ 0(2) 0 (2 ) / &z x ^ R3P1 . 

This is a special case of the map 

(3 . 2) R(p, q) Gass(p, n ) - G L ( n , R ) / 0 ( p , q) 

induced by the family H+ of p-dimensional subspaces of (the s ta te-space) IR , 

which ref lects the fact the Hankel bundles are associated to the 0(p, q) - bundle 

(3.1) and thus (again) the fact that non-triviali ty of H+ and H are obs t ruc­

tions to the existence of continuous canonical f o r m s . 

T h e o r e m 3 . 2 . - In the indefinite case , the Hankel bundles are always non- t r iv ia l . 

Thus, network symmetr ic fo rms exist only in the definite c a s e s . 

This result, together with extensions to the multivariable case appear in [ 6 ] . 

Some of the global propert ies of the space of scalar Hamiltonian sys tems , such as 

the number of connected components and existence of canonical f o r m s , have appea­

red implici t ly in the work of R . W . Brockett and are also known to the author. The 

multivariable Hamiltonian case , however , appears to be nove l . 

-:-:-:-:-:-:-:-:-
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