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CYCLES AND BIFURCATION THEORY 

by S. Newhouse and J. Palis 

Morse-Smale systems, vector fields or diffeomorphisms, play a 
fundamental role in the qualitative theory of dynamical systems. A 
special class of them was originally defined by Andronov and Pontrjagin 
[2] in their characterization of structurally stable differential 
equations on the two-dimensional disk. Later, Peixoto showed that this 
class was open and dense in the space of vector fields on any compact 
surface [23]. Extending these results to higher dimensions, it has been 
shown that Morse-Smale systems are structurally stable and that they 
form a dense open set of gradient vector fields on any compact manifold 
[20], [22], [30]. Thorn has related them to models for phenomena in 
nature in his extraordinary book, "Stabilite Structurelle et Morphogenese," 
[40]. 

A large class of Morse-Smale diffeomorphisms can be obtained as 
elements of the flows generated by Morse-Smale vector fields without 
closed orbits. From those, via isotopy, one may reach many other types 
of structurally stable diffeomorphisms. Recently, Smale proved that any 
diffeomorphism is isotopic to an ft-stable one with a zero-dimensional 
non-wandering set, and then Shub and Williams pointed out that these 
^-stable diffeomorphisms may be made structurally stable [34]. Later, 
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CYCLES AND BIFURCATION 

Shub showed this could be done with C° small approximations [26]. When 

these structurally stable diffeomorphisms can be further isotoped to a 

Morse-Smale diffeomorphism is one of the subjects in the paper [28] by 

Shub and Sullivan. 

It is known that the presence of cycles in Axiom A systems 

prevents ̂ -stability [21], [33]. Indeed, one may perturb in this case 

to obtain ̂ -explosions. Part of the motivation for [18] and the present 

paper came from trying to control the ̂ -explosions which arise in this 

manner. However, the general analysis of ̂ -explosions is very complicated, 

and a complete description of the phenomenon still remains to be given. 

Bifurcation theory is concerned with the changes in orbit structure 

of systems depending on a set of parameters. We will mainly be concerned 

with the generic point of view. A subset (B of the space $ of arcs £ of 

dynamical systems is called residual if it contains a countable inter­

section of dense open sets. Properties true for such residual sets (B 

are called generic properties, and one says they are true "for most £" 

in <J>. Our interest is in the generic way in which structural stability 

breaks down in one parameter families of dynamical systems. This 

problem was studied by Sotomayor in the case of vector fields on two 

dimensional manifolds [35], and many authors have investigated related 

phenomena [1], [3], [6], [24], [25], [36], [39]. 

An understanding of the generic types of bifurcations (i.e., 

places where structural stability fails) in the Smale and Shub-Sullivan 

Jsotopien is very important. The results in this paper as well as in 

|18] provide, in our estimation, many of the basic ingredients necessary 

to describe these bifurcations. 

In [18], we studied bifurcations of Morse-Smale systems from the 

following point of view. Take any compact C°° manifold M without boundary, 
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and denote by MS, the set of Morse-Smale dif f eomorphisms on M. Let 

{£t: 0^t<l} be an arc of diffeomorphisms of M with £ QeMS. AS long 

as £ t remains in MS for increasing t, it will be topologically conjugate 

to £Q. Suppose for some t = b Q, ̂  ceases to be in MS. The question is: 

what can be said about the orbit structure of £ t for t near b^ with t ̂  bQ? 

In particular, how often will those ?t's be structurally stable and what 

kinds of stable £ t
fs appear? These questions were considered in [18] 

under the assumption that either L (£, ) or L+(£, ) is finite. Here, 
b0 b0 

L (&. ) is the closure of the set of a-limit points of £, , and L+(£. ) 
b0 b0 b0 

is the closure of the set of 0)-limit points of 5, . A description of the 

kinds of £ K which generally appear at the first bifurcation point b n was 
0 

given, and open conditions were presented which insure that there will 
exist structurally stable near 5, for t > b n. The kinds of stable 

t b Q 0 
diffeomorphisms to be found were also described. 

Let us be more precise. Recall that if L (£, ) is finite, a 
b0 

cycle for is a sequence of periodic orbits o(p,), . . . , o(p ) 
b0 I n 

with o(pj) - °(Pn) such th&t for each 1^ i< n there is a point x^ e M 

with p ± in the a-limit set of x± and p i + 1 in the u)-limit set of x.±. The 

cycle is called equidimenslonal if all the stable manifolds of the P̂ 's 
have the same dimension. The simplest situation occurs when there are 
no cycles for . Then, one can find a sequence of submanifolds of M, 

0 
M = M =>M -=>...=> M such that takes each M. into its interior n n-1 1 DQ i 

and the largest -invariant subset of M. - M. 1 consists of a single 
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periodic orbit. In this case there is an interval U about bg in [0,1] 

such that £ te MS for t in an open dense subset of U. The set U -

may be finite, countable, or even contain perfect totally disconnected 

(Cantor) sets [18]. 

However, when has cycles, the analysis becomes delicate, and 
b0 

a complete description of the £fc for t near bg is not yet known. Under 

rather stringent conditions we showed in [18] that structurally stable 

£ t with infinite zero-dimensional non-wandering sets appear for t near b^. 

In the present paper we improve this result considerably. In fact, the 

natural assumptions that L (£, ) (or )) be finite and hyperbolic 
b0 b0 

with an equidimensional cycle are sufficient. 

Our results here involve delving more deeply into the structure of 

cycles. They can be summarized as follows. 

In section 2, after some preliminaries, we will obtain a filtration 

theorem for applications to bifurcation theory, and we will show that the 

diffeomorphisms satisfying Axiom A and the strong transversality condition 

form an open set. 

Section 3 concludes a proof that generically arcs £ with £Q in MS 

and L (? ) finite form an open subset of the space of all one parameter 
b0 

families. With the exception of some important 1-cycle cases, this was 

proved Jn |18]. Here we will treat these 1-cycles to obtain the general 

theorem. Of course, the result also holds if L+(£, ) is assumed finite. 
b0 

Moreover, if either L (£ ) or L+(£, ) is finite, our analysis implies 
b0 b0 

that the limit set L(L ) • L~(£, ) u L+(£, ) has finitely many orbits. 
b0 b0 b0 

We will remove the asymmetry in these assumptions by proving the converse: 
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for most £, if C n e M S and L(£, ) has a finite number of orbits, then 0 b Q 

either L (£, ) or L +(£, ) is finite. A fundamental tool in the analysis 
b 0 b 0 

of theorem (3.1) of this section as well as theorem (4.2) of section 4 

is the measure theoretic resolution of certain small denominator problems 

analogous to those familiar in celestial mechanics [13, §32]. 

In sections 4 and 5 it will be shown that generically whenever 

5 Q e MS and L (£>̂  ) is finite, hyperbolic, and has an equidlmensional cycle, 

there always exist structurally stable £ f c with infinite zero-dimensional 

non-wandering sets for t > b^ near b^. As t approaches bQ, the topological 

types of these ? t
f s change, so there are many bifurcation points near b^. 

However, in this case, the set of t's in [bQ,bg+£) for which £ t is not 

structurally stable has small measure compared to £ for £ > 0 small. In 

fact, we conjecture that it has measure zero. Thus, in some sense it is 

most likely that £ t will be structurally stable for b 0 < t < b Q + £ with £ 

small provided that L~(£L ) is finite and hyperbolic with an equidlmensional 

cycle. 

Finally, in section 6, we consider bifurcations of more general 

Axiom A systems. We will describe some examples and formulate several 

problems. 

Let us summarize briefly the results concerning generic arcs 

with £ n in MS. If L~(£, ) is finite with no cycles, then for some £ > 0, 0 b Q 

£ t e MS for t In a dense open set in [ b Q » b Q + £ ) . If L ) is finite, 

hyperbolic, and has an equidlmensional cycle, then for £ > 0 small there 

are infinitely many topologically distinct structurally stable £ t's with 

L(C t) infinite and b 0 < t < b Q + £. Borrowing Thorn's terminology, one might 

say that one has an infinite unfolding in this latter case. Finally, the 

48 



CYCLES AND BIFURCATION 

set of arcs £ with L (£, ) finite is open in the space of all arcs. 

From the perspective adopted here and in [18], it is apparent 

that a fairly complete description of the bifurcation theory of Morse-

Smale systems reduces to the following two conjectures. 

Conjecture 1. For most arcs £ with £ n in MS, the limit set L(£, ) 
U D Q 

consists of finitely many orbits. 

Conjecture 2. For most arcs £ with £Q in MS, there is an e > 0 such 

that ? t is structurally stable for a dense open set of t in 

t b 0 , b 0 + e ) . 

Note that even if these conjectures have negative solutions, a general 

description of bifurcations of Morse-Smale systems would necessarily 

include our results, since they describe an open set of arcs of 

d if feomorphisms. 
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§2. Let us recall some notation and definitions. Given a compact 

connected C manifold M, denote by «£) (M) the space of C diffeomorphisras 

of M with the uniform C1 topology, r^l. For f e (M), p € M, the orbit 

of p, o(p), is the set (fn(p): n=0, ±1, ±2, . . . }. The positive 

orbit o+(p) is (f
n(p): n ̂ 0} and the négative orbit o_(p) is 

{fn(p): n^O}. A point yeM is an uHLimit point of p if there is a 

séquence of integers n^ < ̂  < • . . with n^-*00 as i-*-» such that 

ni 
f (p) "**y as i y is an a-limit point of p if there is a séquence 

with n±-+-°° as i + °° and f (p) + y. The set of o>-limit 

points (a-limit points) of p is denoted a)(p) * u>(p,f ) (a(p) « a(p,f )). 

The a>-limit set of f is U)(p,f) and is denoted L Analogously, 

the a-limit set of f, L (f), is defined to be L (f) - a(p,f). While 

each (D(p,f) is a closed subset of M, this is not generally true of L^(f), 

so we define L+(f) = ClL^f). Also, set L~(f) - ClLa(f). L+(f) and 

L (f) are called, respectively, the positive and negative limit sets of f. 

The set L(f) = L~(f) u L+(f) is called the limit set of f. A point xcM 

is non-wandering if for every neighborhood U of x in M, there is a positive 

integer n (depending on U) such that fn(U) n U * 0. The non-wandering set 

of f is denoted ft(f). A subset KcM is invariant or f-invariant if 

f(K) = K. Thus, ft(f) is a closed invariant set, and L(f) is the smallest 

closed invariant set in M containing all a and U) limit points. 

Let d be the distance function defined by some metric on M. 

Given any subset K <~ M, define the stable set of K by 

W8(K) = WS(K,f) = (ycM: dist (fn(y),fn(K)) + 0 as n + °°}, 

and the unstable set of K by 
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WU(K) = WU(K,f) = {ycM: dist (fn(y),fn(K)) 0 as n + -«}. 

Set WU(K) = W U (K) - K and WS(K) « W S (K) - K. 

A closed f-invariant set A c M is called hyperbolic if there are 
s u 

a continuous splitting T̂ M = E $E , a constant 0<A<1, and a Riemann 

norm |•| on TM such that 
(1) T f(ES) = , T f(EU) - E U , xeA v x x' fx x x fx' 
(2) |T f(v)| < X|v|, veE S, x e A and |T f"1^)] ̂  X|v|, v e E U, xeA. 

X X x X 
s u As usual, we will also write s = dim E and u = dim E so 

u + s = dim M. 

If A is a hyperbolic set for f, then WU(x) and WS(x) are C r 

injectively immersed copies of Euclidean spaces of dimension u and s, 

respectively [8]. A periodic point p of f is a point for which there is 

an integer n>0 such that fn(p) = p. The point p is called hyperbolic if 

no eigenvalue of T
p f n n a s absolute value equal to one. The set of 

periodic points of f is denoted P(f). 

f is said to satisfy Axiom A if 

(1) fi(f) is hyperbolic 

(2) ClP(f) * fi(f). 

In this case WU(ft(f)) - WU(x) « M and 

W8(ft(f)) = L J W8(x) = M [9]. 
xcft(f) 

If f satisfies Axiom A, we say that f satisfies the strong  

transversality condition if WU(x) is everywhere transverse to WS(x) 

for all x e M. 

Let AS = AS R(M) denote the set of diffeomorphisms satisfying 

Axiom A and the strong transversality condition, f eAS is called 
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Morse-Smale if ft(f) is finite. Denote the set of Morse-Smale 

diffeomorphisms by MS. It can be shown that f€ AS iff lT(f) is hyperbolic 
u s — and W (x) is transverse to W (y) everywhere for x,y € L (f) [15]. Thus 

f e MS if and only if L~(f) is finite and hyperbolic and WU(lf(f)) is 

transverse to WS(lT(f)). 

Our main goals in this section are to establish a sufficiently 

general filtration theorem for applications to bifurcation theory and 

to prove that ASr(M) is open in jQ r(M) for r>l. 
Let us review some basic facts about filtrations. Recall that 

given a diffeomorphism f: M + M, a filtration for f is a decreasing 

sequence of submanifolds with boundary M = M ^ ^ , . . 3 ^ MQ » 0 

of M (except M^ and M Q of course) such that f(M^) c int M^, i-l, . . . , k. 

Filtrations were used in [20] as part of the proof that MS is 

open and more generally by Smale in [32] to get control on the non-

wandering set. Since then they have been widely employed. 

To construct a filtration for f we begin with a decomposition 

L (f) = u . . . u where each A^ is a closed invariant set and 

A i n = 0 for i * j. Say that Â ^ £ A^ if there is a sequence 
A

4
 55 A » • • > A = A4 sucn tnat C1WU(A. ) n A * 0 for l<s<m. 
1 h m 3 s V l 
This defines an equivalence relation ~ on {A^} by A^~A^ if and only if 

A^Aj and Aj >A±. Let Y ^ . . . , Y F C be the distinct equivalence 

classes. These in turn are naturally ordered by Y ^*Yj if and only if 
there are A A ey. such that A 0 > A . We may extend this partial JO I m j X/ m 
ordering on {y^} to a linear ordering which we also denote by 

Re-labeling the Y-̂ 's we may assume ^ Y ^ . ^ ^ • . . £ Yj_- W e call this a 

filtration ordering of (Y^)* Then we have 
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(2.1) Proposition. Corresponding to every filtration ordering 
Yk~ Yk-1~ " ' " " Yl there is a filtration M - M ^ 3 ^ ! 3 • • D M Q « 0 

for f such that 

(1) 
AjEyi 

Aj f n(M i-M 1 1) 

(2) 
ni 0 

fn(Mt) 
j < i 

w u( Y j) j < 1 
C I W ^ Y J . 

Here, of course, we define Wu(Yj) = ^ - / { W u ( A J l ) : A^ey^}, for 1 £ j S k. 

The proof of (2.1) is the same as that of theorem (3.6) of [15] and need 
not be given here. With L~(f) - A u . . . u A^, we define a cycle 
(for L (f)) to be a sequence A A with A = A and 

Xl *V 1 1 *v 
WU(A ) n WS(A ) * 0 for 1 < j <V. Given a filtration M. = . . = M n  

4j ^ + 1 * 0 

as above we will be interested in studying the structure of 
(~̂\ fn(M, - M - ) . For this purpose it is convenient to know when 

_oo < n < oo 

f n (M̂  - M^_^) either contains a cycle or reduces to A^. A condition 
n 

which guarantees this is that each A^ be an isolated invariant set; that 
is, that there be a compact neighborhood of Â ^ with (^|fn(U^) • A^. 

n 

In particular, O f"^) ( Z int Ui» We record this as 
n —/— 

(2.2) Proposition. Suppose L (f) - A^ u . , u where each A^ is an 
isolated invariant set. Let y^ be the equivalence class of {A^} under ~. 
If Y| contaiiiK more than one element, then it contains a cycle. 

Proof. Assume A^,A2 e y^ and A^^A^. We first assert that the next 
statements are equivalent 
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(a) C1W U(A 1) n A 2 * 0 

(b) C1W U(A 1) n W
U(A 2) * 0 

(c) C1W U(A 1) n W
S(A 2) * 0. 

Clearly, (b) implies (a) and (c) implies (a). We show that (a) implies 

(b), and then leave to the reader the analogous verification of (a) 

implies (c). Assume that C1WU(A^) n A 2 * 0 and let u*2 be a compact 

neighborhood of A 2 with O f n ( U 2 ) = A 2 C Z int U 2. 

Set U 2 - l ì fn(U2) and U
8 = 0 f n(U 2). Then n = 

s s 

Let F = U 2-f(U 2). By analogy with [9], [20] we call F a fundamental 

domain for W S(A 2). We first claim that F* 0. Indeed, if we assume that 
U2 * f ( U 2 ) ' then U2 * f J a V for all J ~°> s o O f n ( U J « U 2 « 

n < 0 

f (U9) • A . By Smale's lemma [15, Lemma (3.5)], 
i >0 neZ 

there is a compact subneighborhood Q c U 2 with A 2 c int Q and 

f-1(Q) c intQ. Then any x e Q is such that a(x) <= in contradiction 

to the fact that C1W U(A 1) n A 2 * 0. Thus F * 0. Also, CI F n A 2 * 0, 

so F is a proper fundamental domain for W 8(A 9). Now we claim 

(d) if V is any neighborhood of C1F, then fn(V) u U? is a 
) 1 

neighborhood of A 0 in M. Indeed, suppose there were a sequence 

x 1, x 2, . . . in U 2 with x1"*>A2 as i + «> and x^ f"(V) u U 2 for 

all i. For each I, let n^> 0 be the first integer such that f (x^) I U2» 

u . 
Since x^ i U 2, n^ exists. Moreover, n^-*

00 as i-*« since A 2 

int U 2 
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and is invariant. Let у be a limit point of {f (x^)}. Then 

f n(y)eU 2 for all n > 0, but f"1 (y) i intU2. Thus, у € u*2 - int (f(U2>). 
i s 

For large j > 0, f (u*2) is near h^9 so there is an integer JQ > 0 such 
s ^ O s s s s 2 s ^0~^ s ^0 8 that y€U 2-f U(U 2) = U 2-f(U 2) и f(U2)-fZ(U2) и . . . и f u (U2)-f U(U 2) 

f (V). But then for large A, 

O^i* jQ-l 0<i<j Q-l 

Xp с IwJ f*(V) which is a contradiction. This proves (d). The 
osisj 0-i 

completion of the proof of Proposition (2.2) now follows exactly as 
the proof of Proposition (3.10) of [15]. 

We now prove that AS is open in <0Г. The proof is analogous to 
that for MS in [20]. We first need some definitions and facts. 

Suppose Л is a hyperbolic set for a C r diffeomorphism f: M-*M. 
For хеЛ, e>0, let W^(x) = {yeM: d(fn(x) ,fn(y)) < £, for n > 0} and 
w"(x) = {yeM: d (f П(х) ,fn(y)) < £, for n< 0 } . For £ small, W^(x) and 
W^(x) are C r disks tangent at x to and E^, respectively [8] . Further, 
Л is said to have a local product structure if for х,усЛ, £ small, 
W^(x) n W^(y) с Л. Л has a local product structure if and only if it 
is an isolated invariant set [9] . Set W^(A) - LJw^(x) and wf(A) -

E * £ E X € Л 
^V_Jw^(x). Then W^(A) and W^(A) are closed subsets of M for £ small, 
X г Л 
and from theorem (1.1) of [9] we know that WU(A) = L^f n(w"(A)) and 

n> 0 
S I j П f S Л 
W (Л) = \J f (Ŵ (A)J when Л has a local product structure. 

n i0 fc 

Civen two subspaces H,K of T̂ M, у с M, define the angle between H 

\ J <yi» v2> I and К to be-«H,K) = inf I arccos , , , , : v, eH - { 0 } , v 0 e K- {0}> 
1 [ l v l l l v 2 l 1 2 J 
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where<^,^> is the Riemann metric and |*| is its norm. The angle between 

two submanifolds at a point means the angle between their tangent spaces 

there. Suppose E^ and T.^ a r e t w o smooth submanifolds in M which meet 

at a point y, and let 1 > c > 0. We say that 2^ is c-transverse to T.^ at 

y if T L + T L = T M and there is a subspace H of T L such that y l y 2 y p y l 
dim H = dim M-dim T yE £ and ̂ (H,T yZ x) > c. We say that 2^ and E 2 are 

c-transverse (or meet c-transversely) if they are c-transverse at every 

point of their intersection. Similarly, if E^ = ^ J D a a n d ^2 = ̂ - ^ D & 

ot 3 

are unions of submanifolds, we say that E^ is c-transverse to E^ ^ 

each D a is c-transverse to each D^. For a point ye FcM, let C(y,F) 

denote the connected component of y in F. Also write B£(y) for the set 

of z's in M with d(y,z)< e. 

The next proposition is a generalized version of the X-lemma [20]. 

(2.3) Proposition. Suppose A is a hyperbolic set for a C r diffeomorphism 

f: M + M. Choose e > 0 so that each W^(x) and W^(x) are closed disks in M. 

Let XQ€ A and let £ be a smooth disk such that dim E • dim W U(XQ) and 

E is c-transverse to W^(XQ) at a point y with c > 0. Then given 6 > 0, 

there is an integer n^>0 (depending only on c, f, and 6) such that for 

n>n Q, C(fn(y), fn(E) n B£(fn(x0))) is a disk 6-Cr close to w"(fn(xQ)). 

The proof of (2.3) is obtained by noting that if z € l ^ f ^ E ) 
n > 0 

and f*' (z) remains near f̂  (xn) for 0 <> j < N with N large, then T E is 
° fn(z) 

pressed toward T w"(f^(xn)). 
f (X Q) 

Now let f 6 AS. Then, from Smale [32], we know that ft(f) = 

A. u . . . u A, where each A. is a closed isolated invariant set and 1 k i 
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f | h a s a dense orbit. The A^s are called basic sets for f. Moreover, 

there are no cycles, so one has a filtration M^ ̂  3 • * • 3 3 Mo = ^ 

with f (M±) c int M and 0 fn(M -M x ) » A ± for all i. 

n 

From the fi-stability theorem [33] (see [15] also), we know that 

if g is near f, then ft(g) = l ^ J gn(M.-M. ,) is hyperbolic with 

l<i<k n 

periodic points dense, so g satisfies Axiom A. Hence we need to show that 

any g near f satisfies the strong transversality condition also. For this 

purpose it is convenient to introduce some more terminology. 

For the following, g is always assumed C r close to f. Set 
A±(g) - O g n ( M i - M 1 - 1 ) , W U(A 1 > 8) - {y €M: gn(y) -*A± as n+ -«>}, etc. 

Fix e > 0 so that for x,yeA1(g) with g near f, W^(x,g) and W^(y,g) 

meet in at most one point, and at such a point they make an angle greater 

than ĉ  > 0 independent of x, y, and g. 

For 6 > 0 we will say that x is 6-g-related to A^ if x lies in a 

C r disk in WU(x,g) which is 6-Cr close to W^(y,f) for some y€A^. 

We prove by downward induction on 1< i < k the following assertion: 

H^: Given 6 > 0, there are neighborhoods of Â ^ in M and Tl of f in 

j9r(M) such that if g € 71 and x € t^, then x is 6-g-related to A±(f). 

Once this is done the transversality condition is obtained as 

follows. If g is near f, W^(Ai(g),g) is near W^(Ai(f),f) for a=s,u [8] . 

The assertion Implies that if x is in W^(A^(g),g) and is near A^(g), then 

Wu(x,g) contains a disk near some W^(g,f), for some ye A^(f), and hence 

near some w"(z,g) with zeA^g). Thus WU(x,g) will be transverse to 

W8(x,g) at x. Since the orbit of every point enters some W^(A^(g),g) 

we conclude that g f AS. 
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To begin the proof of the assertion, note that A^ must be a 

source, that is, ̂ (A^) is a neighborhood of A^ in M. Thus, follows 

from the smooth dependence on f of the stable manifolds W^(y,f), y€ A^ 

(Theorem (7.4) of [8]). 

Now assume that has been proved for i+1 <j <k. We prove H^. 

Let F - W^(A ) - f (w®(A )). By the generalized A-lemma (2.3) and part (d) 

in the proof of Proposition (2.2), it suffices to show that there are a 

constant c > 0 and neighborhoods V of CIF and of f with the following 

properties. If xe V and g€ Ti9 then x lies in a C r disk in WU(x,g) which 

meets F and is c-transverse to W^(A^). 

It will be convenient to define beh(A^|A^), j >l 9 to be the 

maximal length of a sequence A - A , A , . . . , A = A 0 such that 
j j0 Jl js * 

WU(A ) n WS(A ) * 0 for 0<t<s. 
jt Jt+1 

First, suppose that Â  is a basic set for f with beh(A^|Ai) - 1. 
N 

Then there is an integer N^ > 0 such that WU(A^,f) n F c f J(w"(Aj,f)). 
N. 

The transversality of WU(A.,f) and W8(A.,f) implies that f J(wu(A.,f)) 
j 1 b J 

is c2-transverse to W^(A^,f) for some c 2> 0. Smooth dependence of the 
N u 

stable manifolds gives that for g near f, g (W£(A^(g),g)) is c^-transverse 

to W^(A^,f). From w e know that for g near f and x near A^, x is 

6j-g-related to Â  with 6̂  >0 small. This implies that if x is near 
N N 
f 3(WU(A ,f)) and g is near f, then x lies in a disk g J (E) c WU(x,g) 

£ J 
with E C r close to some w"(y,g) with yeA^(g). Thus we have neighborhoods 

U of Ay V of F, and 0l of f such that if g e and x e V n f ̂ (U), then 
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WU(x,g) is ̂ -transverse to W^(Aj[,f). Let B^CA^) = {A^: beh(A^ |A±) < £} 

for £>1. Proceeding as above we may choose an integer > 0 such that 

N 
WU(B1(Ai),f) n F c f (w^(B1(Ai))) and neighborhoods U of B 1(A ±) and V 

Nl u 
of F so that for g near f and xeV n f (U), W (x,g) is c^-transverse to 

F with c 3>0. Now if beh(A lÂ J = 2, there is an integer N 2 > 0 such that 

N N 
Wu(A.,f) n F c f 1(u) u f (w"(A ,f)). Thus, we may repeat the above 

J e 3 
arguments to get that for x near WU(Aj,f) n F, g near f, WU(x,g) is 

c^-transverse to F with ĉ  > 0. Continuing this way for all A^ with 

behCA^A^) >0 completes the proof. 
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§3. We begin here our work on bifurcation theory. Let I = [0,1], 

and for k>l, r>l, let <J>k,r = Ck(l,J0r(M)) denote the space of C k 

mappings of I into £)r(M) with the uniform C k topology. An element 

C e $ k , r is a C k curve of C r diffeomorphisms. For ? € $ k , r , let B(£) -

{t€ I: 5 t i AS} and let b Q - bQ(S) - inf B(£). B(?) is called the 

bifurcation set of 5 and bg(5) is the first bifurcation point of £. 

We will assume throughout that bg(£)< 1. 

Our first goal in this section is to complete the proof of (2.6) 

in [18]. We restate this as the following: 

(3.1) Theorem. Fix k^l, r £ 5. There is a residual set (8 c <J)k,r such 

that the set of curves £ in ¿3 such that Kn

 € MS and L~(C. ) is finite 
0 b Q 

k r 
is open in $ ' . 

Recall that if L~(f) is finite, f cj9r(M), a j-cycle is a 

sequence o(p ) , . . . , o(p. ) with o(p. ) - o(p. ) and 
X6 j 0 Xj 

WU(o(p, )) n WS(o(p )) * 0. The proof of the theorem has been given 
hi k+1 

in [18] when L~(5, ) is not hyperbolic or when there is a j-cycle, j >1. 
b0 

It has also been completed when L~(£K ) is hyperbolic and there is a 
D0 

1-cycle for which condition (A.7) of [18] holds. Any of these conditions 

implies that, generically, L(£, ) is finite. However, in section 7 of 
D0 

[18] we gave an example of an open set of arcs £ in which condition (4.7) 

failed and L +(C ) was infinite. 
bo 

Here we will prove Theorem (3.1) in the remaining case—when 

L~(£, ) is finite hyperbolic with a 1-cycle but condition (4.7) is 
b0 
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violated. As a consequence we will see that the phenomena present in 

the above mentioned example are essentially the only ones which can 

occur generically if (4.7) fails. It should be pointed out that we will 

obtain a fairly complete description of the orbit structures of many of 

the diffeomorphisms which occur. When convenient, we restrict to 
k r -residual sets in $ ' without further mention. Since L (Ç, ) is 

b0 
hyperbolic, we need only assume r ̂ 2. 

First, let us give the definition of a quasi-transversal inter­

section of two submanifolds. We thank H. Levine for a helpful conversation 
n^ m-n^ 

regarding the following. Let R , R be the Euclidean spaces of 
n^ m—n^ m—n^ 

dimensions i^, m-n^, and let TT: R X R R be the natural 

projection. Let <J)̂: N^+M, i • 1,2, be two smooth embeddings into M 

with dimNi = n^ dimM = m, and let y c ^ f N ^ n <f>2(N2). Say that y is 

a quasi-transversal intersection of 4^0^) a n <* ^2^2^ ̂  t b e ^°^^ow^n6 
nl ^ l 

statement is true. There is a diffeomorphism mapping R X R 

onto a neighborhood U of y in M such that 
nl 

(1) *<R * 0) c * 1(N 1), ̂ ((0,0)) = y 
-1 m" nl 

(2) the linear map A = T 1 irif; $ : T - N ? -* R 
y *2 (y) 1 f2 (y) 

nan rank m - n^ - 1 

(3) if L - ker A^ i (0), then the intrinsic second derivative 

m-n^ 
map from L®L to R ^ jma A * * 8 non""degenerate. 

mage y 
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For the definitions in (3), see pages 151-152 of the book "Stable 

Mappings and their Singularities," by M. Golubitsky and V. Guillemin. 

Now we turn to the proof of Theorem (3.1). Assume L~(£, ) is 
b0 

finite, hyperbolic, has a 1-cycle, and condition (4.7) of [18] does not 

hold. We may suppose that L~(?b ) = o(p) u T with {p}u T a finite set of 

hyperbolic periodic points, and that WU(o(p)) n W8(o(p)) consists of 

one orbit o(x) of quasi-transversal intersections. By Theorem (2.2) 

of [18], we may assume that all other intersections of stable and 

unstable manifolds are transverse. For simplicity, assume p is fixed 

by Ç, , the arguments being similar in the general case. Let f - Ç. 
b0 b0 

and {X1, . . . , X , y,, . . . , y } be the eigenvalues of T f with l u l s p 

I".!s I V i ' s • • • 5 W < x < K 1 * lx2l £ • • • si\,i- l t w i n b e 

assumed that all eigenvalues have multiplicity one, and that 

lyj > |y2| and |X1|< |X2|. 

(3.2) Lemma. For a dense open set of £'s, the weakest expanding 

eigenvalue X^ of T̂ f is real and positive. 

Proof. Openness is obvious, so we need only prove density. Let D 

and D*1 denote the closed unit balls in 1R8 and H U , respectively. We 

may choose a neighborhood U of p in M and a C r diffeomorphism 

<f>: U + D 8 x D 1 1 such that the positive orbit o+(x) c U, <J>(p) = (0,0), 

f 1 ^ x {0}) < W 8(p), and ̂ ({O} x D U) c. WU(p). Let D 8 = ̂ ( D * x {o}) 

and D u - <fl(\0} x D11) and identify U with D 8 x D U. Let tt8: U + D S and 

U U 8 

/f : U -+ I) be the natural projections. We may suppose xeD . Since 

x is a quasi-transversal intersection of W8(p) and W U(p), 

dim(Tx ff
U T^ WU(p)) = u-1. Assume is not real and positive. From 
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this and the other properties of quasi-transversal intersections, it 

follows that 

(a) {0} x D U c dx\fU(p) where 9 ^ % ) = 0 (CIF: F c WU(p) 

and Wu(p)-F is compact} 

and (b) if y e D U, there are a subdisk Dg of D U = (o) x D U containing 

y and an infinite sequence D^, D^, . . . of disks in WU(p) 

which accumulate on uniformly in the sense. 

Assume for the moment that (a) and (b) have been proved. Then, 

since \^Jfn(DU) - W U(p), (b) implies that if is small, then each 
n > 0 U 

is also accumulated upon in the sense by u-disks in WU(p). The last 

mentioned u-disks have the same property so that we may find a disjoint 

family of u-disks {D^} satisfying the following. 

(c) c W
U(p) 

(d) there is a positive number 6>0 such that diam > 6 for all a. 

(e) each is a limit in the sense of other u-disks in "CD̂ } 

(f) y is a limit point of l^J D". 
a 

These properties imply that Cl(^^D^) will have uncountably many components 
a 

near y, and hence there are points in [CI W (p) - W (p)] n U. 
Let be the set of periodic points q in V such that 

ClWu(q) n Wu(p) / 0. Standard filtration arguments give that W 1 1 ^ ) 

and WU(I^) u WU(p) are open sets in M. In fact, one may construct a 

filtration ordering (see §2 for definition) of the orbits in L (f) such 

that orbits in precede {p}, and {p} precedes orbits in L (f) - u o(p). 

Then Proposition (2.1.2) implies that M - w"^) and M - W 1 1 ^ ) u WU(p) 
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are closed sets In M. If U is small enough, then U c WU(I^) u WU(p). 

But then [ClWU(p) - Wu(p)] n U would have to meet ̂ (T^ which is 
impossible and Lemma (3.2) is proved. 

Now we sketch the proofs of (a) and (b). Consider first (a) when 
X^ is real and negative. We know X^ has multiplicity one and 

\\ \ < l*2l# L e t b e a ^ u~ ̂ -dimensional subdisk of R U . The 

coordinates <(>: U + 5 s x D*1 may be chosen so that D U U = <b *({()} x iPu) 
def 

is an f "̂ -invariant manifold tangent at p to the sum of the eigenspaces 

of {X2, . . . , X^} [10]. D u u is called the (local) strong unstable 

manifold of p in D u and it consists of the set of points y in D u such 

that d(fn(y),p) *k"n^0 as n + «> where |X1|<k< |X2|. 
Let TTU: U->-Du be the projection. Residually, we may suppose that 

TiruT Wu(x) T D u u as n + °° in the Grassmann sense. The following 
fn(x) p 

figure illustrates the situation in dimension three. 

Fiqure 3.1. 
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Now since X^ is negative, and x is a quasi-transversal intersection, 

(a) is clear. 
i6 

If Â  is not real, (residually) we may assume that X^ • |X̂ | e 
vhere is irrational. Then T TTu T WU(x) rotates densely in T D U  

2 7 T fn(x) p 

as n-*00. Here (a) follows easily, as well. 

For the proof of (b), observe the following. If ye D u and 
s u 

eD x DQ is a small product disk about y in U, and Z is a small 
neighborhood of x in W U(p), then for large n, f N ( D ^ x eD 8) n E 

u s —n u contains u-disks I whose boundaries lie near int D x bd f (D_). n 0 

For n large enough, f N(E U) will be C 1 near D!J. The estimates 
n 0 

required to make this precise are analogous to those in the proofs of 

(3.9) and Theorem (4.2), so they will be left to the reader. The 

next figure illustrates this for the diffeomorphism described in 

Figure (3.1). 

Figure 3.2. 

This completes the proof of lemma (3.2). 
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Since X is real and positive, we may construct the disk D u u as 

in the preceding proof. Moreover, residually we may assume that 

o(x) n D u u - 0. Let be the closure of the component of D U - D U U 

containing o(x), and define « C1(DU - D^). 

If we only wish (f> to be c\ we may assume the eigenspaces of 

X^ and H2 of are invariant by f near p in the coordinates <(>. 

(3.3) Lemma. Restricting 5 to a dense open set, we have | | < 1 . 

Proof. The property is clearly open. We will show that it is dense 

among the K for which 1 ^ 1 ^ * T n e proof consists of showing that 

if |Vi_ | A >1, then f = £ has infinitely many periodic points* which 1 1 b Q 

contradicts the fact that L (f) is finite. Choose C* coordinates 

U + D 8 x as above. Let ye o(x) n <t>" ({(» * D 1 1). Say y - f (x). 

Let e>0 be small, and let D l e - (j)"1 |<t> (y) + e(5 8x D^jj, 

D 2 £ = *"1[<|>G0 + efD8 x r^J. Here, of course, <Ky) +£(5® x « 

U(y) + e(z,co), zeD®, coeD11} and <))(x)+e(DS x D*1) is similar. We may 

assume that o_(y) does not meet D U U so that o_(y) approaches p near Ĥ . 

Similarly, assume o+(x) approaches p near l^. Now if |p^|A^>l, e is 

small, and n is large, then D = f"n(D_) n f U n D 0 is 
3 n £ 1 £ 0<j<n 2 e 

diffeomorphic to D S x D U and is very near D 2 C n (|)"1(D8 x {()}). Since 

condition (4.7) of [18] is violated, we have either is not real and 

positive, or, if It is, xe3^W S(p). In the first case we may assume 

Âfter this was written, we became aware that the two-dimensional 
version of this observation is related to results in the paper of 
Cavrilov and Silnikov [5]. 
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i s n o t a r o o t °* unity. Then in either case there is a sequence 

" n~ no { x }, n large, such that x is near x, x e f (D0 _) n D 0 t and n n n Jnt jnt 
u u x^ approaches p in a small sector about in D . The last 

|x n 2| 
statement means that if TT x = (x , ,x .) e H, x D , then -; r is 

n nl n2 1 |x n l| 
snail. 

nQ+n 

It follows that, for n large, f ^D3ne^ n D3ne ^ S L S t w o 

components and f ' D3 ne b e n a v e s like Smale*s well-known horseshoe 

diffeomorphism [31], [32]. The following figures illustrate the 

situation in dimension two. 

Figure 3.3. 
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Thus, f lD3ne W * H have infinitely many periodic points. Actually, 
nQ+n 

for our purposes here, it suffices to find one fixed point of f ' D3 ne 

for each n large since ^^ne n D3me ~ ̂  f o r n * m ^ a r 8 e « T n i s ^ y 

be accomplished using Lemma (2.10) in [15]. Lemma (3.3) is proved. 

(3.4) Lemma. Restricting to a dense open set of £fs, if ye WU(p) - o(x), 

then U)(y) c r 2 where T2 = {q e L~(£b ): q * p and WU(p) n WS(q) * 0 } . 

Proof. As before let f = . We first show that the property of 
b0 

Lemma (3.4) is an open condition on ? with £ suitably restricted. 

Generically, we may assume that T TTu T f n T x Wu(p) approaches D u u in D U 

as n-*-00. Then there is a small u-disk E about x in Wu(p) such that 

o +(E) n D U c D^. Indeed, if this were not true, then o+(E)=>nu f0r every 

such disk E and the arguments in the proof of Lemma (3.2) would yield 

a contradiction. Assume that Lu)(wu(p) - o(x)} c T^. We may construct 

a filtration ordering of L (f) in which {p} precedes the orbits in T^. 

Thus, there are compact submanifolds with boundary cM 2 of M such 

that f(M±) c intM±, T 2 c int^, and {p} u o(x) c ^ ( ^ - h ^ ) . 
n 

Note that L^(wu(p) - o(x)J c T 2 implies that we actually have 

{p} u o(x) = f n(M 2~M 1). Now there is an integer n^ > 0 such that 
n 

1 ~"ni 
- f (D^) c int f (Mx). Also, if E is small, then any point y in 

E - {x} has the property that its positive orbit leaves U near 
1 —n-i ~n n 

D" - f (D") F SO it enters f (M^. Let n 2 > 0 be such that f (E) c DU. 

~ n2 u -1 u Adjusting E, we may assume f (E) c D - f (D ). Further, we may 

choose n 3>0 so that f (D - f (D U) - f (E)) c int My 
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Now for 0 near 5, t near b Q, let pfc be the unique hyperbolic 

fixed point of rj near p. Similarly, denote its unstable manifold by 

W U(p t). The structures D U, D^, E, etc. vary continuously in the C r 

u u 
topology with f and those defined for r)fc will be denoted by Dfc, D_t» 

£ t, etc. Given n, let t0(n) denote the first time t for which Efc 

meets W s(p t), say at x^. This will be a quasi-transversal intersection. 

We will show that 

(1) L jw U(p t) - xt) c r 2 t for t<t Q (n) 

(2) L~(n / J is finite and hyperbolic 

(3) tQ(n) is the first bifurcation point bQ(n). 
n~ .. -n« 

First of all, it is clear that n t (D£ - n~ D - n t (Et>) 

nl u 1 u 
u n t (Du

t - n~ D^t) c int for n near £ and t near b^. Moreover, 
L a j (Z t ) c intM1 for t<tQ(n) and \ [ ^ t ~ c int M̂^ for t = tQ(n) 

since the positive orbits involved go near D^t - n" 1!)^. This proves (1 ) . 

To prove (2) and (3), first note that the usual 
proof that MS is open shows that L fn , N) n M- and L fn . A n M-M 0 

v ^(nr t o ^ 

are finite and hyperbolic, and the transversality condition holds on 

orbits which do not pass near {p} u o(x) «= f n(M 2-M^). The 
n 

(one 1 us ion of Lemma (3.3) for f «= E implies that negative orbits which 

pass near x always return farther and farther from x and then they 

eventually get captured in H-H^. This also holds for rî  and x^ with 

t <rt0(n), thus proving (2). Since DQ(£) was the first bifurcation point 

of £, Ty never has a non-transversal intersection with a stable manifold 
t̂ 
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of £ t for t<b^(5). Also, the unstable manifolds of periodic points 

in M-M 2 of 5 t > t-DQ* PASS near x containing disks near . 

Since analogous results must hold for n t with n near £ , t<tQ(r|), 
this proves (3). 

Now we prove the density of the condition in Lemma (3.4). That is, 

(3.5) for a dense set of S's, Lw(wU(p) - cT(x)] c 

Before doing this, let us remark that (3.5) and the preceding 
proof yield 
(3.6) for a dense open set of £fs, 3^WU(p) n D U c D". 

Indeed, we have shown that if L^(wu(p) - o(x)) c then any 

point in 31WU(p) n D U is a limit of the forward orbit of E. Also, 

these limits lie in since L(Aj(wu(p)) c Wu(p) u ? 2. 

To prove (3.5) it suffices to show that L (tf*(p) - o(x) ) 
n Wu(p) = 0 with a dense set of restrictions on f • £, • 

B 0 

Assume, by way of contradiction, that Lw(wu(p) - o(x)J n Wu(p) * 0. 

It will be shown that, restricting f suitably, this implies the existence 

of a transversal intersection of WU(p) and W^p). Since L (f) is finite, 

this is ridiculous. 

The proof has two main parts. 

Part 1. Assuming there is a point y e WU(p) - o(x) with 

o)(y) n WU(p) * 0, one can find a point ŷ  c WU(p) such that w(y^) « o(x). 

Part 2. If y 1 e Wu(p) is such that 0)(y1) « o(x), then there is a 

point of transversal intersection of (JU(p) and W8(p). 

Whenever necessary we will restrict to dense conditions on f 

without further mention. 
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Proof of Part 1. Let y e WU(p) - o(x) - WU(p) - WS(p) be such that 

w(y) n Wu(p) * 0. The fact that L(0(wU(p)) c yU(p) u I*2 implies that 

u>(y) c Wu(p). Suppose, by way of contradiction, that 

(3.7) there is no point ŷ  e WU(p) - o(x) with w(y^) = o(x). 

Let Y = {G c WU(p): G is closed, f-invariant, and 

L W(G) I Z ) ^xj}. 

Since u)(y) c WU(p), peu)(y). But y^W 8(p), and hence U)(y) contains 

points in o(x), so 0)(y) => o(x). Since U)(y) 5* o(x), w(y) c i/ and 

Id is non-empty. Define a relation > on ̂  by > if and only if 

G

1 D ^ 2 and tnere is a P0^t 2 e G 1 with W(z) 3 G 2. This relation 

Is transitive and not reflexive, so it defines a strict partial ordering 

on Ĵ . 

We assert that (3.7) implies 

(3.8) there is a totally ordered subset such that 

O G - clxj. 

If (3.8) were not true, then for any totally ordered subset i>f̂  
of we would have P \ G c &. Thus, by Zorn's lemma, we would be 

able to find a minimal element G N e ̂ . Then G N ̂ 3 o(x) and for any 
j 

7. f- - o(x), we have u>(z) • G^. Thus GQ has a point whose forward 

orbit Ik dense. This implies GQ has a point whose backward orbit 

•Ik dense, that is, G Q = a(z^). To see this, observe that if z e G Q 

and ai(z) = GQ, then for any relatively open set V c G^, fn(V) is 
n > 0 
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Letting {v^} be a countable basis for the topology of G^, the Baire 

Category theorem gives that (l^f n(V.)) is dense in Gn. If 
i n>0 U 

z 1 is in this latter set, then a(z1> * GQ. The last fact says G Q has 

to be contained in L~(f) n WU(p) • {p} c o(x) which is a contradiction. 

Thus (3.7) implies (3.8). However, (3.8) cannot hold for the 
following reasons. Since |y^|X^<l, there is a neighborhood of 

o(x) such that for any z e - o(x), a(z) n • 0. But if (3.8) were 
true, then would necessarily contain closed f-invariant subsets, and 
hence their a-limit sets. Thus assuming (3.7) leads to a contradiction 
and Part 1 is proved. 

Proof of Part 2. Let <f>: U + D 8 x D° be as in the proof of Lemma (3.2). 

Let DS•- (f)" 1^ x { o } ) , D U - ̂ ({O} x j?) . We may assume that f is 
C°°, and (using Sternberg [38]) that f |u and f - 1 |u are linear via the 
coordinates <|>. Assume also that x e D 8 and f n(x) € D U for n £ n^. 
Let IT": D S x D U - D U, TTS: D 8 x D U - D S, irj: D U - l^, TTJ: D 8 - H 2 

be the natural projections and set ipU = TT^TTU, \\) 8 - TT8TT8 . (Recall 
that H^ is the eigenspace of X^ and H 2 is the eigenspace of ]Xy) 

We may arrange that i|jU f n(x) > 0 in the real coordinates on H^ for 
n>n„. For z e U = D S x D u, let D U - TT8 1(TT 8Z) and D 8 » 7T U" 1(7T UZ). 

25 n 
If U is small enough, and z e U, then i|jU|f ® (jty has a unique critical 
point c(z) near x. Also, c(z) is a C°° function of z. Given y e M, 
let E 8 * {v 6 T̂ M: |Tfn(v)| + 0 as n + »}. Part two is a consequence 
of the next assertion. 

(3.9) Assume there are a constant k>0 and an integer > 0 such that 

I log |ipUf"n(x)| - log |*u cfm(x)|| 
n 
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for n>N Q, m>N Q, and ф и с fm(x) > 0 in ^ Then E 8 is an 

s-dimensional subspace of T^M, and if u)(y) • o(x) and £^ is a 

smooth u-disk through у which is transverse to E 8, then ^^f n(£ ) 
y n>0 У 

has non-empty transverse intersections with W^p). 

Before proving (3.9), we show that it implies Part 2. We first 

verify that the hypotheses of (3.9) are true for a dense set of ffs. 

Then, for one of these f's, suppose that у e WU(p) and ш(у) e o(x). 

It follows that there is a small neighborhood U of у such that 

f n(y) t U for n^l. Thus, we may perturb f in f *(U) to get a small 

disk £^ с WU(p) n U transverse to E 8. Hence, (3.9) implies Part 2. 

Let us verify that the hypotheses of (3.9) are satisfied by a 

dense set of f's. Since A|y^| < 1, there is an integer N^>n^ such that 

\ 3 
(3.10) (a) e < j 

(b) if either |* uf" n(x)| £ |4/u cf m(x)| or 

|1фиГп(х)1 - 1фи cfm(x)l| < l » U f

2 ° W l , t h e n n > m . 

Also, assuming o(x) does not meet any eigenspace of T^f, we 

have that ф и f~n(x) * А ф и f u(x) for n>n Q. Fix 0 < к < 1 and 

consider the set of real numbers a, such that 

(3.11) I (n - n Q) log A"1 + a - log |фи cf m(x)||<-~ for some n>m>N Q, 
n 

and ф и с fm(x) > 0. 

2k 
For fixed n - N Q, each such a is in an interval of length -j about 

n 
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log ̂ U c fm(x) - (n - IIQ) log X Since m<n, there are at most n - NQ 

such intervals. Thus, this set of a's has measure less than 

2 < " - V k
 2 k 

^ < —j . Allowing n to vary gives a set of afs of measure 
n n 

2k 
less than I — . The set A of a's for which (3.11) holds for 

all k, therefore, has measure zero. We claim that if the hypotheses 

of (3.9) fail, then log l^f °(x)| € A. As A has measure zero, 

this won't hold for a dense set of f's. To prove the claim it suffices 

to show that if 0<k<l is such that there are integers n,m > N^ 

with |log |i|;Uf~n(x)| - log |i|;U c fm(x) I | < -~ , then n>m. But th: 
n 

follows from (3.10) and the definition of NQ. 

Now we turn to the proof of (3.9). An embedded disk D c u will 
s u 

be called a product disk if there is a dif f eomorphism U«D X D -*D 

such that the maps TT S$|D S X {Z^} and TTU<J>|{Z^} X D U are embeddings for 
rvS ^u 

each ẑ  € D , € D . 
s s 

Given an embedding £: D U with TT £ also an embedding, 

define p te(DS))# = sup (hSJLSShi . | v| - 1, v € TD 8>. For an 
[|T(TTSOC)v| J 

embedding D U + U with TTu £ also an embedding, define 

p (r,(DU)) = sup J 1 T ^ 8 ° ^ V 1 s v 6 TD U, |v| -1>. P (P ) is called 
6 |^|T(TTUOC)v| J U S 

the u-slope (s-slope) of SD 8(£D U). If U + D is a product disk, 

define Pu0>) = sup |pu(*|D8 x iz^) : z 2 e D U| and 
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pg(D) = sup |pg(4>|{z1} xD U) : z ^ D ^ . Also, set 

wu(D) = max |diam({z;L) x D U n DJjJ and a)g(D) « max |diam D S x {z^ n D ) ^ . 
z^D*5 z 2eD U 

Wu(D) (o)g(D)) is the u-width (s-width) of D. 

In what follows the quantities c^, c2» . • • will denote 

constants independent of n which are defined in the first equation in 

which they appear. 

There is a small neighborhood of x in M such that if 
* n-nQ 

y€U x, f (y)cU1> and fJ(y)eU for 0<j^n-n Q, n > N Q, then f (y) 

" no is in a product disk D about f (x) such that p (D ) < c- and r ny N u ny 1 
- n~ nn n 0 " n -diani D < cJmJ . Thus, if we set D - f (D ), then yeD , ny 2' l1 ny ny ' J ny 

nn-n n-n nn-n n-nn 

p (D ) < c-A, |uj u, and u> (D ) * c, A, U |pJ u. Also, u v ny 3 1 * u N ny 4 1 , K 1 ' * 
— 8 8 j 

may be chosen so that TT * D . Similarly, if ycU^, f (y) € U 
-n ~ n0 for -n ̂  j - and f (y) € U^, then f (y) is in a product disk 

E cu such that f (x) € E , TTU E - D U, p (E ) < C C X " IUJ , ny ny ny * s ny 5 1 1 1' ' 
n-n n-nQ  

and w G ( E N Y ) < c 6 A^ \\x^\ . Now let y € be such that U)(y) - o(x). 

Choose an increasing sequence of positive Integers n^ < n 2
 < • • • such 

ni ni that f (y) € and f (y) -»• x as n̂ -*-00. As n̂ -*"00, n^ - n^^ °°, so 

we may assume, starting far along the orbit of y, that n^ - n^ ^ > N 0 

j £ 2. 

For c > 0, ztU, define the e-sector S (DU) about D U by 
e z z 

S£(D^) = {(v rv 2) c T z D 8 x D U: | V l| s e |v2|}. 
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Also, define Se(D®) » {(v^v^ € 1^D8 x D
u : |v2| * e Ivjh For 

3 
n r k/n -| 1 / 2 

let y ± = f X(y) and e t » |(e 1 - 1 ) Ji|iU y ±M ' . 

Since x is a quasi-transversal intersection of Wu(p) and W^p), 

(3.12) there is a constant c, > 0 such that if z- € U, n f °(DU ) 
/ 1 1 z 2 

-n n n n 

for z 0€f "(U,), then T (f °(DU )) c s ,(DU ) where 
zl 2 °7 zl 

h - - !•» c Z l i r 1 / 2 . 

We will show 

(3.13) (a) given A>1, there is an integer N>0 such that for 

n.,--n, 
i>N, T f 1 1 1 ( s , D U ) c s , D U and 7± 2c 7e ± 7i> 2 c ? e i + 1 y i + 1 

.(I f n i + 1 " D i | s 2 c . D» ) > A. 
yi z c7 ei yi 

n.-n. 
(b) diam T f 3 1 S 9 D U + 0 as + 

^ c7 ei yi 
Here, m(B|L) 3 inf |Bv| where B is a linear map of a vector 

M « i 
vcL 

space containing the subset L. 

Similar arguments will show that diam Tf ^ L j ^ ® a s 

n -n I 
j _ i oo a nd m(Tf lLj) > A f o r *->i : > N » some N where 

L = C1(TM - S 0 D U ). Thus, C^] T f ^ J(LJ is a single 
j 2 C7 GJ yj j>N j 

n. 
s-dimensional subspace E . Also, |T f J|E | ~* 0 exponentially as 

yN yN 
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a nt u j+co. Further, if v e T M-E , then for j large, T f (v) € S« D 
yN yN Z C7 ej yj 

which means that |T fn(v) | •+ 0 0 as n* 0 0. Thus 
/ —n^ 

E S = {v € T M: |T f (v)| * 0 as n + «>}. One may take E S = T f (ES ) 
yN yN y yN 

r s for (3.9). If E is a C u-disk through y transverse to E^, then 

Tf 3(T Z) c s D U for large j. Increasing j will make f 3 U(Z) Y ^c ?e j yj 

contain disks C r near subdisks of DU. Moreover, these disks will 
n 0 ^s 

become large enough so that their images by f will meet w (p) 
transversely. Thus, we only need to prove (3.13). 

For i^N~, choose product disks D , E as above. Then 
0 V i n± yi 

the properties of D and E , the assumption of (3.9), and (3.12) 
V i V i 

imply that for large i, 

^ ( ^ 1 < f V V l » ; l . 1 » - . [ ( • k ' ° i - " | • ^ 1 | ] 1 , 2 

ni~ni-l u 
where p is defined in the obvious way. Thus T (f D J 

- (" k/n^ "1 _i/2 
c S h where h± - c~ Ĵ e - lJI^YjJJ • Note that 

u n0~ ni l~ni ni+l~ni"n0 \i> ŷ  | > ĉ  X̂  and that Tf Increases the u-slope 

8 u ni+l~ni~"n0 n0""ni""ni+l of any vector (v^t^) € T D x D by a factor of c^Q X^ 

Now the last expression dominates h^ exponentially. Thus, the sector 

u ni+l""ni""n0 S (D ) is exponentially decreased by f as i-*00; i.e. 
hi yi 
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n --n -n 
diam ({v e S D : |v| = l}) < c„v 1 1 1 U with v<l as i + °°. h ± y ±

 1 1 J 11 

From this, (3.13) follows easily, so the proof of Part 2 is completed. 

Remark: Under the assumptions of (3.9), it can be shown that WS(o(x)] 

is a union of C r injectively immersed submanifolds each diffeomorphic 

to 1RS. Moreover, jf[o(x)) = WS(p) and WS(o(x)J is locally the 

product of an s-disk and a Cantor set. However, if ye WS(o(x)j -W S(p), 

then WS(y) is not a manifold. It is also only locally the product of 

a Cantor set and an s-disk. Nevertheless, we do have a clear picture 

of the total orbit structure of f. When the assumptions of (3.9) no 

longer hold, the structure of W8(o(x)J is more complex, and it is not 

yet well understood. 

Completion of the proof of Theorem (3.1). If the arc 5 satisfies the 
residual set of conditions necessary for the conclusions of Lemmas (3.2), 
(3.3), and (3.4) to hold, so does any nearby arc T). But, (2) and (3) 
in the proof of Lemma (3.4) imply that L (rĵ  ) will be finite for any 

such n» thus completing the proof of Theorem (3.1). 
Our second goal in this section is to remove the asymmetry of the 

assumption that either L (£, ) or L+(£, ) is finite. Notice that as a 
b 0 b 0 

consequence of [18] and the proof of Theorem (3.1) here, we have that, 

generically, if either L~(L ) or L+(C. ) is finite, then L(L )-P(£. ) 
b0 b0 b0 b0 

has at most one orbit. Thus L(£, ) has a finite number of orbits. The 
b o 

converse Is also true. 

(3.14) Theorem. There is a residual set c 4>k,r, k>l, r > 5, such 

that if £ « (B , r_ <»MS, and L(£, ) consists of only finitely many orbits, 
U D Q 

then either L"(L ) or L +(£ u ) is finite. 
b0 b0 
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Proof. As above, let L = f. By (2.2) and (2.4) in [18], we may 
b0 

assume that P(f) is finite and that one of the following situations 

arises. 

(1) P(f) has one quasi-hyperbolic orbit, and all stable and 

unstable manifolds of periodic orbits meet transversely. 

(2) P(f) is hyperbolic, and there is exactly one orbit of 

qui si-transversal intersections of stable and unstable manifolds of 

P(f), the other intersections being transverse. 

Consider the case when L~(f) t P(f), and let y 1 e La(f)-P(f). 

Suppose y1 t a(y). Then y i WU(p(f)) since y 1 i P(f). Define the 

relation < on M by x < z if and only if x e (x(z). This is clearly 

transitive. Also, x<z and z<x imply that o(x) • o(z) c P(f), for 

otherwise a(z) would be uncountable. Similarly, all minimal sets of f 

are orbits in P(f) since minimal sets are either finite or uncountable. 

We claim 

(3) there are a hyperbolic periodic point x^ e a(y) and an 

orbit o(x) c wu(o(x )) n WS(o(x1)) n a(y). 
(4) L+(f) = P(f). 

Assume L(f) has N orbits. Then any sequence {x^, . . . , x^} 
with x <x < . . . <x and o(x ) * o(x.) for i*j necessarily has i i k i j 

at most N + l elements. Choose a sequence x^ < . . . < x^ of maximal 

length witli x̂  e a(y). Taking a minimal subset of ot(ŷ ) we may find 

a point x e P(f) which is also in a(y^). Then x < y^ < y, so the 

length k of the maximal sequence above is greater than 2, and x̂  e P(f). 

From the local structure of quasi-hyperbolic and hyperbolic periodic 

points, we have x^ ̂  w(o(x^)), for otherwise we could find another 
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point xj with x!^ t W^oCx^)) and x ^ < x | < x 2 « Suppose that o(x 1> is 

quasi-hyperbolic Then there is a point x 2 < x^ in the strong stable 

manifold (i.e. 8W S(o(x 1))) of ofr^ with X g C o ^ ) . Now x^ i W U ( o ( X l ) ) 

because this would contradict the fact that W u(o(x^)) meets W^ofa^)) 

transversely. Choose x^ e P(f) with x^<x^. Since the sequence 

x^ < x^ < x^ < . . . < x^ also has maximal length we have x^ e W U(o(x|)). 

Using this new sequence of maximal length we may assume 

x^ < < . . . < x^ chosen such that x^ is a hyperbolic periodic point and 

x 2 € W U ( o ( X l ) ) . Choose a point x^ € W S(o(x^)) such that x'2 < x^« If 

x?2 e 0 u(o(x^)), (3) is established. If not, reasoning as above, we may 

find another hyperbolic periodic point x^ with x^<x!|. Continuing in 

this manner, and using the fact that I*a(f) has finitely many orbits, we 

either establish (3) or we obtain sequences ( p 1 > . . . , pj) c P(f) and 

(z^, . . . , zj_^J c M such that 

(5) o ( P l ) - o ( P j ) , z ± € W U(o( P j L)) n W 8 ( o ( p ± + 1 ) ) , 

o(p ±) * o(p k) for l < i < l< j . 

(6) {p x, . . . , p } u l z l t . . . , * x } c a(y). 

We first note that no p^ can be quasi-hyperbolic for if p^ were, 

the above construction would give z^ ^ e 3W 8(o(p^)). Also, in this case, 

all the manifolds would meet, so one would get transversal homocllnic 

points for f which is impossible. Thus all the p^'s are hyperbolic, and 

so some z^ must be a quasi-transversal intersection of W U(o(p^)) and 

W 8 ( o ( p i + ^ ) } . Moreover, all other z^'s are points of transversal inter-
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sections. Assume z^ is the quasi-transversal intersection. If all the 

o(p^)'s are the same (i.e. (o(p^), . . . , o(pj)) is a 1-cycle), then 

(3) is established. So, we may assume we have a j-cycle, j >1. The 

proof of (4.7) in [18] applies here, so we conclude that the weakest 

expanding eigenvalue A. of T f is real and positive and so is the 
i p 2 

weakest contracting eigenvalue y, of T f. Also, one may find a 
1 pl 

neighborhood u*2 of o(p2) so that 31WU(o(p1)) n WU(o(p2)) n u*2 is in 

a finite union of half spaces away from ^{\^J o(p.)). A similar fact 
i*2 

holds for 9^Ws(o(p2)) n W8(o(p^)). But then there is a small neighbor-
nl n2 

hood V of z^ such that if f (y) and f (y) are in V with n^ < n 2 > 

then f l(y) is near o(p.)) and f 2(y) is near w " ( ^ J o(p )}. 
i*2 1 K K j 1 

That is, the analog of (4.7) in [18] holds here also. From the geometry 

of this situation it follows that z^ cannot be in L
a(f) which is a 

contradiction. Thus (3) is established. 
Let x9*1 be as in (3). Since P(f) is finite, the orbit o(x 

must consist of quasi-transversal intersections. 
Assume now that (4) is false so that L^(f) P(f). Repeating 

the above argument with f * in place of f would give a hyperbolic 

periodic point q and an orbit o(z) c QU(o(q)) n W^o^)) n L^(f). 

Since f has at most one orbit of quasi-transversal intersections, it 

follows that o(x^) = o(q) and o(x) * o(z) c La(f) n L
U)(^)» Assume 

fn(x1) = x^. Let A1(u^) be the weakest expanding (contracting) 

eigenvalue of T^ fn. We may assume and have multiplicity one 
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and IMJJIAJJ * 1. If |y i l | A 1 l < 1, there is a neighborhood V of z 

such that if w e V - o(z), then a(w) n V « 0. But this fact and the 

assumption that L(f) has finitely many orbits lead to a contradiction 

as in the proof of Part 1 of Lemma (3.4). Similarly, IRJ \\^\ > 1 is 

impossible by repeating the argument for f This proves (4) and 

Theorem (3.14). 
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§4. In this and the next section we will study the structure of £ 

for t > bg and near b^ where 

(4.1) L (£, ) is finite, hyperbolic, and has an equidimen-

sional cycle. 

Let (jtk,r denote the set of arcs £ e $ k , r such that £ Q e MS 

and £ satisfies (4.1). Our main goal is to prove the following. For 

6 > 0, let U 6 = [b0,b0 + 6). 

(4.2) Theorem. There is a residual subset such 

that if 5 € (0 , the following facts are true. Given e > 0, there are 

6 > 0 and an open subset c such that 

(a) the Lebesgue measure of B^ is less than e6. 

(b) if t £ U 6 - B 6 , then 5 € AS and ft(?t) is infinite 

and zero-dimensional. 

It turns out also that for t € U^-B^, the attractors of £ 

are all near those of £g. Moreover, bg is a limit point of U^-B^, 

and as t approaches b^ In - B^, the dif f eomorphisms assume 

infinitely many different topological conjugacy types. 

To begin the proof of the theorem, let us first observe that we 

may assume k = r = °°. Indeed, let / } ^ , r be the set of £ in (№* T such 
^m,n 

that for L = — there are a 6 < — and a set B* c \} satisfying (a) and m n o 0 
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(b). Then, since AS is open, ̂ ^ '^ is open in Q^9T for all 

/\ k r 

m,n,k,r £ 1, and the theorem for k = r = 0 0 would imply that (Ji 9 is 
m,n 

/vk r 

dense in @L 9 for m,n,k > 1, r > 2. Thus, the theorem would follow 

with ¿8 = 0 / j k , r . 

n>l 

Now let ^ € (ji * and let f = L . We first consider the case 
b0 

in which there is a j-cycle, j > 1. Then there are periodic points p^, 

P 2 in a cycle such that o(p1> 4 °(P2) and n w 8(Pi) is a sin8le 

orbit o(x) of quasi-transversal intersections. Because all other 

intersections of stable and unstable manifolds are transverse, we 

conclude that all cycles are equldimensional. 

Let oCp^ = o(q1), o(q 2), . . . , o(qv) » o(p2) be the distinct 

periodic orbits in the cycles containing o(p^) and o(p2). For 

simplicity of notation, we assume all the q̂ 's a r e fixed points of f. 

The proof without this assumption is similar. 

V - 1 V 

Let A = o(p9) u [} WU(q.)n [ ) W8(q.) , and let 
1 2 [l^l 1 i^l 1 J 

= {q^, . . . , q v). Since points of A^ are transverse intersections 

of stable and unstable manifolds of elements in A 2 > and dimWU(q^) = 

dimWU(q^) for 1 .< i, j ̂ v, it is easy to show that A^ is a hyperbolic 

set for f. Moreover, by [18, p. 335], we may assume, restricting to a a00 00 
, * , that ft(f) - A 2 u o(x) u where is a finite 

set of hyperbolic periodic points not meeting A^. 
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Now let be a compact neighborhood of u o(x) - {x} not 

meeting {x} u ?1 so that L(f) n V± = A 2 > If y € O f " 1 1 ^ ) , then 

n ̂  0 

w(y) c v , so y € W S(A 1). Similarly, if y e O f 1 1 ^ ) , then 

n^O 

a(y) c v , so y e WU(A1>. Thus, 0 fn(V±) = A r 

n € Z 

Let be a compact neighborhood of x such that n (V̂  u P^) = 0. 

Using filtrations as in §2, we may construct two compact neighbor­

hoods M 1 , M 2 c M such that f (M±) c int M 2 c int ^ U V 2 

c int (M 1-M 2), and f ^ f 1 1 ^ u V 2) - A x u o(x). 
n 

For t near b^, there is a set of hyperbolic periodic 

points for E near P., and ß(£ ) will be contained in 

l Çt ( Vl U V U Plt-

The proof of Theorem (4.2) will be obtained by 

showing that for t in an appropriate set B^, 

(4.3) £¿0^ u V 2) is a zero-dimensional hyperbolic 
n 

topologically transitive set for £ 

and 

(4.4) £fc satisfies the transversality condition; i.e., for 

each y c-M, WU(y,f|t) is transverse to W
S(y,£t) at y. 

Before proceeding to the proof of (4.3), we pause to establish a 

lemma which will be considered with more generality. 
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If F • 9 is a direct sum decomposition of a vector space 

F with norm | #| and e > 0 is a positive number, let Se(E^) • S^E^^) 

denote the e-sector of E^ by E 2 which is defined by S^E^E^ • 

{ ( V 1 , V 2 ) : ' V2' " e ' vl' where vi € Ei» 1 * 1 , 2 } ' I f As F F 18 a 

linear map, |a| = sup |Av| is its norm and m(A) • inf |Av| is its 
|v|-l |v|-l 

minimum norm. We define |aIs| and m(A|s) for subsets S^V in the 

obvious way. If A is an isomorphism, m(A) • |A *| . Let c M be 

a compact f-invariant hyperbolic set with continuous splitting 

T M • E S $ E U, x e M, and adapted riemannian norm |•|. 

X X X 

A compact neighborhood of A^ will be called an adapted 

neighborhood of if 
(4.5) O f n ( V x ) - A x 

n 
(4.6) there are a continuous splitting M • E^ $ E 2, a 

constant A> 1, and a continuous real function e: R 

such that 

(a) T f (S^ E 0 ) c s . E 0-, v 
x v ex 2x ef(x) 2f(x) 

and 

^ T x f l S e x E

2 J a ^ £ V i n f " 1 ( V 

(b) T f~l(T M - S E 0 ) c T + M - S . E , 
x x ex zx f - i ( x ) ef"A(x) 2f-1(x) 

and 
m ^ f ^ l ^ M - S £ xE 2 x) ^ X for x £ V x n f ^ ) . 
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It is clear that the splitting Ê^ 9 for an adapted 

neighborhood of is an almost hyperbolic splitting for as 

defined in [18]. The only known practical way of showing a set is 

hyperbolic is to find an almost hyperbolic splitting on a neighborhood 

of it. 

Now suppose is an adapted neighborhood of A^ and is a 

compact subset of M with v
2
 n vi ~ ̂ » b u t f V2 n Vl * ̂  a n d 

f * V2 n Vl * ̂ * Assuming (^\ fn(V^ u V 2) * 0, we want to know when 
n 

this set is hyperbolic. With the present applications in mind, we assume 

V 2 n f (V2) = V 2 n f2(V2) - V 2 n f - 1(V 2) - V 2 n f~2(V2) « 0 although this 

is not actually necessary. 

(4.7) Lemma. Suppose there is a compact subset c ^ 2
 s u c n t n a t 

V 2 n fTi(V1 u V 2) c v 2 , and the splitting ^ 9 E 2 and function e 
n 

may be extended to V 2 so that there are constants A^>1, and an 

integer N > 0 satisfying the following. For each x € V 2 there are 

integers -N < £(x) < 0 < k(x) <N such that 

(a) T fkx(S E ) (~ S E , 
x ex zx v _ e f K x ( x ) 2f K X(x) 

f^x) c V x n f(Vx) n f" 1^) and m(T xf k x|S £ xE 2 x) a \ ± 

(b) T xf £ x(T xM - S £ xE 2 x) £2 T , M - S E 
J~ f (x) ef (x) 2f (x) 
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f* (x) e V 1 n f(Vx) n f 1(V 1) and 

m(T fAx|T M - S E„ ) > X,. v x • x ex 2xJ 1 

Then f ^ f 1 1 ^ u V 2) is a hyperbolic set. 
n 

Remark; Without further hypotheses, the proper containment in (4.7a) 

and (4.7b) is necessary for the lemma to be true. The essential fact 

which is needed is that for large n, if y e n f"j (V^) n f^O^), 

for j >n and fk(y) i V' for 0< |k| < j, then m(T fj |s E ? ) > X > 1 
L y Ey Zy £ 

and m(Tyf"^|T^M - S £ y E^) > X^ > 1 where X 2 is independent of y and n. 

The proper containment assures this. 

We defer the proof of Lemma (4.7) to the next section. 

Now beginning the proof of (4.3), let us consider some more 

detailed structure of f. All additional assumptions may require the 

restriction to residual sets in (Jo , and we assume this without further 

mention. From [18], we may assume the weakest expanding eigenvalue X of 

T f and the weakest contracting eigenvalue \i of T f are each real and 
pl P2 
positive with multiplicity one. Also, using Sternberg [37], we may 

assume that f is linear on its stable and unstable manifolds for p̂, and 
oo 

P 2 via C coordinates near p^ and p2« Thus there are neighborhoods 
oo HI 

Uj of p^, U 2 of p 2 in M and C diffeomorphlsms 4^: •+ B and 

(|>2: U 2 • K™ satisfying the following. Let w * (u f̂ . . . , u s), 
8 U v = (v,. . . . , v ) be coordinates H and H with u+s = m = dim M. 1* u 

Let D S <= m b and DU c R U be the closed unit balls. Let 
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w = (u2, . . . , u g), v = (v2, . . . , v u). Then ^(O.v) -

(O.Xv^.BjV), V£D U, and ^ f (f)"1 (w,0) - (A^.O), weD 8, where A 1 and 

are linear isomorphisms with |Â | < 1 and IB^I • m(B^) > X > 1. 

Also, <t>2 f ̂ (O.v) = (0,B 2v), veD U, and (f>2 f (^(u^u.O) = (yu rA 2u , 0 ) , 

weD S, where A 2 and B 2 are linear isomorphisms with |A,J <y<l and 

m(B2) >1. 

Remark: We actually could assume that and f | a r e linearizable, 

but this isn't necessary. On the other hand, we could continue with the 

proof if we were to assume only that f *|wU(p^) and f |w8(p2) are 
2 

linearizable near p^ and p 2 > respectively, and we only need C 
2 

linearizations. These assumptions would guarantee that we may find C 

invariant curves tangent to the eigenspaces of X at p^ and y at p2» 

Our present proofs require this fact very strongly. 

We may choose and U 2 as above so that n U 2 = 0, 

x t U1 u U 2 , fn(x) e U for n>l, and fn(x) c U 2 for n < - 1 . For 

i-1,2, l e t D j - ^ O x D U), and let D 8 - ̂ ( D 8 x 0 ) . We identify 

* with U and * D 2 with U 2 > Let ^ = 4>"J(w* 0,v« 0 ) , 

ll2 = ̂ 1 № = 0 , v = 0), Jx = (()^ 1(w*0,v 1*0) > and J 2 = ^(i^-O.v-O). 

Then H t > are f-invariant for i - 1 , 2 . Let = (f)^ 1^ > 0,w« 0 ) , 

!)"_ = *^ 1(v 1 - 0 fw - 0 ) , D 8
+ - • " 1 ( u 1 ? 0 > v 0 ) l D8_ = ̂  < 0,v - 0 ) . 

In view of [18], we may assume that n D" c and A^ n D 8 c D 8
+ . 

We have the following figure. 
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Figure 4.1. 
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In the first picture we represent the s-disk D 8 as a line and 

in the second picture f ̂  of a part of it is a two-dimensional surface. 

Also, the are points in A^ n and the x 8 are points in A^ n D 8
+. 

We may assume that A^ n is in a very small sector about in DJ* 

and A^ n D 8
+ is in a small sector about in D 8. Also, the A-lemma 

[20] implies that if and u*2 are chosen narrow enough, each component 

s 2 s of W (Â ) n is an s-disk C near and each component of 

WU(A^) n U 2 is a u-disk C 2 near D^. 

For n large, 0 fi (V- u V ) n V is near WU(A ) n V 9, and 
0<j*n 1 Z 

0 f-i(V u V 9) n V 9 is near W8(A ) n V 9. For t near b n, 
0<j<n 1 L A 1 U 

f^l^O^) = A^^ is a hyperbolic set near A^. Part of the proof of 
n 

(4.3) is involved with showing that, for appropriate t near b Q > the 

angles between w 8(^ l t) n v
2
 a n c* ^ n V2 are bounded away from 

zero. This is not enough, however, because these sets will intersect 
in a countable set, and 5^0^ u V^) n will contain points off 

n 
this set. We will show that for n large one may enlarge WS(A^) n 

to a set V s and WU(A ) n V_ to a set V U for which the corresponding n 1 2 n 
nets V 8 and are also defined for t near b~ and satisfy nt nt 0 J 

(a) V 8 is a union of s-disks near W8(A ) n V„, and V U 

nt 1 2 nt 
is a union of u-disks near W (A1) n V 2 
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(b) f ^ S u V ^ n V ^ v ^ n V ; 

(c) for certain numbers u^, if t - b Q = u 1 1 ^ , then the 
g 

angles between the s-disks in V and the u-disks in 
nt 

V^t are bounded away from zero by a number which depends 

on n. 

The bounds on the angles mentioned in (c) will determine the 

sectors which will enable us to apply Lemma (4.7) to prove (4.3). 

Now we proceed to describe the sets V S and VU. r n n 

Let c^ > 0 be a constant. For each integer n>0, let be a 

disk about x in of the form x + c i ^ n ^ u i » and let ^2 b e a disk 

about f"1(x) in U 2 of the form f'^x) + ^u"' 2!^. Here, the addition 

means vector addition in the appropriate coordinate systems. These 

sets look something like those in Figure (4.2). 

Figure 4.2. 
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u s u u s s u s u u Let V D ^ D ^ . v D l x D i . D l , ^ ^ -

tt^: be the natural projections, and let * ̂ ll ̂ 1 a n (* 

s s 
i>2^ = ^21 ^2' L e t ^ be 0tle plus the maximal length of a sequence 

Pi = cl.c» cl.(»* , , cl.i = P o w * t n WU(q. ) having a non-empty transverse 1 ±± i 2 I k ^ lj 

intersection with Ws(q ) for l^j < k. For a positive integer k > 0, 
j+l 

let £ denote the set of points y in n f ( V u V ) such 
1 , K 0<j<k 1 l 

% 

that for some I < k, f (y) i and if £(y) is the least such l9 then 

f£y~1(y) e A^. Similarly, let A* be the set of points y in 

A2 n ( ^ 1 f^O^ u V 2) such that for some I < k, f~*(y) I V , and if £(y) 
0< j <k 

is the least such l9 then f" A^ + 1(y) € a" 
(4.8) Lemma. Let > 0 be a positive number. There are a real 

number 0 < T < 1, an integer N > 0, and Integral polynomials 

r^(z) = la^z 1, C2(z) = Eb^z* of degree d satisfying the following. 

For each integer n >N and each integer s > 0, there are £^(sn) 

intervals X <- H_ centered at x 1 < i £ £, (sn), and £0(sn) intervals ni I ni 1 z 

Y c- H 0 centered at y l£i<C_(sn), such that ni z nl L 

< a ) A " . - " U n O f " J ( V l ) e , < « y 
0 j<sn lfilSCjCen) 

(b) A" U O fJ(V ) c U *«0f n l) 
2 ' 8 N 0<j<sn 1 UiSC 2( 8n) 2 1 n i 
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(c) diam X < T |x . |, for |x A > X s n and ni 1 ni1 1 ni1 1 
f-N 

diam X n ± < TL K X" s n for |x n ± | < K X 8 n , 1 < i < ̂ (sn) 

(d) diam Y < T 2 |y I for \y A > K, y 2 n and ni ni ni 1 

diam Y , < T 2 K. \ i Z n for |y . | < K, y 2 n, 1 < i < C0(sn). ni i ni 1 z 
-s -1 Let s > 0 be such that X < y where we assume y < X . If 

y>X ^ the proof is similar. 

The sets V s, V U above will be V S = V„ n n n n 2 , ^n ( Xni }' sn) 

V U = V. n f 
T-I ) l<i<?2(sn) 

u-1 21 (Yni). 

We will also defer the proofs of Lemmas (4.8) and (4.9) below 
to the next section. Of course, |x ̂ | (|YniI) refers to the norm in 

the (<f>0) coordinates. This may be identified with x . (y .) itself. Tl T2 J ni ni 
It will follow from the proof of Lemma (4.8) and the previous 

definitions that all of the structures X ., Y ., X, y, etc., may be 
ni ni 

defined for E for t near b^. Denote these by X . , Y . , X , y, t U nit nit t t 

etc. Moreover, all of these structures vary differentiably or 
continuously with t in naturally associated topologies. We record an 

especially important case of this as 

(4.9) Lemma. There is a constant K 2 > 0 such that for 0 < t - b Q small 

and n large, 
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( 3 ) |xnit " Xnil * K
2 l x n i l ( t - V f o r  

X n i £ U f - ^ D j - f 1 ^ ) ) 

( b ) lynit - ynll ^ k i K ' - V f ° r 

^ni £ U f J ( D ^ - f ( D S ) ) . 
0<j<sn 1 1 

Now given e > 0, we will define the sets required in the 
proof of (4.3). 

Fix coordinates (u , . . , u , v , . . , v ) on D S x D U c H 8* 1 1. 1 s i u 
Let ~ (u , . . , u , v , . . , v ) = v and TT (u , . . , u , v , . . , v ) -

1 1 s i u l I 1 s i u 
For each y t : u\, let =* ̂ ( 0 * D U) and D^y » <f>~̂ "(DS x 0). 

Since x is a quasi-transversal intersection of WU(p^) and WS(p^), 

it is a non-degenerate critical point of J|/̂  |f (D̂  ̂  ). Thus, for 

and L'2 small, and y £ the u-disk f(D 2 y) contains a unique critical 

point c1(y) of the mapping ^jJ f( D2y)' Similarly, for y e U^, the 
-1 s 

s-disk f (Dj ) contains a unique critical point c^(y) of the map 

11 1 y 
oo 

Moreover, the maps y + c^(y) and z c^(z) are both C , 

(Actually, we only need that they are c\), and they are defined for 

l near l)̂ . Denote these by c^t and respectively. 

Consider the mappings y^t,^) » ? 1 <|> c l t (f>2*(^,0,0) and 

Y2(t,v1) - tT2 <t>2t c 2 t ^J(0, . . , 0, v , 0, , . , 0) defined for t near 

by in 1 and u^, v^ near 0 in K. 
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9 Y 1 We may assume, by small perturbation, that (bn90), ot 0 

•^-(b Q,0), ~ g £ - ( b

0 > ° ) > a n d lhT~^b0'0^ a r e a 1 1 n o n _ z e r o ' 

From the choice of the coordinates <)>̂, <j>2» it follows that 

al E T T ( V 0 ) > °» a2 s T F < V 0 ) > °' bl = 3 ^ ( V 0 ) < °« a n d 

b 2 = ah7~(̂ Q>̂ ) < 0- (ai> a2 n o t b E* N8 zero is just the statement 

that £ is transverse to the set Q in Theorem (2.2) of [18] 
at bQ.) 

Thus, for t near b^, we have 

(4.10) Yj/t,^) = a i(t-b 0) + b l U l + . . . 

Y2(t,v],) = a 2(t-b Q) + b2^1 + . . . 

where the dots refer to higher order terms. 

Recall we are assuming 0 < y < X * < 1 and s > 0 is such that 

(4.11) X"S < u. 

Let c>0 be given. Let d 1 > 0 be half the length of 

Choose 6^ = (1 - p) ed^. Given as in Lemma (4.8), and K 2 as 

in Lemma (4.9), choose >0 small enough so that 

(r (sm) • r (sm)) 4K K d 6 
(4-12) (a) I ~± hr2 — < T 

m>l m 
j-sm 6, 

(b) ); (r (sm) • C2(8m)) 2 Kj < — 
ni>l a^ u 
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2 K K 6 
(c) I (^(sm) • C2(sm)) — M < 

m*l 2 

Note that (a) and (c) are possible since and ^ a r e 

~~s 
polynomials of degree d, and (b) is possible since X < y. 

n0 n Let 6 = y d̂ . For any t e U^, we may write t - - y 

where e $2^2 ~ f ^ H 2 ^ a n d n ~ n 0 ' 

Define to be the set of points t in such that for some 
n > n^ and some 1 < i < £^ (sn), 1 < j < C 2 (sn) » w e have 

(4.13) t-b Q = y nu x with u1 e 4)2(H2 - f(H2)) 

and, at least one of the following four conditions holds. 

K K |x.| 
(4.14) (a) la.Ct-V + b l y - » n ± | < ^ 

J n 

if K l A - s n < |x n i| < 2 a i y n
d l 

(b) |a l (t-b 0) + b l y n j - * n l | < K l K 3 X - 8 n 

if |x n l| <-hX~*» 

K K 
(c) |a2(t - b Q ) + b 2 x - y I < |y I 

n 

if K ^ 2 " < |y n j| < 2 a 2 w n d 1 

(d) |a2(t-bQ) + b 2 x n l - y I < K l K 3 y 2 n 

i f lynjl * V 2 t l . 
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We will prove that for large 

(4.15) if n>n 0 and t e U 6«B 6, then Afc = £* ( Vl u V 2) 
n 

is hyperbolic for 

First, we show the measure of is less than e 6. 

It t satisfies (4.13) and (4.14a), then 

I i.n • « I ̂  2 3 ni 
' V Ul + bl ynj - X n J < 2dT2— 

n 
or 

t>! y • x K K |x I 2 K K„ d 
u + 1 nJ _ n i < 2 3 1 ni1 2 3 1 

1 , , n „ n , , n 2 d + 2 2 d + 2 ' a1 p a x p a 1 p n n 

4K 2 K 3d x n j [ b y 
So u. is in an interval of length rrr^— around —- , 1 Zd+Z n n n a1 p a1 P 

and there are at most £^(sn) • ̂ (sn) such points. The set of all 

such u^ has measure less than 

(^(sn) • £2(sn)) 4 K 2 K 3 d 1 61 

[ i 2d+2 < T~ n > 1 n 

by (4.12a). 

Similarly, all u^ for which t satisfies (4.13) and (4.14b) have 

measure less than by (4.12b), and all such û  for which t satisfies 

(4.13) and (4.14c) or (4.14d), have measure less than __1. Thus, the set of 
2 

u 6 4>2(H2 - f (H2)) for which t satisfies (4.13) and (4.14) for some n > n Q 

has measure less than 61 , Hence the measure of B x is less than 

6i 
n 

I 
n o 

n 
P 

K 0 6 p 
1 - u 

n0 
P G d l - e 6. 
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Now we proceed to show that Afc is hyperbolic if t i with 

6 small — that is, if t - b^ - u^ where u^ e (J)̂  (ĥ  ~ f (Ĥ )) , n is 

large, and t does not satisfy (4.14). This will prove (4.15). 

We wish to apply Lemma (4.7). First note that the neighborhoods 

U^, U 2 may be chosen so that they are contained in the adapted neighbor­

hood V 1 of A 1 and the splitting 9 E 2 equals T 9 T D" while 

E 9 E = T D S T D ^ Let e = e(y), yeV , be as in Lemma (4.7). 
1 u 2

 1 X 

R e C a 1 1 Vnt = V2 n U *Iu»nit>' Vnt S V 5 t U * n t < V > -

We begin by obtaining lower bounds on the angles between s-disks 

in V s and u-disks in E (VU ) at points in n V*\ . The bounds at nt t nt r nt nt 

points in ^ t ( x
n i t > and ^ t^21t^ Ynjt^ will depend on n, i, andJ# 

s u They will be used to define sectors on V n V so that Lemma (4.7) nt nt 
may be applied with V* = V U n V S . 

2 nt nt 
We first claim 

(A.16) there is a constant >0 such that if n is large and 

t - b Q = does not satisfy (4.14), then for all 

1 £ i 5 r (an) and H j (sn) we have 

( a> d l s t K i t t W - c i t ^ t < Y „ J t » ) > h ^ r 

^ |xnlti > 2 K l x ; s n 
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(b) dist (*u t(X n l t), c l t(^ t(Y n j t))) > K 4X; s n 

for |x n l ti _ < 2 K l x ; s n 

(o dist (•;£(! >, c 2 t(^ t(x n i t))] > k 4 ^ 
' n 

for |y n j t| > 2 K l y t
2 n 

(d) dist ( • ; J tcY d t>. c 2 t ( * 2 t c x n l t ) ) ) > K 4 p ^ 

for |y n j t| <- 2h»2

t

n. 

Let us assume for the moment that (4.16) has been proved. Then 

since at the tangencies of ?t(D2ty^ a n d Dltw ' y e U 2 * w e U i ' there are 

curves Yy in ?t(°2ty^ * ° r w^^ C n ^Ht^y **as a n o n " z e r o second 

derivative at c^t^y)» w e conclude 

<4.17) there is a constant >0 such that for 

y e ^iit^nit) n 5t * 2 t ( Y„ 3t>- y i = 0 y ) - t h e a n 8 l e 

s u between D, and £ D is greater than J-ty t Zty^ 

f|x |ll/2 
<a> S - S F 5 - ' f o r Kit' > 2 K i x r 

n 

and greater than 

1/2 
(b) K 5(x; S n) for |x n i t| s 2 K l A ; S n . —1 s u Also, the angle between £ D- and D. is greater than b t̂ lty 2ty1 
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\y i l 1 7 2 

5 2d+2 
n 

for |y n j t| > 2 K l p
2 n 

and greater than 

K5 K , 
for |y n j t| £ 2 K l y

2 n . 

1 u S 
Now we will define the sectors on V„ = V n V ̂  = 

2 nt nt 

. V r > *Ut(Xnlt> " C t L y . . * n t ( T m t ) ] f ° r L e n B O a ( 4 - 7 ) -
1*1 -r. (sn) V1<1<C_(sn) J 

Define the sector S e ( n > ± > ( D ^ ) on I & C X ^ ) n 5 ^ 0 ^ , ) 

as tollows. For |x n l t| > |y n j tl. I
x

n i tl
 > 2 \ \ S n > s e t 

fix i r 1 / 2 

e d i . i . j ) = 2K 5 -JJJJ-

v n 
For 2 K l X ; s n , |x n i t| * |y n j t|, set 

i ! 1-1/2 
,(„,i,j) - 2 K ; 1 ( r 8 n ] . If |x n i tl < | y n j t l , define e(n,i,j) so 

t h ; U T^ l se(n,i,J) Dït = ™ " Sr(n,i.J)D2t where r ( n ' 1 ' j ) = 

fly l ) " 1 / 2 

, „-1 |ynjt 1 . 
2 K 5 UÏ2 f o r 

IynjtI > 2 K1 ut 2n and r(n, i, j) = 2k5 -1 (ut 2n) -1/2 

for |y n J t| i 2 K l M

2 n . 

Let us proceed to verify the hypotheses of Lemma (4.7). 

For x . , let 3 = 3(x . ) be the least integer greater than 
nil nit 

zero Htich that r ^ x

n ± ^ 6 Ult ~~ ̂ t^Ult" T n e n > for n large, 

^ f S e ( n , , . J , « > U » C S

E

( D U > 
and 3 u 

Çt|Se(n,i,J)(Dlt) is an expansion. 
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That is, m(?^|s ( ,(D" )) > A > 1 for some A independent of 

n, i, and j . Actually, A^ may be made arbitrarily large for large n. 

This holds because a vector in S , . , X(D U ) will have its slope 
e(n,i,j)N It' 

increased by approximately c^"~£ where a<l (A-lemma) and l x
n i tl i s 

—3 
approximately \̂  c^ where c^ and c 2 are constants. Similarly, if 
0 - °(y is the least positive integer such that £„Q(y e U 0 - U. . 

njt t njt Zt t Zt 
then Ct° (TM - S e ( n ) i ) j )(D^)) G TM - S £(D^) and ^ is an 

expansion there. 
For the final hypothesis of Lemma (4.7), we show 

(4.18) V 2 n A t c U * u t
( Xnit) n Ct T < U * n t < \ j t ) " \ l^i^C1(sn) l<j<C2(sn) 

After this, (4.15) follows from Lemma (4.7). 

Since x is a quasi-transversal intersection of W u(p 2) and 

WS(P^)> there are > 0, a constant ĉ  > 0, and an integer n^ > 0 such 

that if n>n Q and t - b^ - ]inu^, then 

*t v f 1 * ™ - ( i n » ^ f V N D I J = \ + v ; / 2 » u - A U -

Thus, letting V - £̂ (V_ u V_), we have V n V c a" for nt ., . t l z nt z it -n^j <n 

large n. Similarly, V n ^ V 2 c A ^ for some (possibly larger) 

c, and n large. Now, if y € V 0 n V . either f̂  (y) e V- for 1 z sn,t 1 

1*1 <. sn, or y € A" , so Lemma (4.8) gives that 1,sn,t 
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y e i|> ̂  (X ). Analogous reasoning shows that 
l<i<^(sn) 1 1 1 n ± t 

r 1^.) n V c l^J (Y . J for large n. This proves (4.18). t 2 sn,t 1 < 1 < ^ ( 8 n ) 21t nit 

It remains to prove (4.16). 

Note that if t - b^ = y11 u^ does not satisfy (4.14), then for any 

1 < i < ̂ (sn) and 1 < j < ̂ 2(sn)9 we have the following inequalities. 

K K |x I 
(4.19) (a) |a l (t-b 0) - ̂  y n j - x ^ | >- 2 j d + f 

if K. X" s n < |x J < 2 a. W nd. 1 ni 1 1 

(b) | a i(t-b 0) + b l y n j - x n l| >-KlhX-™ 

if |xnll , K l X -

K, K |y .1 

(c) I a 2 ( t - b 0 ) + b 2 x n i - y n j | * 2 j d + ° 1 

if K ^ 2 " < |y n j| < 2a 2V I ld 1 

(d) |.2(t-b0> + b 2 x n l - y n j| > - ^ V
2 n 

if lynj I - K i v j 2 n -

Now (4.16) is a consequence of (4.19) and Lemmas (4.8) and 

(4.9). We will indicate the proofs of (4.16a) and (4.16b), leaving 

the analogous proofs of (4.16c) and (4.16d) to the reader. 
First we have the geometrically evident fact that there is a 

constant K > 0 such that 
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(4.20) (a) dist (^ t(x n l t),c l t(y n j t)) * Kdist (y^ £ ) , c 2 t (x^)) 

(b) dist (^ t(y n j t), c 2 t(x n i t)) * Kdist (^; t(x n i t), c l t(y n j t)) 

for n large and all i, j. 

This is proved via the facts that 

(c) if ^ t c u y n j t > x n i t, then ^ t c 2 t x n i t > y n j t 

and the distance on the left of (4.20a) may be expressed 
in terms of the smallest angle between and 

nit 
£ while the distance on the right may be 

ynjt 

expressed in terms of the smallest angle between 

r~l ,*s . 
Ct Dlx ... and D2y > nit 'njt 

and 

(d) if ^ t c u y n j t < x n l t , then *2tC2tXnit < ynjt 

and the respective distances may be obtained as the 

infimum of the lengths of piecewise differentiable 

curves joining appropriate points. 

For convenience, set e, = la, (t-b~) - b. y . - x .1 and l,n 1 1 0 1 'nj ni1 

e 0 = |a0(t-br.) - b 0x . - y J. From Lemma (4.9a) and the z,n z u L ni nj 

differentiable dependence of \̂  on t, we see that to establish (4.16a) 

and (4.16b), it suffices to show 

(4.21) dist (*;it(Xnit>. c l t (*^t(Ynjt)) > ^ 

for large n and all i, j. 
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Also, since 

d i s t K u ( Xnit>> Clt ̂ it^njt^) - d l S t ^Ut ( Xnit>' C l t
( Y

n j t » 

, dist ( ^ t ( x n ± t ) , c l t(Y n j t)) - diam H & C X ^ ) ) 

, dist (*"Jt(xnlt). c u(y n j t)) - diam (c l t(Y n j t)) - diam 0£ t< Xnit»-
(4.21) will follow from 

(A.22) (a) diam (^(X^,.)) s 

(b) diam (c l t(Y n j t)) £ ^f-

(c) dist ( * 2 t ( x n l t ) , c l t(y n j t)) >- f e 1 > n 

provided n is large. 

Now, Lemmas (4.8c), (4.9a), and (4.19) imply that 

diam (X . )) • e * + 0 as n + °°, which gives (4.22a). Analogously, lit nit l,n 

diam (c, (Y , )) • e"1 0 as n + °°, so (4.22b) follows since e 0 „ < K e_ 
It njt J 2,n v 2,n l,n 

by (4.20). 

For (4.22c), observe that dist (•iJt<*n±t)» cit* y
njt^ * 

d l s t (xnit' ̂ lt °ltynjt) 1 8 w e l 1 a PP r o x i m a t e d by l a i ( t ~ b 0 ) + bl ynjt " Xnit' 

since this is the absolute value of the first terms of (t, y 4.) - x . 
1 nj t nit 

Further, | a i (t-b 0 ) - b l y n j t - x n l J > e 1 > n - I b J |y n j t-y n j l - l x

n l t - x

n l l . 

so it suffices to show l v n J t - I ' e ^ n and |* n l |.-x n l| • e"^ - 0 

as n •<«•. But, (4.19) and Lemmas (4.8) and (4-»10) give that |y nj t-y | £ 

K2lyn,l |t-b 0 | 5K 2 A(t- b ( )) and | x n l t - x n i | ,K 2 |x n i||t-b 0 | S ̂  B (t - bQ) 
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[ 1 2 d + 2 ] ( 1 2 d + 2 

where A = m a x | - e 2 > n ; ^ J K ^ e
2,nJ A N D B " " » [ K J el,n 5 el,n ' 

Since t - DQ 58 p nu^ is exponentially small for large n, and 

e« < Ke. , we obtain the required facts. This completes the proof t>n i,n 

of (4.16a) and (4.16b). 

We have now completed the proof that A is hyperbolic. 

Using the methods in [31], one shows that A is zero-dimensional, 
u s 

Moreover, W (P 2 t) n ^ ^2t^ D e dense * n A^, so Afc is transitive, 
and (4.3) has been proved. 

Observe that as t approaches b^ in U^-B^, the minimum period 

of periodic points of £fc in goes to °°. Thus, there are many 

different topological conjugacy types among these ^^8- Moreover, 
using the methods in [42], one can describe explicitly the orbit structure 

of 5.L in terms of non-negative integer matrices. 
1 t 
At this point, we indicate how to enlarge B^ to obtain (4.4). 

As it stands, for t e U^-B^, y e V^* WU(y,?t) contains a u-disk C 2 

near f (DU - ), and WS(y,£ ) contains an s-disk C 2 near D 8 . 
2f"i(y)t * i y t 

First, consider the set of periodic points q of £ t such 

that W U(p l t,? t) n W8(q,?t) * 0, dim W8(q,?t) - dim W S(p l t,^ t), and 

q t V, u V„. Enlarging {X ,} we may assume D, ̂  W°(q.C.) 1 z ni It ^ t 
q f Qlt 

l^ J ^jjt ̂ Xnit^' Similarly, enlarging the collection {Y^ }, assume 
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D 8
t n WU(q,£t) c (Y . t) where Q 2 t is the set of periodic 

q € Q2t 

points q of C t with W S(p 2 t,? t) n WU(q,£t) * 0, dim W 8(p 2 t >£ t) -

dim WS(q,?t), and q i u V^. This can be done with at most C^(sn) 

x
n i

? s and C2(sn) Y
n j ' s w n e r e a n <* £ 2 are polynomials of degree 

bounded by the number of periodic points of f. 

Let Q^t be the set of periodic points q of £ with 

WS(q,Ct) n W U(p l t,£ t) * 0 and dim WS(q,?t) > dim ^ ( p ^ , ^ ) . 

If y € V 2 n Ws(q,£t) for q e Q^t and WS(y,?t> is not transverse 

to W u(y,^ t), there is a one-dimensional direction near which is not 

in T Ws(y,£t) + T^Wu(y,?t). This means that the angle between 

WS(q»£t) n D^t and H^t near ̂ ^(y) is very large. Thus ̂ ^.(y) i s nearly 
a critical point of ttU, | T T S , R N T>u • Make all the critical points llt|Vr(q>Ct) n D L T 

of ^V.L.s, r x ^u non-degenerate for p e Q. • Q_. . Enlarge the 111W (q, r; n J 3 DQ 

collection {x^} so that these critical points are in iJff^). 

Analogously, define ^ to be those periodic points q of £^ such that 

W S ( P 2 ,^t) ri Wu(q,ra't) * 0 and dim WU(q,£t) > dim W U(p 2 t,£ t>. Increase 

the set of intervals (Y .} so that all critical points of TT8 I u, 
nj 21|W (q,f) n D 2 

for q e Q^ b are in ^21^Ynj^" A8 a* n> the cardinality of the sets 

of intervals a n a* ^ Y
nj ̂  c a n ^ e D O u n d e ^ by C^(sn), £2(sn) where 

107 



S. NEWHOUSE - J. PALIS 

£^ and ^ a r e polynomials with degree less than the number of periodic 

points of f. Now one may enlarge so that for t e U^-B^, and 

y £ U * n t ( W n S t U ^ W ' Dlyt 1 8 transverse to ^ - x ^ 

This will guarantee transversality of \f(y) and Wu(y) at y in V^. 

Further, the methods which prove that MS is open (see §2 or [20]) 

will insure transversality at points whose orbits don't meet for 

t- bg small. This proves (4.4). 

The proof of Theorem (4.2) for the case in which there is a 

1-cycle is similar. In this case, the weakest contracting eigenvalue 

li of T f may be complex, but generically we will have |y| < X 
P2 

The constructions in Lemmas (4.8) and (4.9) may be imitated, and the 

same general methods may be used. The essential fact is that the norm 

of an element in (which may be two-dimensional) is contracted by 

the constant |y| in coordinates for which f L is linear. 
2 
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§5. Here we give the proofs of Lemmas (4.7), (4.8), and (4.9). 

This will complete the proof of Theorem (4.2). 

Proof of Lemma (4.7). The proof consists of showing that one may 

redefine $ E^ to give an almost hyperbolic splitting [18, §3] on a 

subset V 3 c v i u such that f ^ f 1 1 ^ u V 2) c y3. 
n 

For 0<k, £<N, let V k £ = (y € V^: k(y) = k, £(y) = A}. 

Given y eM and j an integer, write ŷ  - f ̂ (y). For y e and 

-£<j<k, let F, = T ^(E, ), and let F 0 = T f j (E0 ). 
IVj y ly 2yj y 2y' 

Take V. 0 = f ̂ (V. 0) and define the function a: V, 0 -*• "R 
k 3 C -*<j<k k k * 

so that if y e ̂ Jt' w e h^v^ 

S„ F 0 = T fj (S^ ) E. f or 0 < j < k, ^ 2ŷ  y ey7 2y 

T M - S F 0 • T f̂  (T M - S E 0 ) for -A < j < 0, 

and a = e on 

Note that V, 0 n V = 0 if k*m or &*n. kx, mn 

Proceeding similarly on V, - and taking the function G on 
0<k,£<N 

V - V , we obtain a (possibly discontinuous) splitting and 
1 0<k,£<N k 

sectors on a subset of M containing (̂ \ fn(V^ u V^). Relabeling, 
n 
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we call this new splitting $ and the function a | v ^ ^ we call e. 

Set = e^ y) and e^(y) = e(y) Then the invariance properties 

of (1) and (2) of section 3 in [18] hold. To conclude that 

f^jf 1 1^ u V 2) is hyperbolic, we have to prove 
n 

(5.1) (a) .( T yf n|s E 2 y) > ^ 

and 

(b) m(T yf" n|S e i yE l y) > Xx with X X>1. 

if n is large and y e V^. 

We will show there is an integer n > N such that if 

y e 0 f j (V UV ), then (5.1a) holds. Similarly, (5.1b) is 

-n<j<n 
obtained and Lemma (4.7) will be proved. 

For n>3, set V = (̂ \ fJ (V u V ). 

n -n<j <n 1 1 

Our first goal is to prove 

(5.2) there is an integer n > N such that if y e V , there is 
0 n Q 

an integer k(y) with 0<k(y) ̂ n^ such that 
m(T f k ( y )| S E, ) > X, > 1. 

v y e 2
y y 

Indeed, once (5.2) is established, let ^ » inf (m(T f j): O^j^n^, 
nl 

and let n^> n Q be such that X^ > X ^ . Then for any integer \ > 0, 

we have TO(T f̂  ° |s E 0 ) > X J K 0 provided that y € V 4 . Thus (5.1a) 
v y ] £2y 2yJ 2 jn Q 

follows with n = j n Q and j > n^n" 1. From now on always assume n >N. 
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Note that (4.7b) gives that for z - f* ( y )(y), 1^ f~£(y> (s E^) 

C s £ (E2y)• Thus, we may change the Riemann metric on a neighborhood 

of so that for y e 

(5.3) (a) «(T , t K ^ - h s ^ ) ) >X 
f (y) 

and 
(b) m(T-, .f~l\T r k(y) + 1( T M - S E_ )) > X, v f(y) 1 w v w ew 2w J 1 

where w = f k ( y )(y). 

Actually, only (5.3a) is needed for (5.1a), but (5.3b) is needed 

for (5.1b). In this new metric (extended to M) we will show that (5.2) 

holds to obtain (5.1a). 

Remark: Our definition of hyperbolicity appears to depend on the 

Riemann metric, but as is well known one can give a definition 

equivalent to ours which is independent of the Riemann metric [8, (3.1)]. 

Now, if y c n V^, then (4.7a) guarantees that 

m(Ty f k ( y ) |s £^ y E 2 y) > X± > 1 for some 0<k(y)<N. Also, if in addition 

y c n f"j(V2) for some j>N with f±(y) i for 0<i<j, then 

(5.3a) gives m(T yf j|S e y E 2 y) > X ^ ~ k ( y ) + 1 > A*. Furthermore, 

y e V - u V . Implies that mfT f Is E 0 ) Z X,. n kx, y C^y 2yJ 1 

To prove (5.1a), we need only worry about y e u - if we 

choose n>N. Let K 2 = inf { m ^ f ^ ) : y e. V± u V 2, -N<j<N}. Choose 

n2-N 2 n2-N 
n^ > n^ large enough so that X^ £ X^ and X^ > X^. Set 
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9 ~ 
n = n„ . We claim that if y £ V n ((Jv, 0 - V t h e n 
•j l n̂  k* z 

m(T fk|s E 0 ) > X, for some 0<k<n o. y e2y V 1 3 

To prove this, let y e V n (Vf 0 - V') for some 0 £ k, £ < N. 
n̂  kx. z 

i n9 
First suppose f (y) i for 0^i^n3« Then m(Ty f

 Z|S £ y

 E

2 y ) -

n9-N 
x 2 K 1 , X 1 . Now suppose f*(y) e V 2 for some 0 < i < n̂ . Let 

0 = j Q<J 1<J 2< . . <j r<n^ be the distinct integers such that 

f (y) e V 2 . Set j r + 1 = n3. If ì± - j±_x < ̂  for all i, then 

< n3, \ < V Jr Jr"jr-1 j2"Jl jli r>n 2, and m(Tyf
 3|S £ y E 2 y) = m(Tyf

 i r f . . . f f X) 

9 o 9T-9+1 9 
" Ki \ xi l * i > xi Ki - V 0 n t h e o t h e r h a n d i f 

there is a least integer i>l such that Ji"J^^ > n2» t n e n 

m(T fj i I SE2 y E2y) > K1 y1 ji-j i-1.. y j1-N K1 

> K12y1 n2-N+1 y ji-1 -j i-2 y1 j1-N 

n -N 
> x i * i 2 f c V 

This completes the proof of (5.1a). 

Proof of Lemma (4.8). Let p̂  - q̂ , . . , q̂  • p 2 be the distinct 

periodic points in and assume, to simplify notation, that f(q̂ ) = q̂  

for all i. There is no difficulty in extending to the general case. 

Let D 8 x D.U —= W, be a neighborhood of q in which 
i i def i 1 
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I oo 
is linear in some C coordinates (f> on W . Take 

D 8 x o u 0 x D U 

TT.S: W_, D.S, TTU: w. D.u to be the usual projections, and for y € W., l i i i i i i 

let D S = TT U (TT u y) and D.U - IT.8 (Tr/y). Pick 0 < T < 1 such that iy i i 7 iy i i J 

1 
u 2 < T, max{|T f ID.8 I, |T f^lD" |: y € W., i=l, . . . , v} < T, and y iy1 y iy' J i 

min{m(T f " 1 ^ 8 ) , m(T f|D.U ): y € W., i - 1, . . . , v} > T" 1. 
v y iyy v y 1 iyy i 
For 1 <i<v, define beh (q^,qv) to be the largest length of a 

sequence q. = q , . . . , q - a such that W (q. ) n W°(q. ) * 0 
1 h j k V l 

for 1 f. k < j . 

Relabeling, assume i^j implies beh (q^,q^) >beh(q^,q^). 

For a subset D of W^, recall from section 3 that its u-width, 

OJ U(D), is sup (diam (D^ n D)). Also, if £ 8 is an s-disk in W^, its 
y£Wi

 7 

f^i*' s s s 1 u-slope, p (£ ), is sup< s y e £ , v e T E , TT v * 0/. 

Given an integer k > 0, we say a set D is k-disconnected if D 

has at most k connected components. 

Let ĉ , c 2 > 0 be constants. A subset D c will be called 

(c1>c2,k)-controlled (in if 

(a) OJ (D) < c, T K 

u 1 

(b) D is a union of s-disks whose u-slopes are less than c^ 

-1 g 

and whose boundaries lie in TT̂  (<KD^ X Q)). 
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We will first prove by downward induction on i that for l£i*v f 

there are a neighborhood v ' of {q } u WS(q ) n WU(q ), 
1 V i<j<V J î j<V J 

constants c^, c i 2 > 0, an integer N i > 0, and a polynomial ^(z) of 

degree less than or equal to beh (q^q^) such that 

(5.4) for k,n>N , O f~*(V.f) n W. n f"k(An) is 
1 o ^ k 1 1 

C^(k)-disconnected, each of its components is contained 

in a (°i^»c
:j_2,k^ controlled set in W^, and 

dist ( O f " V ; ) , ^(A.) n V.') < c._ x k. 

First, by several applications of the A-lemma [20], we may assume 
each W^ is chosen so that if y e n WS(A^), the connected 

component of WS(y) n W^ containing y is an s-disk whose boundary is in 
-1 

9 (TT^ (D±
S x o)) and whose u-slope is less than for some constant 

c 2 independent of y and i. 

Let Vj = W v and choose N Q > 0 so that for n>N Q, A^ C W^. 

From the definition of A^, we have that ^ J < ^ ) < c 3i n, n > NQ, for 
1/2 

some constant ĉ  >0 since y <T < 1. By the X-lemma, there are a 

constant c, > 0 and an integer N " > NJ such that for k>N^', 
/ c O r\w ), 

oa<k 
-k -k s the connected component of f (y) in f (D̂  y) is 

an s-dlsk whose u-slope is less than ĉ  T 2 k. Observe that f | D ^ a n d 
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C *|D,S expand by at least T while flD^ and f *|d.U contract by at iy iy iy J 

least T on each W^. Thus there are an integer > N̂ ' and a constant 

> 0 such that for k > N n, each set f~V') n f~k(A0
n) is an 

0<£<k v l 

(s + u)-disk whose u-width is less than ĉ  T and which is a union of 

s-disks whose u-slopes are less than c_ T . Thus, f (V') n f (A. ) 
* 0<*,<k 1 

2k 
is in a connected (c^, ĉ  T , k)-controlled set in W^ for n,k^N^. So 

2 No 
we take = c<-, c^ = °5 T » a n c* t n e polynomial CQ(Z) to be the 
constant 1. 

Assume now, inductively, that there are a neighborhood V^, a p 

polynomial ^(z) of degree ^beh(q_^,q^), an integer > 0 and constants 

c^ as in (5.4). We assume that c^ ^ c^, c^ - Ni " 

i r k. 

Consider q̂ _̂̂ . The u-slope of each component of WS(A^ n ) n 

- f~ 1( w
i_ 1) is bounded by c 2 > 0. Choose N>0 such that 

f N(w i : l - f ~ 1( w
i_ 1) n WS(A1)) c v±'. Choose c 3 > 0 such that if y € V ±

f, 

dist (y,WS(A1)) < Cy and f ( y ) e ^ for some 0 < j < N, then the 

s-disk through y in v' given by (5.4) pulls back by f ̂  to an s-disk 

In W ^ whose u-slope is less than C2« Choose N? > 0 such that 

dist {f^\ f~*(V WS(A ) n V ') < c v Choose n" > 0 such that 

fN'(ws(A ) n w, 1 - f"1^, .)) c O T V / ) . 
1 1 1 1 1 0<£<Nf 1 
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L e t Vi-1 = I J f _ J [ 0 f"V,')| u W . Set 
O ^ N " l ^ " J 

= N + N' + N" + NJ,. Then for n,k 2 N ^ , consider 

VI-l,nkleT 0 rl*l-l> " W i-1 n f ' X > « F o r J e Vi-l,„ k. l e t 

0<JUk 
kl kl be the least integer such that f (y) € V̂ '. Then f (y) e 

n l " k + ki 
f" (V) n f (A n). Notice that by increasing Nf (and 

hence N£_^)> w e ^ y insure that k-k^ > N^. Therefore, by induction, 

f (y) is in a ( cn> ci2 , k ~ ki^ c o n t r ° H e < i set which is at most C(k-k^) 

disconnected where C is a polynomial with deg C ̂  beh (q̂  ̂ »°iV) 

k l " N " 

Thus f (y) is in a (ĉ  ,c2,k - k^) controlled set in ^ which is 

at most N u£(k-k^) disconnected where ĉ ' is some constant depending on 

{f"j: 0<j<N n}. Thus, y is in a (c^,c2,k - k± + ̂  - N M) controlled set 

which is at most (k̂  - N n) N" C(k - k^) disconnected. Let ^^^(z) be 

defined so that C ^ U ) * zN"c(z). Then (5.4) is proved for 1 - 1 . 
A similar proof works for f 4 ( v ' ) n W , l<i<v. Thus, 

0*Jl<k 1 1 

there are a neighborhood of A^ u o(x)-x with x i V^, constants 

°1 , C2 ^ ̂  a n l n t e R e r N > 0 a n c* a polynomial £(z) of degree < beh (p^,P2) 

such that for k,n>N, f~A(V.) n n f"k(A0
n) u I I f~*(V,) n W, 

0<fc<k 1 1 Z 0<£<k 1 
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is £(k)-disconnected and each of its components is in a (c^,c2>k)-

controlled disk in W^. From the definitions of A^1 and T, we have 

that, for n large, f ̂ (A*) c w± provided 0<j that is, 

c f~^(V1). Thus there is an integer N > 0 so that for 

k>-"->N, A" c I I ( P \ T V . ) n W. n f ̂ (Ai1)]. Setting 
f<k^J°-* £ kl I 

^(z) = z£(z) and taking N large, we have, for k>n>N, that 

A n u f ̂  (V-) is 00 disconnected and each of its components 
1 , K 0<j<k 1 1 

is in a (c1,c2,y)-controlled set in W^. For k>n>N, let -

^ u o Q k f 3 ( v i > > a n a i e t v * * • ^ n W i • f " 1 ( w i > ' T h e n 

Vo i, c D
4 where D is a (c,c9,^)-controlled disk in W 

2 n k l<j<C(k) ^ 1 

and deg C < beh (p1,p2>. Let be an interval in n W 1 - f"1(W1> 

whose diameter is twice that of n and whose center is ir^ of 

u -k the center of n D_ . For 1 < k ̂  sn, s > 0, let X » f (X . ~ ) . j 1 njk v njO 

There is a constant K > 0 such that diam it" ( f"̂  (W^j < K X" S n 

(o<j<sn J 

for n N. Let X be an interval in H- centered in P, with diameter n 1 1 

l e s s than 3KA~ 8 n such that dist TT" ( f (W. ) ] , 3 X > ~X""Sn. 
li \r\^±^ 1 n Z 

[0<j <sn J 
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Then, the desired collection of intervals { X ^ } in for Lemma (4.8) is 

{X N> u U : l^j^C(k), ̂ k ^ s n } . Clearly, there are at most ^(sn) 

such intervals where deg ̂  < beh (p^p^ +1, and, if is chosen small 

to begin with, A n u C] f"j(V-) c ^ ( x ) so (4.8a) 
± » 8 n 0<j*sn 1 l<i<C1(sn) 1 1 n i 

holds. On the other hand, since f ^ I D ^ is linear, we have for 

y e V l n k n D ^ - f " 1 © " ) , d(f"Jl(y),X"£(y)) < c3A][A|y| for A > 0 where c 3 

is a constant, X < X^, and |y| denotes the norm of y in D^. This, and 

the definition of the intervals X Q , X ^ K > give (4.8c). Parts (4.8b) and 

(4.8d) are established similarly. 

Proof of Lemma (4.9). We prove (4.9a) and leave the analogous proof of 
(4.9b) to the reader. 

First we claim 
(5.5) For t-b n small, x . € D,U - f - 1 (D- U), u nl 1 1 

l x
n i t ~ x

n±\ - K̂ * 11 - bg| l x

n ^ l where K̂ ' is a constant. 

(5.5) is a consequence of the fact that x ̂  Is a differentiable 

function of t for t near b^. Using this, there is a constant K̂ ' 

such that |xnl(. - x^±\ £ K̂ ' |t-b Q| for |t-b Q| small. Then (5.5) 

follows since |x _| Is bounded below for x . c D.U - f ^(D- U). 
ni ni 1 1 

The differentiable dependence of * n i t °n t may be proved by 

induction on the number of periodic points {q^, . . . , q^} or as 
follows. One may construct an arc rj of diffeomorphisms of M such that 
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(a) {x n i t} = ^ { D ^ n [ \ ^ J ^ J ( D 2

S

Y ^ ) u W S(A U)]} where y t is 

the point in WU(p1 ,£,_) associated to £ *(x). 
it t D Q 

(b) the set D U n [\^J ET^(D8 ) u W8(A )] is contained in a 
L t j < 0 yt 

hyperbolic set A(rit) for nt« 

(c) n t = on a neighborhood of V^fc. 

(d) there is a homeomorphism h : A(rj, ) •+ A(ri ) such that 
t b0 fc 

x i t - n
t( x

n^) a n <* t n e "^P t »—»• hfc is differentiable 

from a neighborhood of brt into C^(A(TL ),M). 
0 b0 

Fact (c) is proved in the well-known manner of proving that the conjugacy 

in the ft-stability theorem is a differentiable function of the diffeo-

morphism (see [A]). Now we prove (4.11a). 
Let x . € D,U-f ^"(D-U). k > 0. We need to show that, in local nl 1 1 

coordinates, I ^ N x ^ ) - f"k<*nl> I * K|ff"k(xnl>|11 - b Q| for some 

constant K > 0. 

We may assume that <f>̂ t <f>̂  is linear on <|>̂ t H^t = R and is 

equal to the map v^ i—• \^ vi w * t n X ̂  varying dif f erentiably with t 

near b^. 

Now, A"1 = A"1 + o(t) with lim J 0 ^ l - 0. Thus, 
c t-H>0 ^ " V 
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Et-k (xnit) - f-k(xni) I = I (h-1 + o(t))k xnit) - h -k ( x (ni) I k(xni)| 

- lA-'d + ̂ W j ^ + x ^ - x J -X- k(x n i)| 

= |X-k(xnl) + X- k(x n i t-x n i) + X-^o^t)^)) 

+ X-k(ol(t) (x n i t-x n l)) -X- k(x n l)| 

= y-k (xnit - x ni) + y-k (o1(t) (xni)) + h-k(o1(t) (xnit -xni)| 

s K' |t-b 0| X- k(x n l) + X- k((x n l) 0 l(t)) + X-k(0l(t)) K' |t-b Q| (x n i) 

where K' > 0 and 
k < t ) | 

llm , * . * 0. 
tr*0 I'-^l 

This gives (4.11a) since the x .'s 
nl 

-k 
in the statement of (4.11a) are of the form X (x n i) with 

x n i ^ ! U - f ' V > -
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§6. In this final section we make some concluding remarks about the 

theorems already described, and we discuss briefly the possible extension 

of the results to bifurcations of general Axiom A systems. 

The first question concerns the possibility of extending 

Theorem (4.2) to the case when L has a non-equidimensional cycle, or, 

equivalently, when dimWU(p1) • dimWU(p2> + 1 in the notation of §4. 

Let us mention that one can give rather strong conditions 

analogous to those in (5.2) of [18] to insure that structurally stable 

£ t appear for infinitely many t's with t - b^ > 0 small. While these 

conditions hold for an open set of £'s, they are far from dense among 

those for which L (£, ) is finite and hyperbolic. 

In general, several new phenomena appear in the non-equidimen­

sional case, and we may illustrate these with the following 2-cycle 

on a three dimensional manifold. 

Figure 6.1 
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The figure describes parts of W U ( p ^ ) , W S ( p ^ ) , W U ( p 2 ) , and W 8 ( p 2 ) 

for . D u , H-, D s , and H- are defined as in §4. In this example 
0 

s u 
W (p 2) n W (p^) is a countable union of disjoint circles, and 

W U(p^) n ^ ( p ^ ) is the orbit of a quasi-transversal intersection x. 

For t > b g , W U ( p 2 ) is raised near x as in the next figure. 

Figure 6.2 

Under certain conditions all the pieces of W"(P 2) u W U ( P L ) may 

s s 

be raised to miss small neighborhoods of those of W (p 2) u W (p^) and 

the resulting diffeomorphism will again be Morse-Smale. On the other hand 

if the pieces of W U ( p 2 ) u W U(p^) are raised to meet those of W S ( p 1 ) u W S(p 2> 

transversely in an appropriate way, the resulting diffeomorphism will be 

in AS and will have an infinite non-wandering set. In the latter case, 

there are two infinite hyperbolic sets near x corresponding to the 
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closures of the homoclinic points of p^t and p2t» respectively, and 

Wu(p^t) n w S(P 2 t) contains wandering points. It is clear that this 

situation is more complicated than the equidlmensional case in which a 

single topologically transitive hyperbolic set appeared. Moreover, while 

we have some specialized results as indicated above, we have not yet 

obtained the proof of a general theorem analogous to Theorem (4.2). 

The next question relates to the possible extension of Theorem 

(4.2) to the case when £, has a quasi-hyperbolic periodic point in a 
D 0 

cycle. As a simple example consider a Morse-Smale diffeomorphism f on 
2 
S having a single invariant smooth circle C which contains a fixed 

sink p^ and a fixed saddle point p^* Assume f is normally hyperbolic 

to C [10], and L(f) - {p^,P2^ consists of two sources as in Figure 6.3. 

Figure 6.3 
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With a smooth curve of diffeomorphisms ? t > O^t^l, slide 

and p 2 together leaving C invariant for all t. Do this so that £ t 

always remains normally hyperbolic to C, It may be arranged that at 

the time t = kg (5) when p^ becomes equal to p^, p - p^ = P 2 is a 

quasi-hyperbolic fixed point for L , and W U(p)= WS(p) = C as in 
Figure 6.4. 

Figure 6.4 

It is not hard to see that the rotation number of £ t| c (see [7]) will 

vary through an interval for bQ<t<bQ + e, so any perturbation of £ 

will necessarily have infinitely many bifurcation points near b^. Now, 

using Pelxoto's theorem and arguments in [18] one may show that for most 

arcs n near £, there are neighborhoods of bg(r|) i n 1 f° r which 

B(n) n U(ri) is nowhere dense. Thus, this situation is pretty well 

understood. However, in contrast to Theorem (4.2a), one might not expect 
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raeas (b(ti)) /diam U(n) to be small with diam U(n). This is because the 

arc n restricted to the invariant circle induces a curve 4>t of diffeo-

morphisms of the circle S*. Generic arcs of diffeomorphisms of the 

circle do not necessarily have bifurcation sets of measure zero. For 

instance, one could choose a (non-generic) curve <f>t such that the 

rotation number varies as o^t-b^) for bQ<t<bg + e with a a monotone 

positive function. Then the map (u,t) [<t>t(u),t) for (u,t) € S 1x[b Q,b 0 + e) 

is a twist mapping [11], [12, p. 227]. Any C 5 perturbation i|> of the 

map (u,t) »-*$t(u) gives a map (u,t) (̂ (u,t),t) whose invariant circles 

corresponding to strongly irrational rotations have measure close to the 

measure of * [b^.b^ + e). While generically, there are many Morse-Smale 

diffeomorphisms ? t for t arbitrarily near b^, it seems unlikely that 

meas B(0/diam U(£) will be small even if diam U(£) is small. 

Now, suppose that before bringing p^ and p^ together to p one 

pushes in W u(p 2) to the left of p 1 as in Figure 6.5. 

Figure 6.5 
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This will cause Wu(p2> to oscillate as it approaches p^ and W u(p 2) u {p^} 

is no longer contained in a smooth circle. Now bring p^ and p^ together 

via an arc £ as before. In certain cases, this procedure gives 

infinitely many different Morse-Smale diffeomorphisms £ for t>bg(£) 

while in other cases 5fc can have hyperbolic periodic points with 

transversal homoclinic points. Which of these cases occurs depends on 

the structure of £, on WU(p) away from a small neighborhood of p. 
b0 

Of course, one may enlarge the situation to produce cycles of any given 

length containing a quasi-hyperbolic fixed point as in Figure 6.6. 

Figure 6.6 

If the cycle for L has length greater than 1, then one always has 
b0 

transversal homoclinic points for ? t > t>bg. 
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It should be pointed out that while these statements give some 

qualitative information about the structure of £fc for t > b^, we do 

not yet have a general theorem about the existence of structurally 

stable diffeomorphisms near b^. That is, we do not have a proof of a 

theorem analogous to Theorem (4.2) when n a s a quasi-hyperbolic 

periodic point contained in a cycle. Nevertheless, we expect such a 

result to be true. 

k r 

Consider now an arc Ç e $ ' with £Q any diffeomorphism 

satisfying Axiom A and the transversality condition. Assume bg(£) < 1. 

Generically, what can be said about the structure of Ç for t near b̂ ? 
2 

As an example, let us look at Smale's horseshoe diffeomorphism on S 

(see [32]). A square Q is mapped by a diffeomorphism f as in 

Figure 6.7 below with f(A) * A*, f (B) - B', etc. 

Figure 6.7 
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There will be a hyperbolic fixed point p in the left component of 

f (Q) n Q whose stable and unstable manifolds enclose A = C ^ ] fn(Q) 

as in the next figure. 

Figure 6.8 

With a suitable modification of f off Q through a curve Çfc one may 

introduce a quasi-transversal intersection x of WU(p) and WS(p) 

for L off A as in Figure 6.9. 
b0 
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Figure 6.9 

Then one has ft(5, ) = ft(f) u o(x) and the general orbit structure of 
b0 b0 

is easily described. Indeed, there is a small neighborhood U of x so 

that if y, fn(y) are in U for n > 0, then y lies above x and fn(y) 

lies below x. Using this, one sees that L(£, ) = &(£«) remains 
V 0 

hyperbolic. However, the structure of 5^ for t> b^ is quite complicated. 

For example, If the appropriate Cantor sets in W^f) and (f) are 

thick (see f1A ] for definitions and notation), none of the £ will be 

structurally stable, and indeed many may have infinitely many sinks [16]. 

On the other hand, if the Cantor sets are thin, then there will exist 

infinitely many structurally stable diffeomorphisms among the ? t
? s» 

t>b Q. 

129 



S. NEWHOUSE - J. PALIS 

For the next example, compose the horseshoe diffeomorphism f 

with an arc of downward translations for £^ so that f (Q) is moved 

downward with t. Let pfc denote the hyperbolic periodic point of £ t 

near p for t near b A. Then WU(p, , £, ) will have a qua si-transversal 
0 b0 b0 

intersection x with W (p, , ) which lies in the closure of 
b0 b0 

0 £ (Q) as in Figure 6.10. 
neZ 0 

Figure 6.10 

Here f~^\ CT (Q) will be a non-hyperbolic -invariant topologically 
n b0 b0 

transitive set with periodic points dense. Also, all the periodic 

points will be hyperbolic. In this example, £, [ | (Q) is 
b0l ' n 1 b0 

topologically conjugate to the quotient space obtained by identifying 
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two orbits in the shift automorphism on two symbols. Moreover, the 

remarks in the preceding example for t > b^ are applicable here too. 

For our next example one may introduce a quasi-hyperbolic 

periodic point near some periodic point of f |Q so that for t > b^, 

£ t is in AS and ft(£t) becomes modified. In the figure below, we 

introduce a quasi-hyperbolic fixed point near p. 

Figure 6.11 

All of these bifurcations may be generalized to higher dimensions, and 

the other kinds of generic bifurcations of periodic points (see [36]) 

may be incorporated into basic sets (i.e. isolated Invariant topologically 

transitive hyperbolic sets) in the obvious manner. 
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Also, the diffeomorphisms £, in the above examples lie in 
D0 

smooth codimension one submanifolds of <^ r(M). These periodic point 

bifurcations may radically change the non-wandering sets of a given 

Axiom A diffeomorphism. For example, R. Williams pointed out to us that 

one may pass from an Anosov diffeomorphism on the two torus to the DA 

diffeomorphism [41] after the introduction of one quasi-hyperbolic fixed 

point (see [17] for a description of this in the context of flows). 

Other bifurcations may be obtained by introducing non-transversal 

intersections of stable and unstable manifolds of different hyperbolic 

basic sets. For example, in a four dimensional manifold consider an AS 

diffeomorphism with two basic sets A^, A 2 which are two-dimensional 
tori such that f |A± is Anosov and W U(A X) n W S(A 2) * 0. Modifying 

f off A 1 uA 2 through a curve £ t, one may introduce an intersection 

between W U(A 0, £ ) and WS(A,,£V ). If one first modifies f on A, 2 b Q 1 b Q 1 

so that A^ ceases to be smooth (see [12, §6]) it appears that one may 

get non-smooth parts of the boundary of AS. This would be in contrast 

to the situation for MS. For in our open set of £'s with L(£, ) 
0 

having finitely many orbits, £^ lies in a smooth condimension one 

submanifold. 

The main question is: are the examples so far described the 

only kJnds of bifurcations which occur generically at £^ ^ o r ( AS? 

To be more precise, we state the following problems. We feel that even 

partial answers to these questions would be interesting. 
1. Is it true for most C with £ A c AS that L(?, ) is a 

0 b Q 
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finite union of closed invariant topologically transitive 

sets at most one of which is not hyperbolic? 

2. Describe the set of arcs £ with € AS such that is 
0 B 0 

in a smooth submanifold of codimension one. 

3. Suppose f and g are in AS, dim fi(f) = dim ft(g) - 0, and f 

is isotopic to g. Is there an arc from f to g with a 

zero-dimensional bifurcation set? 

4. Is the topological entropy h(?t) (see [7]) a continuous 

function of t for t near b^ for most £ with £Q e AS? 

5. Describe B(£) for most £ with C Q e AS, ^ e AS and 

dim ft(C^) = 0. In particular, assume £Q is Anosov. 

In closing, we make some comments about the use of the methods 

given here for flows (vector fields). The results carry over with the 

obvious changes for flows without critical points. Also, it does not 

appear difficult to determine the variations necessary to handle the 

cases when critical points occur. On the other hand, recent develop­

ments indicate that flows allow considerably more freedom for modifications 

of the non-wandering set with isolated bifurcations. For instance, 

Sotomayor showed us an example of an arc of flows with a single generic 

bifurcation joining a gradient-like Morse-Smale flow to an AS flow 

having infinitely many periodic orbits. The structure of these vector 

I 'it* Ids near the non-trivial basic sets was also discovered independently 

by Silnikov |29]. 

The example may be described as follows. Consider an MS 

gradient vector field X on a three dimensional manifold M having 
U 8 

different saddle points p and q with dim W (p) = 2, dimW (q) * 2, 
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and W U ( P ) N W S ( Q ) consisting of three (one-dimensional) orbits Y^» Y 2 » 

and Y 3 . See Figure 6.12. 

Figure 6.12 

Moving X through a curve of MS vector fields one may make 

Y 2 U Y-^ U { P F ^ J and Y3 U Y ^ U { P , Q } into two curves tangent along 

Y ^ U F P , Q } as in Figure 6.13. 
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Figure 6.13 

The double arrows indicate sharper rates of attraction or repulsion 

than the single arrows. 

Now with a curve £ of vector fields bring q and p together 

to create a quasi-transversal critical point. Immediately afterward, 

one will have an AS vector field Y such that ft(Y) contains a closed 

invariant transitive hyperbolic set which is topologically equivalent to 

the suspension of a shift automorphism on two symbols. If one starts 

with Wu(p) n WS(q) having n + 1 orbits, the same construction yields a 

basic set equivalent to the suspension of a shift on n symbols. The 

same phenomena may be obtained on a manifold of arbitrary dimension 

using critical points p and q with dim WU(p) = dim WU(q) + l and 

WU(p) n WS(q) consisting of n+1 orbits. Note that if WU(p) n W8(q) 

135 



S. NEWHO USE - J. PALIS 

consists of only two orbits, the procedure produces a single hyperbolic 

closed orbit. If the intersection is a single orbit, the critical 

points cancel out as is familiar in Morse theory. 

This example is actually a part of a general situation for 

flows. More precisely, with our methods transcribed to flows one may 

prove the following. 

Let I = [0,1] and let JC*Ql) be the space of C r vector fields 

on M, r>2. For most £ e C k (i, (*0 } , k>l, r>2, such that £ Q e MS, 
L(?u ) has finitely many orbits, and L(£, ) contains a quasi-hyperbolic 

b0 b0 
critical point, there is a neighborhood U of b n in I so that 

B(C) n U = {b,J. If the quasi-hyperbolic critical point of £, is 0 b Q 

contained in a cycle whose stable and unstable manifolds meet in more 

than two orbits, then ft(£t) will have infinitely many periodic orbits 

for t > b n in U. Otherwise, £ t e MS for t c U-{b A}. Observe that 

here we permit £L to have cycles of arbitrary length. 
V 

In another direction, it is proved in [19] that any two MS flows 

may be joined by a stable arc with finitely many bifurcations. In [17] 

it is shown that this is true for a large class of AS flows with one 

dimensional non-wandering sets. Also, it holds for any AS flows on a 

manifold of dimension less than four. These last results have no 

analogs In the bifurcation theory of diffeomorphisms. Indeed, 

Proposition (2.4) of [18] shows that generally an arc of diffeomorphisms 

beginning In MS and ending in AS with an infinite non-wandering set 

necessarily has an infinite bifurcation set. 

As a final remark, it is worthwhile to observe that all known 

examples of open sets of non-ft-stable systems may be obtained near the 
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boundary of AS. That is, all the relevant phenomena in these examples 

already appear in £ t with t near b^ for certain arcs £ having 

£Q C AS. Thus aside from being interesting in their own right, it seems 

that a good understanding of the problems in this section (and the 

analogous ones for flows) would contribute much to the theory of generic 

properties of non-parametrized dynamical systems. 
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