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A PSEUDOFUNCTION ON A HELSON S E T . I . 

Thomas Kôrner 
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This paper has been written in such a way that the reader may extract from it 

various sub-papers, each complète in itself. 

(1) Section 1. Ideas behind the proof. Simple example of their use. 

(2) Sections 2 , 3 . Complète proof of the main theorem with no déviations. 

(3) Sections 1 , 2 , 3 . 

(4) Section 1, section 9 up to the end of the proof of Theorem 9.3 (1), sections 

2 and 3, Theorem 1.1 1 in section 6, section 8 up to but not including the proof of 

Theorem 8.1. This reading gives ail the results of gênerai interest. 

(5) Sections 1, 2, 3, 4 glance at the results of section 5 but omit the messy proof s 

run rapidly through the rather trivial results of section 6, read the proof of theorem 

1 .1 1 , read and consider carefully the statements of the results in section 7, read the 

proof of Theorem 7.1 and a sélection of the proof s in the remainder of the section, 

section 8, section 9 omitting détails of the proof s from the end of the proof of Theorem 

9.3 (1) . This reading gives most of the results of specialist interest without involving 

the reader in the messiest proof s. 
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Unless the reader has a spécial reason for choosing otherwise, sélection (4) 

offers the best value (possibly reading the proof of Theorem 8.1 or perhaps omitting the 

détails of section 3) . In any case, an attempt has been made (at the occasional cost of 

slight répétition) to allow the reader to browse through the paper at will. 

Two apologies are necessary. As we mention at the end of section 1 many of the 

proof s can be simplified by using the group D °° rather than T . It is the author1 s 

opinion that the ideas of the paper are more natural in T (even if easier in D ) . 

However, it is instructive to rewrite the contents of sections 2 and 3 in terms of D . 

Certain of the results in section 9 were first obtained in spécial groups and then repro-

ved for T . Here again the reader may find it pleasanter to work in D . 

The second apology concerns the inequalities used. Many are much cruder than 

they could be, often being in the form "10^°x >1 for x ^ 1/2". In justification for 

this we note that our methods either produce the best quantitative resuit without any fine 

estimâtes or give a qualitative resuit with quantitative estimâtes so bad as to be useless 

even when ail the immediately obvious refinements have been made. To give an example, 

the quantity N(e , K, X) in Lemma 2.1 may readily be bounded by A(K , A)fc 

Improvements in the bounds of A(K , X) will not yield better qualitative or quantita-

— 1 —1 

tive results. Only by replacing e by (-log e) or some similar improvement 

could we obtain genuinely superior results and this I do not know how to do (if indeed 

it is possible). 
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Th. K O R N E R 

§ 1 . INTRODUCTION. We follow the notation of [ 4 ] . We shall assume a knowledge 

of the définitions given there and their simplest conséquences. We write T = R / 2 T T Z , 

,X n(t) = exp int for t e T and S ( T ) = ( f e C ( T ) : |f(t)| = 1 for ail t < = T J . We 

call a closed set E weak Kronecker (respectively weak Dirichlet) if for any ( i e M + ( E ) , 

e > O, f e S(E) we have inf ^ { t : | ^ (t) - f(t) | >, 6 l = 0 (respectively if for any 

meZ 1 J 

fJL € M + ( E ) , B > 0 we have lim inf \JL {t : | ytm{t) - l| > e l = 0. It is clear that a weak 

m-**» J 

Kronecker set is an independent Helson-1 set and Bjork and Kaufman noticed that by 

the theorem of Hahn-Banach any weak Dirichlet set is automatically an N set (thus 

clearing up a long standing question). The converse results are also true. If the reader 

is unfamiliar with thèse concepts he should read Lemma 4 . 1 before proceeding further. 

We have written this paper in such a way that Sections § 2 to j 3 form a self 

contained proof of 

THEOREM 1 . 1 . There exists a weak Kronecker set carrying a non zéro pseudo-

f unction. 

Since a Helson set of synthesis cannot carry a true pseudomeasure and since no 

measure on a Helson set is a pseudofunction [4J we have 

COROLLARY 1 . 2 . (i) (Malliavin) Sets of non synthesis exist ; 

(ii) (Piatecki Shapiro) Sets of multiplicity but not of strong 

multiplicity exist ; 

(iii) Independent N sets need not be of uniqueness. 

One way of expressing the theorem is to say that sets which are thin in the sensé 
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INTRODUCTION 

that they are of interpolation may be thick in the sensé that they are of multiplicity. 

We contrast the beautiful positive resuit of Varopoulos [18], 

LEMMA 1.3. No Kronecker set can support a true pseudomeasure. 

We defer the discussion of the other results to $ 4. The remainder of the présent 

Section is devoted to heuristic considérations intended to show why we attack the problem 

as we do. Except in the case of Lemma 1.11, the proof s we shall of f er will be either 

non-existent or inadéquate. This is because we shall only need Lemma 1,11 in what 

follows (and then only for Section 9). I hope nevertheless that the discussion, though 

formally unnecessary, will be found helpful if not before then at least after the main 

proof has been read. 

In a fascinating note [1] Drury introduces the following idea. Suppose E is a 

Dirichlet set. Then we can find m(r) •* oo with ||l - X m ( r ) ^c(E) * 6 r ~* ° * S e t 

E* = {x : | 1 - X m ( r ) ( x ) \ < £

r j - T n e n E * - E a n d E * i s a c l o s e d Dirichlet set. 

Moreover, because E has a ver y simple form (E is "as big as it can be"), E* 

has certain nice properties which Drury exploits. In some sensé E* is a shadow of 

E, but the notion is difficult to formalize, since the shadow is not unique (it dépends 

on the choice of and m(r)). 

In studying questions on the union of A A + sets (themselves related to the unsol-

ved question whether a closed countable set is a Z A + set) it is natural to ask whether 

we can use the shadow technique to discuss the union of 2 Dirichlet sets E ^, E^ 

(a Dirichlet set is A A + with constant 1 (Lemma 4.2)). If a shadow E^ of E 2 

lies entirely inside or (apart from an arbitrarily small neighbourhood of 0) outside 
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Th. KORNER 

.g. 

a shadow E^ of E^, the situation is simple to analyze. What happens if the shadows 

must intersect on a set E ^ say ? 

In spite of the vagueness of the description, it turns out to be quite easy to cons-

truct a situation which (in my opinion) corresponds in its essential features with that 

described in the question. 

LEMMA 1.4. Given 1/10 > 6 > 0, we can find closed sets E 1 , E 2 , E 1 2 ç T, 

measures ^ e M ^ E ^ , ^2 e M + ( E 2 ) , f i ^ e M + ( E 1 2 ) with || ̂  Il = Il H2II = Il | i 1 2 II = 

1, séquences of integers 0 < N < M 1 (1 ) < M 1 (2) < . . . and 0 < N < M 2(1 ) < M 2 (2) < . . . 

such that 

( i ) I ^ M i ( j ) - 1 H c ( E . u E 1 2 ) " 0 ^ j . « 
/V A. A. 

(ii) | fi i(m)| >y e. implies | | x 1 2 (m) - M«i(m)| ^ t 

(iii) mindfi^m)! , |M- 2 (m)|)^ for | m | » N . 

This is the first and simplest of a séries of similar results, and it is important 

to realise what it does and what it does not mean. We have two sets E^ and E 2 

which are Dirichlet (condition (i)) but such that if we can get close to 1 on E^ with 

a character ^ m then we cannot get close to 1 on E 2 with the same character 

(condition (iii)) at least if | m| >, N . We say nothing and can say nothing about the case 

I m ^ N , for example clearly is 1 both on E 1 and E 2 , and if we demand 

E^, E 2 in a small neighbourhood of 0, / X m will be close to 1 on both E^ E 2 

for m small. 

On the other hand E 1 2 tries to imitate both E 1 and E 2 « Slightly more 

precisely, E 1 2 imitâtes E 1 when it is possible to get close to 1 with a character 
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INTRODUCTION 

Y on and imitâtes E 0 (with respect to the character % . ) when * i 

is close to 1 on E^ (condition (ii)). We note that although | \i^(m) | large implies 

fA«12(m) close to fi^m) and so large, it is not true that | ̂ 1 2 ( m ) | large implies 

max(|p,^(m)|, ||i-2(m)|) large (consider for example m = M^(r) + M 2 (r ) ) . 

Let us fix our ideas by considering 

LEMMA 1.5. If E.j, E 2 , E 1 2 and N are as in Lemma 1.4, then 

oo 
a r X r " 1 i l c ( E l U E 2 U E 1 2 ) < £ i m P l i e s T2\\\> 3 " 236. 

00 co 
Proof. If > ' | a | >/ 3 then we are home, so we may suppose ) \ | a I ̂  3. 

r=N r r=N r 

Write A ( i ) = { r » N : | ft.(r)| >, 6 J. Then 

reA(i) 
a r ^(r) - 1|- I Z > r i s ( r ) - l | 12 l a r M ^ W l 

r W , r é A ( i ) r 1 

< I E Z a r M r ) - 1| + 3 6 
r » N 1 

- l f ( E Z a

r X r - 1 )d^ l + 3e 
J r>,N r r 1 

v < l ! C a r X r - l H C ( E . ) + 3 e 

<46 [ i = 1 , 2 ] . 

Also, noting that A O ) n A ( 2 ) = 0 we have 

IZZ2 a r ^ 1 2 ( r ) +
 1 I S < 

r # A ( l ) U A ( 2 ) , r » N r I Z 

< \7Z a

r ^ - 1 l + \T2.. a r H 1 2 ( r ) - 1| + \ J Z ap ^ ( r ) - 1 | 
r>/N reA(1) r e A ( 2 ) 

< l E
 a r ^ 1 2 W - 1 l + I Z I , ^ ^ ( r M I + | C a r ; 2 ( r ) - l | 

r » N r « A ( l ) reA(2) 
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Th. K O R N E R 

+ r Z . > r l l ^ 1 2 ( r ) - ^ > I + E > r | | ; i 2 ( r ) - ^ 2 ( D I 
r s A ( 1 ) reX(2) 

< I F " a_ \ i ^ ( v ) - 1| +4fc + 4fe + 3£+3£ 
r*.N r 

= l J ( E j > r X r - l ) c ^ 1 2 ! + 14e 

< 1 E a r ^ r - 1 l 'c(E ) + 1 4 6 

r>/N r r ^KtJ^2) 

4 15e . 

Since | IL ( r ) | x< || f tj = 1, | M - 1 2 ( r ) | « |] H 1 2 || = 1, it follows that £2 I a | > 1 - 4 £ , 
r A(1) 

V ~ ; la J » 1 - 4 £ , Y " ] | a l » 1 - 1 5 t , so O a l > , 3 - 2 3 6 as stated, 
rTA(2)' r ' rTt f (1 )uA(2) , r>N r r T N r 

This resuit is best possible. If , E 2 are Dirichlet, then, given any N e ̂  

and 8 > 0, we can find ^Z] l a J * 3 + & s u c n t n a t a r i £ r ^ e ) = 1 f o r a 1 1 

r » N r r>,N r ^ 

e e E 1 u E 2 (see [12] or Lemma 4.1) . 

Crudely speaking, approximating 1 on E^ forces us to approximate 1 on 

E 1 2 # Similarly, approximating 1 on E 2 forces us to approximate 1 on E ^ 2 ' 

But, since approximating 1 on E^ is no help in approximating 1 on E 2 and 

vice versa, by approximating 1 on E 1 and E 2 QT^ ar%r 1, * T & V E ^ 

we approximate 2 on E 1 Q ( } ' a r ~ 2) and we must approximate -1 
U A[ ï }uA(2) r r t")2 

O N E 1 9 0 ! a S " -1) to get what we want a x P ^ T T P ^ U P 1 ) -
1 2 r 7A ( l )uA(2) r A r E 1 2 ^ r A r E 1 U E 2 U E 1 2 
The correct gêneralization is clear. 

LEMMA 1.6 (i) Given e > 0, n » 1, we can find an N and for each 

S Ç { 1 , 2 , . . . , nj a closed set E g and a measure ( i g 6 M + ( E g ) with = 1 , 

and for each 1 * i * n a séquence of integers 0 < n < M^O) < M^(2) < . . . such that 
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I N T R O D U C T I O N 

( i ) ^ X M . ( j ) " 1 " c ( E s ) * ° a s 3 " > °° £ o r e a c h i e S 0 ^ S ç { l , 2 , . . , n } J ; 

(ii) ( M-S(m)| >y & implies | f i s (m) - p-T(m)| « 6 for ail S s T S { 1 ,2, . . ,nj , 

| m ) >, N ; 

(iii) | M . S n T l m ) | » max(|ji s (m)| , |M. T (m)|) - e/8n for ail S , T c { 1 , 2 , . . , n j , 

| m | >y N ; 

(iv) | |i0(m)| 4 z/2 for ail |m| » N . 

LEMMA 1.6 (ii) Under the conditions on the first part we have, writing 

E = U E s , that 
0 ^ S c { l , 2 , . . . , n j 

i ] Z Z a

r X r - 1 ^ e i m p l i e s I Z | a r | > . 2 n - 1 - B(n)e 
r=N r=N 

(where B(n) dépends only on n). 

I strongly recommend the déduction of Lemma 1.6 (ii) from Lemma 1.6 (i) as an 

exercise. The resuit is again best possible ([12] or Lemma 4.1) . A more sophisticated 

version of Lemma 1.6 (ii) is proved in full as Theorem 7.1 of this paper. However, the 

finite version of Lemma 1.6 (i) is even more useful. 

LEMMA 1.7 (The Linked Set Lemma). Given 1 > e , ^ > o, we can find an 

N(e , i|) >, 1 with the following property : -

Given 1 > 8 > 0 and m > 1 we can find a monotonie increasing function 

h : Z + -> Z + (such that h(r) > r ) with the following properties : -

Given N(e t\) M(0) < h(M(0)) < M(1) < h(m(l)) < . . . < h(M(m)) < M(m+1) such 

that M(lM-T) is an intégral multiple of M(r) [1 $ 'r^m] , we can find finite sets 

E g S [ - 6 , e ] , and measures H-s « M + ( E g ) with 11(ig11 = 1 [s c [ l , 2 , . . . , m ] ] 

such that 
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Th. K O R N E R 

(i) M ( m + 1 ) E S = 0 ( i . e . E g c [2K r /M(m+D : r e Zj ) [ s s | 1 , 2 , . . . ,mj] 

H*M(i) " 1 " c ( E ) * ° for each iG S 

(iii) | M- S (r) | >, V implies | M» s (r) - H T ( r ) | < T? for ail S g T ç { i , 2 , . . ,mj, 

M ( m + 1 ) - N » | r | > N 

(iv) | f * s ( r ) | , | M - T ( r ) | >• Î | implies | l A

S n T ( r ) | > m i n ( | | i s ( r ) | , | n - T ( r ) | ) - ^ 

| s , T ç { 1 , 2 , . . . , m ] , M ( m + 1 ) - N * | r | >, NJ 

(v) | jL0(r)| 4 ^ for ail M ( m + 1 ) - N » | r | > N . 

Remark. Together (iii) and (iv) show that if I ^ M * HvpM) > then 

y», y* 

|M- T (r) - M - s ( r ) | < 2 T ^ . 

REMARKS. ( 1 ) We shall exhibit the main idea in the construction of thèse sets at 

the end of this section by proving an analogous resuit for D°° (Lemma 1 . 1 2 ) . 

( 2 ) In constructing measures or pseudomeasures as limits of finitely 

supported measures \in, it is sometimes necessary and usually convenient to choose 

supp \LU with M supp fi-n = 0 for some M . In this case is periodic with period 

M and knowledge of H- n (
m ) f ° r k < |m| ^ k + M gives us M - n (

m ) f ° r a U m « We 

frequently make use of this fact without drawing attention to it (e . g. knowing 

yv 

| | i n (m) | « 1 for |m| < M / 2 we then deduce || | i n | | p M < 1 ) . 

A s we noted in the first paragraph of this section, Bjork and Kaufman remarked 

independently that if E is a closed set with lim sup fi[x : | fi (x) - 11 < S J = || |x |] 

p-* œ 

for ail | J L € M + ( E ) , S > 0 ( i . e. if E is weak Dirichlet), then 1 J E lies in the 

O O 0 0 

uniform closure of B 1 = a

v)Lr\
E :

 d a r l * 1 } ^ b y H a h n B a n a c n ) « T h i s l e a d s 
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I N T R O D U C T I O N 

us to ask whether 1 lies in { ) ' a r ^ r | E : ^ | a r | <œ J and this in turn prompts the 

question : - if lim sup p.{x : | X D (x ) - 11 ^ & } > A II M- Il f o r a 1 1 H- e M + ( E ) , S > 0 , can 
p-* œ p 

we say that 1 |E lies in the uniform closure of B ^ = { ) ] a r ^ p | E : > ; | a \ 4 \~1 }? 
A" r = 1 r = 1 R 

The answer is no. 

Consider the set E of Lemma 1 . 6 ( i i ) . We have 

1 M 

lim sup|i{x : | Y (x) - 11 4 8 j >, - XZ l i m supp.{x : | £ M ( x(x) - 11 < 8 } 

1 m 

m t=? i e S b 

4 ^ ( E ) = i||Ml 

for | X 6 M + ( E ) , 8 > 0 whilst l | E ^ B m , indeed if Ç > 0 then (for e sufficient-

ly small) 1 | E ^ B ^ ^ m ^ ^ . 

Can this counter example be improved ? We note at once that writing 

E 1 = U E g we have 
card S » q 

lim sup ^{x : | * (x) - 1 | . < 8J » 1 < U E S } » ï » ^ 
p-*oo p i = 1 i e S , c a r d S » q 

for ail \i e M + ( E ! ) , 8 > 0 . But what can we say about k = inf | s : 1 | E f belongs to 

the uniform closure of B 1 = \j^2 a r ^ J E ' : TU l a r . l *
 s î l '

 l t
 i s n o t t e r r i b l v difficult 

to see that k = K(m,q) + 0 ( 1 ) as £ •+ 0 for some K(q , m) depending only on m 

and q. Direct calculation shows K ( 2 , 1 ) = 3 , K ( 4 , 2 ) = 5,K(6,3) = 7 . (Thus for example, 

taking m = 6, q = 3, we have lim sup [JL|X : | £ D ( x ) - 11< 8 J >, ^ for ail 

p+co 
j A e M + ( E ! ) > 8 > 0 , but, given Ç > O, we know, provided e is small enough, that 

1 = a ^ (e) for ail e e E 1 implies J , | a | » 7 - t ) . 
r = 1 r r r = 1 R 

However, the calculations then become complicated (for example K ( 8 , 4 ) = 1 1 + 1 / 7 ) , 
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Th. K O R N E R 

and I am indebted to Conway for the key step in the proof that lim sup^K(m9q) :• q ;> Am| 

= 0 0 for 1 > A > Q„ (The second half of Section § 3 is devoted to this p roo f . ) Knowing 

this fact we have directly from Lemma 1 . 6 (i) 

LEMMA 1 . 8 . Given K > 0 , 1 > A > 0 , we can find a closed set E such that 

lim sup{x : | y (x) - 11 4 0 } A ||u.|| for ail fie M + ( E ) , 8 > 0 , yet a

r ^ r ( e ) = 1  

for ail e € E implies > ] | a | » K. 

(This point will be examined more closely in Section §7) . 

More importantly we have, by similar arguments, from Lemma 1 .7 

LEMMA 1 . 9 . Given 1 >, 6 > 0 , 1 > A > 0 , K > 1 , we can find an N = N ( e , K, 

A ) > 1 and an m(K, A) >, 1 such that, given 8 > 0 , we can find a monotonie increa-

sing function h : Z+ •* Z + (such that h(r) > r ) with the following property : -

Given N(e , K , A) = j M ( 0 ) < h (M (0» < M (1 ) < h(M(1)) < . . . < h(M(m)) < M ( m +1) 

such that M ( r + 1 ) is an intégral multiple of M ( r ) [ 1 £ r ^ m], we can find a fini te 

set E c [ - e , e] such that 

(i) M(m+1)E = 0 

(ii) sup file : \ f i M ( A e ) - 1 | < 8 l >y A| |JX | | for ail H - < E M + ( E ) 

M(m+1 ) - M ( 0 ) / 2 M(m+1 ) - M ( 0 ) / 2 
(iii) Y2 a Y (e) = 1 for ail e e E implies JZJ I a J ^ K • 

r=M (0 ) r r r = M ( 0 ) / 2 R 

In practice it is often more convenient to use the équivalent 

LEMMA 1 . 9 ' . As for Lemma 1 . 9 with condition (ii) replaced by 

m m 
( i i ' ) There exist b M ( j ) » 0 with j T ) b M ( j ) = 1 and D ^ , - 1 

< 8 + 2 ( 1 - A) . 
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INTRODUCTION 

(It is not claimed that the smallest possible value of the N(e , K , x) and so on 

is the same in the two versions of the Lemma). 

Using either version of the lemma we can, for example, improve Lemma 1.8 

to give 

LEMMA 1.10 ( i ) . Given K > 0, we can find a weak Dirichlet set E such that 
oo oo 

T~2 a X (e) = 1 for ail e e E implies | a | > K. 
r=N r r r=N 

In fact with a little more work we can show that 

LEMMA 1.10 ( i i ) . Given K > 0, we can find a weak Dirichlet set E ç [ - e , e ] 
oo oo 

such that J \ ap^pfe) = 1 for ail e e E implies J )\&r\ » K . 
r=1 r=1 

This gives in turn, after a few modifications, 

LEMMA 1.10 (iii) . There exists a weak Dirichlet set E such that 
oo 

j] %2 a

r ^ r " 1 llc(E) > 0 f o r a 1 1 ZZ) l a

r l < 0 0 e - E i s n o t a Z A + s e t > -

An improved version of this resuit is proved in full as Theorem 8.1. 

It is clear that some sort of connection exists between the question of the existence 

of a weak Dirichlet set which is not Z A + and the question of the existence of a weak 

Dirichlet set which is not of uniqueness : we therefore turn our attention to this second 

question. 

We know ([5] p. 53) that a closed set E is of multiplicity if and only if it supports 

a non zéro pseudofunction. If we want to construct a weak Dirichlet set E and a non zéro 

pseudofunction T with E as support, it is natural to attempt to re-interpret Lemma 

1 5 



th. KORNER 

1.9' in terms of pseudomeasures. 

LEMMA 1.9". If E is as in Lemma 1.9', then we can find a T eM(E) = PM(E) 

such that 

(iii") T(0) = 1 = l l T | | p M ( E ) , | T ( r ) | s < K " 1 for ail M(o) 4 r 4M(m+1) - M(0). 

M(m+l)-M(0)/2 
Proof. Since =\J~2 a x | E : J ] a < K \ is a convex circled 

r=M(0)/2 

set and 1 € follows by the theorem of Hahn-Banach that there exists an S 

S € PM(E) with |<S ,f>| < 1 = | < S , 1> | for ail f e £ . In particular, taking 

f = K)Lr [M(0)/2 N<r,< M(m+1) - M(0)/2], we have | S (r ) | « K" 1 for M(0)/2 4: r « 

M(m+1) - M(0)/2, S(0) = 1. We remind the reader that S is periodic with period 

M(m+1). Since S takes only a finite number of values, we can find an | s| <M(0)/2 

suchthat | S ( s ) | = l ! s | | p M . Set T = ^ s S / ] | S | | p M . Then T(0) = 1 = | | T | | p M and 

| T ( r ) | = | S ( r - s)| / Il S H p M 4\ S ( r - s) | « K" 1 for ail M(0) 4r4 M(m+1 ) - M (o) as 

required. 

We obtain immediately 

LEMMA 1.11. There exists a weak Dirichlet set E which is of multiplicity. 

Proof. Set T Q = 8 Q , ^ = 1, mQ = 0, MQ(1) = 4N(1,2,3/4) (with the notation 

of Lemma 1.9'). We construct T r e M + , & r + 1 > 0, m p = 0, M r (m r +1) inductively 

as follows. Suppose M r (m p +1) >, 4N ( £ p + 1 , 2 r + 1 , 1-2~ r ~ 2 ) . 

By Lemmas 1.9' and 1.9" we can find successively M

r + 1 ( ° ) < M

r ( m

r + l ) / 2 > 

m r + 1 M r + 1 ^ a ( P ° s i t i v e ) intégral multiple of both 8 M r + 1 ( 0 ) and M r (m r +1) , 

M

r + 1 ( 2 ) » M

r + i ( 3 ) » • • • > M

r + l ( m r + 1 ^ s u c n t h a t Mr4-1^s + 1 ) i s a (P o s i t ive ) intégral 
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multiple of M r + 1 ( s ) [1 < s < m ^ - l ] , ^ R + 1 / 8 > € r + 2 > 0 s u c h t h a t M r + 1 ( m r + 1 ' Ê r+2 

4 2~r~4, M r + I ( m R + 1 + 1 ) a (positive)intégral multiple of M

r + i ( m

r + ^ such that 

M R + 1 ( m r + 1 + L ) > ' 4 N ( e

r + 2 ' 2 r + 2 ' 1 " 2 " P " 3 ) ' T r + 1 € M w i t n s u p p T r + 1 = E r + 1 S 

[ ~ e r + 1 ' 6 r + 1 ^ S U C H T N A T 

(i) M .(m . + 1 ) E i = 0 

(ii) There exist- b, . / \ ^ » 0 with 3 1 b X / f / \ = 1 and 

m . J 

r + 1 
! , ^ b M ( / M ( j ) - l l U < 2 " r " 1 + 2 _ r " 1 = 2 _ r 

j = 1 1
 r + 1 U '

 1
 r + 1 U ; 

(iii)' T r + 1 ( 0 ) = l l T r + 1 H p M = 1, | T r + 1 ( s ) U < 2 - r - 1 for ail M p + 1 ( 0 ) N<| s \ 4  

M r + 1 ( m r + 1 + 1 ) - M r + / ° > -

(Note that we could demand M p + 1 ( s ) ^ K(r , s )M r ( s ) for some K ( r , s ) chosen in 

advance [ o s 4 m r+i > r ^ 1] ) . 

Set S r + 1 = S r * T r + 1 , S Q = T Q . By (iii) « S p ( 0 ) = Il S^ll p M = 1 so by the 

weak * compactness of the unit bail in PM(T), S r has a weak * limit point S 

with S ( 0 ) = 1 (so S ^ 0 ) . Again by (iii)' | S k ( s ) | « | T r ( s ) | 4 2 ~ r _ 1 for ail 

M r + 1 ( 0 K < | s | < M r + l ( m r + 1 + l ) - M p + 1 ( 0 ) and k > r + 1 . Since M p + 1 ( m p + 1 ) - M p + 1 ( 0 ) >„ 

M r + 1 ( m r + 1 + L ) / 2 ' w e h a v e I S k (s) | 4 2~ r" 1 for ail ( 0 ) f\ s| 4 M p + 2 ( 0 ) , k* r + 1 

and so | S(s) | 4 2 for ail M r + 1 (0 )^r |s| « M r + 2 ( 0 ) . Thus S is a non zéro 

pseudofunction. 

On the other hand, setting F n + 1 = F n + E n + 1 = |x + y : x F n , y E n + 1 j , we 

have that F n + - j converges topologically to a closed set E with supjjx - y| : 

x e F n , y e E } < T 2 e n + 1 . Since supp S n s F n , we have Supp S ç E and so E 

supports a non zéro pseudofunction. 
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On the other hand given y e E we can certainly find an x s F n + 1 with 

|x-y | < 2 M n + 1 ( m n + 1 ) n + 1 « 2 ~ n and so with I ^ M ( j j W - X M (j)<y>l < 2 " " - "follows 

that | b , } X ( } (y) - 11 4 2" n + | b ( a ( } ( x ) - 11 « 2 " n + 1 * 0 as n .oo. 

n \ j / n \ j / n \ j / n \ j / 

Thus E is weak Dirichlet. 

Remark. E is a translational set (un ensemble de translation [5| Ch. 1 ) . We 

remind the reader of the first example, due to Piatecki Shapiro, of a set of multiplicity 

oo n 
which is not of strict multiplicity. This was the set p = I ) \ £ 2~ r : > ] e ^ n/k 

r=o r r=o r 

for ail n >/0, 8 p = O or & r = 1] [k > 2] (see [15~]). As constructed E ^ P and 

P £ E but E and P have certain resemblances. 

Having got Lemma 1.11 it is natural to try a similar attack on Theorem 1.1. 

Surprisingly only one further difficulty arises. It turns out that we must be able to 

bound l| T]| M in Lemma 1.9" independently of M(m+1). (We shall draw attention to 

the point in the argument where this fact is needed). But (as the reader may have sus-

pected) our dérivation of Lemma 1.9" threw away more of our knowledge of E than 

necessary. In fact (introducing more notations than we have specifically defined) we 

can find a~ with ? \ \a„\ £ C(K A ) such that 7~"~)aQ|A = T has 
^ 0 £ s i l l , 2 , . . , n } ^ ^ ^ 

the property (iii)"1 . In particular 

LEMMA 1.9'". We can ensure that T in Lemma 1.9" satisfies 

(iv) l | T | | p M s < C ( K X) 

where C only dépends on K and A (and, in particular, C does not dépend 

on M(m+1)). 

We shall restate Lemma 1.9" as Lemma 2.1 (The central Lemma). 

1 8 
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As we stated above some of the work simplifies if we work in D°°. We conclude 

this section by showing how this happens. The results proved will not be required 

again and the reader who is unhappy working in D°° may skip the rest of the section 

(except for the last paragraph). However the calculations of the first part of Section 3 

may be easier to understand in the light of what follows. 

I should like to thank Dr . Drury for convincing me that the results of this paper 

generalize to, and simplify in, D 0 0 . In practice any reader who can make sensé out 

of the paragraph that follows knows enough to follow the remainder of the section. 

Recall first that D°° is the product I ID 2 of countably many copies of the 

topological group D

2

 = l 0 ' 1 } ' T n e e l e m e n t s o f D ° ° a r e thus séquences (£..) 

with 6j = 0, 1. The dual of D°° consists of séquences with = 0, 1 

and only a finite number of JL. non zéro. We have <(^.) , (6.)> = IK- l ) J . 

oo J 

We write in an obvious (but non standard) manner (&.) = 6(> ] 2 6.3"" )̂, 
3 k=1 3 

oo 

(pC .) = MJ~2 T n u s f o r example e(2/3 + 2/27) is the séquence (1, 0, 1, 0, 

0, . . . ) e D ° ° , JL{1) is the séquence (1, 1, 1 , 0 , 0 , . . . ) e D ° and <>(7), 6(2/3 + 

2/27)> = ( - D 1 ( - D ° ( - 1 ) 1 = 1 . 

Let us prove an analogue of Lemma 1.7 (The Linked Set Lemma) for D°°. 

Lemma 1.7'. Let 0$ r^ < r 2 < . . . < r m + 1 be integers. Set 

r -1 
cr̂  = * + ((^e(0) + ^&(2 /3 s ) / , / / 2 / 1 ( w n e n * represents a convolution product and 

& x is the Dirac measure at x ) . Writing jig = * 0"̂ , E

s = supp (jSç { 1 , 
i S 

2, . . . , mj] we have \ L S <= M + , || fi s)| = 1 and 

(D I W r m + 1 ) - H 1 c ( E c ; ) = o 

1 9 
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r. r. .-1 
(ii) - 1 1 1 C ( E ) = 0 for 2 1

N < j < 2 1 + ! , i ^ S 

* Y L I r m+1- 1 . 
(iii) Let 0 4 3 < 2 m + so that j = f. T 

t̂ O U 

= 0, 1. Let R = {k : ^ = 0 for ail r R « t < ̂  j . Then 

î * s ( X ( j ) ) = i ^ R ç s 

fi s ( j ) ) = 0 otherwise. 

Proof. Direct calculation (which the reader should do). 

Remark. If in Lemma 1.7 we could take o = 7^=0 and restrain p- g (r ) to 

take the values 0 and 1 the conditions (iii), (iv) and (v) would reduce to something 

very like (iii) in this lemma. 

The fact that condition (iii) of Lemma 1.7' is so much arithmetically simpler than 

conditions (iii), (iv) and (v) of Lemma 1.7 (though in f act they represent the same 

phenomenon) enables us to obtain a version of Lemma (2.1) (The Central Lemma) very 

quickly. Consider the finite space Y °* n o n empty subsets of [ 1 , 2, . . . , mj and 

the collection of functions f g : X • R given by f g ( R ) = 1 if S ç R e \f fg(R) = 0 

otherwise [s Q |1 , 2, . . . , m]]. Let K(m,q) = inf{j~] A g : £Z) A s f g ( R ) = 1 for ail 

S ^0 
R e tjr , card R >, q } . 

LEMMA 1.12 (a ) . With the notation above there exist a R «= € | R e y , card R >, q| 

such that 

H,a

R=l> \JZ a R f s ( R ) U K ( m , q ) " 1 for S ^ 0. 
card R » q 

(b) . With the notation of (1) and of Lemma 1.7' we have, writing 

T = J^2 aR^R a n d E = supp T, that 
card R>q 

2 0 
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( i ) I U ( 2 r m + 1 ) - i l ! c ( E ) = o 

(ii) card {1 <: k <m : <X(2 k ) , e > / 1 j » q 

(iii) ||T|| P M = T(^(0)) = 1 >, K(m,q)|T(X(j)) I for 2*1 < j < 2 F m + 1 

(iv) 1 I T H m < 2 Z Î I 3 R I = C ( m , q ) , say, where C(m,q) 
card R » q 

dépends only on m and q. 

Proof. (a) Hahn-Banach (we shall reprove this in Section 3). 

(b) Since supp T e [J supp \i, = Î J E , , conditions (i) 
cardR>/q card R^q 

and (ii) follow directly from conditions (i) and (ii) of Lemma 1.71 . 
r -1 

r , m+1 
To prove (iii) observe first that if 0 4 j < 2 so that j = YZ Xt 2 

t=0 0 l 

["y t = o , 1] we have by Lemma 1,7 ! (iii) 

T(X(J)) = 12 a

R Mxd» = TZ A

R

 F

S

(R) 

card R>/q card R>/q 
F 1 

where S = {k : f t = 0 for ail r R < : t < ̂ k + 1 } . If 0 « j < 2 then S = 0 and we 

have 
T(XCJ))- YZ a = 1 . 

cardR^q 
If 2 'N< j < 2 m + l then S ^ 0 and by (a) we have 

|T(^(j))l = IZZ a R f^(R)U< K(q ,m)- 1 . 
c a r d R » q K ^ 

Since T(jt(j)) is periodic in j with period 2 m (by (i)) this gives (iii). 

Finally (iv) follows from the f act that ^ R M = 1 and so Il T I I M < YZ ' aR^ "^R " M = 

n | a R | . 

Why do we claim that Lemma 1.12 is a version of Lemma 1.9'" ? Choose a 

1 > A > 0. If we set q = [Ani] + 1 then Lemma 1.12 (ii) has the form of Lemma 1.9' (ii) . 

2 1 
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If we knew that K([Am) , m) oo as m + œ then Lemma 1.12 (iii) would have the 

form of Lemma 1.9"(iii) and we would be home. It is this combinatorial fact that we 

shall establish in the second part of Section 3. 

I must conclude this introduction by expressing my thanks to several people. 

To D r . N . Th. Varopoulos and D r . S . Drury for their continuai advice and encourage

ment and for suggesting the problems on A A + which led to this paper ; to professors 

J . - P . Kahane and C . McGehee and D r . J. Stegeman for reading the first draft and 

suggesting several improvements in présentation (and to other people whose sugges

tions have simply been incorporated without acknowledgement) ; and finally to D r . J. 

H . Conway (though there is no possibility that the reader could overlook his contribu

tion) . 

22 



M A l i r T H E O R E M 

§ 2. THE CONSTRUCTION FOR THE MAIN THEOREM. 

The object of this section is to construct a non zéro pseudofunction S supported 

by a weak Kronecker set. We use the following central lemma which we discussed in 

{j 1 and shall prove in § 3. 

LEMMA 2.1 (The Central Lemma). Given K > 1, 1 > X > 0, we can find a 

C(K , A) >y 1 and an m(K , A) e Z + with the following property : -

Given 1 > 6 > 0 we can find an N ( e , K , A) ̂ 1 with the following property : -

Given 8 > 0, we can find a monotonie increasing function h : Z + + Z + (such 

that h(r) > r ) with the following property : -

Given N(e , K , A) = 1 M(0) < h(M(0)) < M(1) < h(M(l)) < M(2) < . . . < h(M(m)) < M(m+1) 

such that M(r+1) is an intégral multiple of M(r) Ql ^ r ^ m] we can find a finite 

set E ç [ - t , £] and T e M(E) = PM(E) such that 

(i) M(m+1)E = 0 

m m 

(ii) There exist b M ( j ) > 0 with D M ( j ) = 1 a n d 11 g b M ( # M ( j ) ~ 1 1 1 C ( E ) 

4 h + 2(1- A) 

( i i ) 1 card { l 4 r <f m : | j * M ( r ) ( x ) - 11 S j >.Xm for ail x € E 

(iii) ]l T l| p M = T(0) = U K sup | T(r) | 

™ M(m+1 )-M(0) >, r ^M(O) 
(iv) | ] T | | M ^ C . 

Remark 1. Conditions (ii) and ( i i ) 1 are, of course, essentially équivalent. We 

shall use which ever version is more convenient. 

Remark 2. The condition M(r+1) an intégral multiple of M(r) is artificial. 
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We shall prove a stronger version of the Central Lemma in which the condition is 

dropped as Lemma 5.2' (the proof relies on the same ideas but is messier). 

Remark 3. Our argument will dépend crucially on the order in which we are 

allowed to choose our constants and the manner in which they dépend on one another. 

In particular it is extremely important that, though C dépends on K and A , it 

does not dépend on M(m+1 ) which can be taken as large as we like without allowing 

H T I I P M > C . 

We shall need to choose a séquence f of functions in S (T) such that 

s u p - 2 n + 2 l f n ^ " * r / s ^ 4 2 ~ n " 1 0 and the fn are uniformly dense in S ( T ) . 
| t-s | 4 2 

We shall obtain E and S by constructing inductively a séquence of measure 

ftM supported on finite sets E n and taking E to be the topological limit of the 

E n , S to be a weak <r(A,PM) limit point of the un # 

We construct E n , M-n subject to the following inductive condition (here 

N(e , K , A) is defined as in Lemma 2.1 , but for convenience we suppose, as we may, 

that N ( s , K , A) increases as K increases.) 

INDUCTIVE CONDITION L ( n ) . At the conclusion of the n t h step we have a 

finite set E , a measure a eM(E ) , 2 " 4 n ~ 8 > e(n) > 0 and an integer P(n) > 1 n7
 *n n 

such that 

(i) ^ n ( 0 ) = 1 

(ii) | | a n l | p M . < 2 - 2 - n 

(iii) N(E(n)/2 , 2 n + 4 | | ( i n l l M , 1 - 2 - n " 4 ) .< P(n) . 

Remark 1. The initial steps of our construction have no particular importance. 
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We could for example take E Q = {p} , a Q the unit mass 8 Q at the origin, 

2~8 > fc(0) > 0 arbitrary, P(0) = N(e(0) /2 , 2 4 , 1-2""4). 

Remark 2. Conditions (i) and (ii) have no great importance (they ensure that 0 

cannot be a weak * limit point of the a n and that j| a n is bounded). On 

the other hand (iii) is connected with the most délicate part of our proof. The reader 

should thus take especial note of the points where we use (iii) and the points where we 

ensure that (iii) will be satisfied at n+1. 

LEMMA 2.2, Given E n , nn, &(n), P(n) satisfying the inductive condition 

L ( n ) , we can find E

n + ^ > ^n^9 e ( n + 1 ) > P(n+1) satisfying condition L(n+1) 

such that in addition 

(iv) e ( n ) / 8 » e(n+l) 

(v) P(n+l)>.4P(n) 

(vi) | JI n + 1 (r) | x< | j l n ( r ) | + 2~ n " 4 for ail | r | ,< P(n) 

(vii) | £ n + 1 ( r ) | ^ 2~ n ~ 2 for ail P(n) *\v\ 4 P(n+1) 

(viii) sup inf |x - y| 4 &(n). 
y 6 E n + 1 x e E n 

Further, 

(ix) There exists a g n + 1 e A ( T ) , H ë n + q l l A ( T ) = 1 such that g n + 1 has real 

Fourier coefficients and writing F n + 1 = E ^ + 1 + [-2£(n+l) , 2t(n+l)] we have 

j u p | g n + 1 ( x ) - f n + 1 ( x ) U < 2 - n - 1 . 

n+1 

Proof. Using the resuit and the notation of the Central Lemma (2.1) together 

with part (iii) of Inductive Condition L(n) we proceed as follows : 
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Write m = m ( 2 n + 4 || ̂  | ( M , 1 - 2""n"4). We can select P(n) < M(1 ) < M(2) < . . 

. . < M(n) < M(n+1 ) such that M(r+1 ) is an intégral multiple of M(r) (j 4 r <r m] and 

0 ) M ( l ) e ( n ) » 2 n + 1 6 P ( n ) | | H . n | | M 

(2) M(r+1 ) > 2 n + 1 6 M(r) [1 r .< m] 

whilst choosing O < e(n+1) < min(£(n)/32, 2 ~ n - 1 6 / M ( m ) ) we have 

(3) M(m+1 ) » 16M(m) + N( 6 (n+1 )/2, 2 n + 5 || ̂  || M C ( 2 n + 4 11 |t„ || M , 1 - 2 " n - 4 ) , 1 -2~n~5) 

in such a way that we can find a T n + 1 e M(T) with the fol lowing properties. If we 

write E n + 1 = supp T n + 1 then 

(4) E * + 1 s [-e(n)/2 , e (n) /2] 

(5) M ( m + l ) E n + 1 = 0. 

m m 

(6) There exist b M ( j ) >0 with g > M ( j ) = 1 and || E b M ( j f M t j ) - 11U 2~n^ 

( 7 )
 HTnH-1 HpM = T n + 1 < 0 ) = 1 » 2 n + 4 H u H sup | T n + 1 ( r ) | 

n+1'PM n+1 n M M ( m + 1 ) _ P ( n ) » r » p ( n ) n+1 

(8) Il T n + 1 HM s<C(2 n + 4 | | ^ J l M > 1-2- n " 4 ) . 

We put P(n+1) = M(m+1) - P (n ) . 

Let E n = [ e 1 , & 2 , e^j (with e.j, e 2 , . . . , distinct). 

m V . 

By (1) and (2) we can find distinct e u = 2/t £ ^ M ( " j J with V u . 6 Z [1 < u « 6 ] 

such that 

(9) | e u - e u U < e(n)/4 [ l « u < e ] 

( 1 0 ) | e u - e 'U 2 " n - 1 2 / P ( n ) H^| | M [ 1 < u < e] 

( 1 1 ) l ^ f j ^ ' - V l M ^ " " " 5
 [ K < u < 6 , U j < m ] . 
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We note that (10) yields 

(10') I ^ A ' - W ^ ' ^ ^ n ' L f o r a 1 1 l r l« p (n) , K < u N < E . 

Thus, if we write for that measure with support 

E

n = { e î > e 2 e ' } and Mn( {e ' }) = ^ ( { e u } ) [ l « u < 6 ] 

we have 

(10") | JL̂  - ^ n ( r ) | « 2~n~8 for ail | r | N <P(n). 

We remark that 

(12) M(m+1)e^ = 0. 

Finally we tidy up by noting that (4), the inductive condition 2 ~ 4 n ~ 8 > e(n) > 0 and 

the définition of ffi give | f n + 1 ( e u ) - f n + 1 ( e ^ ) | « 2""n~1 so that (11) gives 

(11f) |Aw.x(e') -f Je')! .<2""n"4. ' ' M(j) u7 n+1 u ' 

We set u . = u ' * T - , E . = E 1 + E 1 and proceed to demonstrate that *n+1 ni n+1 ' n+1 n n+1 K 

the E

n + 1 , u

n + i > È ( n + 1 ) , P(n+1) which we have constructed satisfy the conclu

sions of the lemma. 

Since E 1 , E* are finite, E . is , and since LL' ^ M ( E ' ) . 

T

n + 1 e M ( E * + 1 ) , we have u n + 1 e E n + 1 . Further, by (5) and (12) we have 

M ( m + l ) E m + 1 = 0 . By the choice of e(n+l) we have at once e(n+l) < 2 ~ 4 n ~ 1 2 . 

By (7) we have j ^ n + 1 ( 0 ) = M-n(0) T

n + 1 ( 0 ) = 1.1 = 1 and so condition L(n+l)( i ) is 

satisfied. By (7) and (10M) 

l i^iwi « l i^wi l^ n + 1 wi * < I ^ W I + 2 - n " 8 ||T|| P M 

« 2 - 2~ n" 1 for | r | « P ( n ) . 

By (7) and the définition of uJ 
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l ^ l N < K ( r ) | ^ n + 1 W l < l l ^ » M 2 " n - 4 / U n 1 l M = 2 - 4 

for P(n) 4 r4 M(m+1 ) - P(n) . 

Thus sup l a - W l 42 - 2~n"*1. But M(m+1)E , = 0 and 
-P(n) « r < M(m+1 ) -P(n) n + 1 n + 1 

so u n + 1 has period M(m+1). It follows that l l ( J L

n + 1 l l p M < 2 - 2~ , i . e . con

dition L(n+l)( i i ) is satisfied. 

To show that condition L(n+l)(i i^ is satisfied, we remark that by (8) 

K + 1 « M < K U I T n + l U M = ^ n » M » T n + 1 » M ' ^ J u ^ ^ J w 

whilst by (3) (since M(m) > P(n)) 

P(n+1 ) >. M(m+1 ) - M(m) » N( s (n+1 ) / 2 , 2 n + 5 || u n || M C ( 2 n + 4 Il H n II M , 1 - 2 " n " 4 ) , 1 - 2 " n " 5 ) . 

Thus P(n+1) » N ( & ( N + 1 ) / 2 , 2 n + 5 || u n + 1 H M , 1-2"n*"4) as required, and we have 

succeeded in re-establishing the induction. 

We turn to the remaining conditions of the lemma. Condition (iy) follows directly 

from the définition of fc(n+l), (y) follows from (10") and (7) which together give 

^ + 1 < r > l < l ^ + l M | T n + 1 ( r ) | 

< ( | ; n ( r ) | + 2 - - 8 ) l | T n + 1 ] | p M 

41 f l n(r) | + 2" n " 8 for ail | r | 4 P(n) 

and (vii ) was proved in the paragraph immediately following the définition of T

n + 1 • 

The proof of condition (ix_) is slightly more complicated. 

m 

Set g ^ E V j / M t j ) ' A u t o m a t i c a l l y « n + 1 e A ( T ) ' " 8 n + 1 l l A ( T ) = 1 

and g n + 1 has real Fourier coefficients. If x € ^ n + 1 = E

n + i + [ -2t (n+l) , 2 & (n+1J] 

= E^ + E* + ^ + [-2fc(n+l) , 2e(n+lJ] then by définition we can write x = e 1 + e + y 

where e ' e E ^ , e e E n + 1 and | y | < 2 e ( n + l ) . Thus 
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m 
| g n + 1 W - f n + 1 ( x ) | .< | | Z b M ( j ) f n + 1 ( e ' ) - f n + 1 ( e ' ) | 

+ l f n + l ( e ' ) - f n + l W | 
m * 

+ I C V # M ( j ) ( e ) f n + 1 ( e ' ) - f n + 1 ( e ' ) | 

m 

+ Ç V M Ù ) ( e , V , - f n + 1 ( e ' ) ) l 

m 

- H Ç V j ) W e * } W e , )
 - g n + 1 ( x ) l 

= 0 +

 t / " P J £ n + 1 « - f n + 1 ^ l t-s ^4e(n+1) 

m ^ 

+ I C W W e ) _ 1 | +

u

s

e

u ^ sup l * M ( i ) ( e ' ) -

f n + 1 <
e ' ) l m 

+ l Ç W M a ( e , + e ) ( , - W y , ) l 

« 0 + 2 n ~ 4 + 2" n " 3 + 2~ n ~ 4 + 2 e(n+l) sup M(j) 
K< JN<m 

. <2" n - 1 

m 
using the fact that ) ] b M ( j ) = = 1 a n d * h a * fn+1 v a r i e s slowly (this is the point at 

which the condition sup 0 0 I ~ f r»( S / , l <"2""n""^ which we imposed earlier £ n ~ n n 

becomes important ; for any f e S(T) our construction will eventually give good 

approximations but only when, as must happen if e(n) -*-0, we know that f is almost 

constant on every interval of length 4 (n+1), the results numbered (b) and (11 ' ) and 

the fact that 1 - /j^j(j)(y) ^ s small (since we chose e(n+l) « 2 /M(m) y repre-

sents a very small perturbation relative to the wavelengths considered). 

Remark 1. Let us see, once again, how we bounded | T ^(r)| = 

i a n + 1 ^ l l T n + 1 ^ l * F o r i r l ^ p ( n ) we used the fact that, since is only 
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a slight perturbation of j x n + 1 , u.^(r) is close to M- n(
r)> together with the fact that 

lTn+1^r^ * "Tn+1 " P M = 1 * ° n the other nand if r is larêe (for example comparable 

with M ( 1 ) ) ( i n is not longer a small perturbation of [L^ comparée! with the wave-

length of JCV. We can (at least at first sight) only use the crudest possible estimate 

^n ~ ^ ^ M * Since w e want | M-n +i(
r)l * 2 , this means that we must 

ensure | T n + 1 (r) | « K " 1 , where K = 2 N + 2 || Il M . What about the gap | r | > P ( n ) , 

but r not very large compared with P ( n ) ? It is possible (and in our construction 

actually happens) that | f J L

n ( r ) | is comparable with 1 for some r strictly comparable 

with P ( n ) . We cannot, therefore, use a perturbation argument to show | j i^r ) ! 

small (and in our construction ! f i n (r ) | is , in fact, close to 1 for some \r\ 4 2 P ( n ) ) . 

To get | M - n + 1 ( r ) | small, we must therefore take | T n + 1 ( r ) | small, and with the appa-

ratus at our disposai, the simplest thing to do is to take | T n + 1 ( r ) | 4K~ . (it is 

possible to proceed otherwise, but the most obvious ways simply transfer part of the 

difficulty from one section of the proof to another). 

We have thus decided to have | T n + 1 (r ) | « K""1 for P ( n ) 4 r4 M(m+1 ) - P ( n ) . 

In order to have E n + 1 close to E , we also want supp T ^ + 1 çj \ - e ( n ) / 2 , e ( n ) / 2 3 • 

Thus if we are to use Lemma 2 . 1 , we must have P ( n ) >, N( & ( n ) / 2 , 2 N + 2 || nn|| , 1 - 2 ~ N ~ 4 ) , 

i . e . we must have a condition of type (i i i ) . How are we to re-establish such a condition 

for n+1 ? We know that || ̂  H M «Ml K-n l l M l ] T n + 1 II M = Il II \\ M . But (and 

this is the important point) I1^n+i Il M *s independent of M(m+1) and so of 

P ( n + 1 ) = M(m+1) - P ( n ) . By choosing M(m+1) sufficiently large (iii) is automatically 

satisfied. 

3 0 



JV1AIN T H E O R E M 

Remark 2. The chain of ideas that leads to the proof of (ix) runs as follows. We 

know that if E^ n E 2 = 0 and E^ U E 2 is Kronecker, then, if E^, are closed 

and uncountable, E^ + E^ is not Helson. On the other hand if E^ n E 2 = 0 and 

E 1 U E 2 is Dirichlet, then, if E.j, E 2 are closed, E^ + E 2 is Dirichlet. Thinking 

about thèse 2 results, we are led to consider the following obvious fact. If f e S ( | , 

E^ and E 2 are closed, J L ^ is close to f on E^ and X M

 i s close to 1 on 

E 2 , then, provided supp E 2 is a small neighborhood close to 0 and f varies 

slowly, ^ M is close to f on E . j + E 2 . Similarly if is close to f on most 

of E^, then jX^ will be close to f on most of E^ + E 2 and this is the content 

of ( ix) . 

We are now in a position to give the 

Proof of Theorem 1.1. Construct a séquence (E ^ , H - n + 1 » s ( n + l ) , P(n+1)) 

satisfying the conclusions of Lemma 2.2 [n = 0, 1 ,2 , . . . ] . Let E be the topolo-

gical limit of the E n , i . e. let 

E = (x : we can find x e E with x -*x as n oo l, l n n n J9 

(note that E is automatically closed). Conditions (iv) and (vii) of Lemma 2.2 show 

that, given y € E we can find an x € E

n with | x - y | ^ 2 e(n). Condition (ix) 

now gives sup | g n (x ) - f ( x ) | 4 2~ n since the f are uniformly dense in S (T) 

this means that inf sup |g (x) - f (x) | = 0 for ail f e S ( T ) and so E is weak 
n e Z xeE 

Kronecker. 

On the other hand, since (by the Inductive Condition L(n) (ii)) || H- n l !p M

 i s 

bounded, the weak a* (A , PM) compactness of the unit bail shows that \in has a 
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weak limit point S say (see also Remark 1 following this proof). We investigate the 

properties of S . 

H f G A ( T ) , supp f n E = 0, then supp f n E n = 0 and so <f , > } i n > = 0 

for ail sufficiently large n (recall that [ i n e M ( E n ) ) . Thus <f ,S> = 0 and 

yv 

supp S c E . Since (by the Inductive Condition L(n) (i)) M- n(°) = 1 f o r a 1 1 n > it 

yv 

follows that S(0) = 1 and in particular S ^ 0. Using conditions (vi) and (vii) of 

Lemma 2.2, we see that | u . q ( r ) | « 2 " n - 1 for ail P(n) *\v\4P(n+1 ) , q » n+1 and so 

| S ( r ) | ^ 2"n"*1 for ail P(n) «: | r | < P ( n + 1 ) . Since (by (v)) P(n) oo as n oo , 

this shows that S ( r ) + 0 as | r | oo. Thus S is a non zéro pseudofunction and 

the proof is complète. 

Remark 1 . A useful remark of Salem (proved in Lemma 4 . 1 ) tells us that 

||1 - I I Q ( P ) small implies ||1 - , * r l l A ( p ) small. In particular, if T is a 

pseudomeasure with |] T || p M 4 2 say and support in Q- e, e] with e > 0 small, 

it follows from the fact that |J1 - | l C ( r _ Ê e j ) i s small for r near to 0 that 

T(r ) is close to T(0) . Thus, if ji. ^ is constructed as in the proof of Lemma 2.2, 

yv yv yv /v 

we have T 1 ( r ) close to 1 , u. f (r) close to u, (r) and so \JL , 1 ( r ) close to 
n+1 n n n+1 

( i n ( r ) for | r | not too large. Doing the calculations explicitly (they are simple and 

can be simplified still further by taking e(n) 0 very rapidly) we see that M-n(r) 

converges as n oo for each r . In this way we see that |xn S weakly for 

some S e PM. We thus have S as the limit (not a limit point) of the and avoid 

the use of the axiom of choice (nor do we need this axiom anywhere else in this paper. 

Remark 2. We note that S is synthesised boundedly by the measures ji (ail 

that the theorem says is that S is not synthesisable by measures with support in E ) . 
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There are other criteria of thinness besides interpolation properties. In Section 

§ 6 we shall prove (using very minor modifications of the ideas above) 

THEOREM 1 . 1 ' . Given S (n) 0 n ;> 1 , we can find a weak Kronecker set 

E which is not of synthesis together with a séquence of integers Q(n) -*oo such that 

E e | X : x - 2 K r / Q ( n ) 4 &(Q(n)) for some K < r N < Q ( n ) J . 

By picking o (n) 0 f ast enough we can ensure that E is Dirichlet and indeed 

satisfies the Salem covering condition (see [ 4 J ) , and that, given H a continuous 

increasing function with H ( 0 ) = 0 , E has Hausdorff H-measure 0 (cf. also the 

Hertz arithmetic condition [5] p . 1 2 4 , [3]). 

We remark that a resuit of Kahane ( [ 4 ] p . 9 7 ) shows that a Dirichlet set cannot 

support a non zéro pseudofunction. 

We shall also indicate a proof of 

THEOREM 1 . 1 " . Given H : R -> R + continuous increasing with H ( 0 ) = 0 , 

we can find a weak Kronecker set E with Hausdorff H measure 0 which supports 

a non zéro pseudofunction. 

The proof of Theorem 1 . 1 " will involve results proved in Section $ 5 but the 

proof of Theorem 1 . 1 1 can, if the reader so wishes, be read now. 

§3 . PROOF OF THE CENTRAL LEMMA. Let m >, q >y 1 Consider the finite 

space \|/ of non empty subsets of | 1 , 2 , . . . , mj and the collection of functions 

f g : X -*> R given by 
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f s (R) = 1 if S c R e f 

fg(R) = 0 otherwise [ S ç j l , 2, . . . , m]]. 

Let #(m,q) = ( S € Ç , card S >, q } 

K(m,q) = i n f | g | A s | : A g fg(R) = 1 for ail R e $ ( m , q ) } . 

If the reader has glanced at the last part of Section 1 ne will recall that we redu-

ced the problem of proving a version of Lemma 2.1 for D 00 to that of showing 

K([Xrn], m ) - + o o as m -> œ for ail 1 > A > 0. In the first part of this section we 

shall show that the proof of Lemma 2.1 for T can also be reduced to the same pro

blem. The reasoning is parallel to the reasoning for Dœ but as we promised to 

reader s unhappy with D°° we shall make no use of the proof given for D°°. In the 

second part we show that indeed K([Am] , m) -*> oo and so complète the proof of the 

resuit stated in the title of this paper. 

First , therefore, we must prove Lemma 1 .7 (the Linked Set Lemma). To do this 

we require various elementary results on the measure 

^ M jrï*Me/2K 
> 2 I t r / M / c a r d { r : | r K < M e / 2 , t } 

where M is a positive integer and 1 > 6 > 0. 

LEMMA 3 .1 . (i) If 1 > 6 > 0, M » 1 then fi£ M e M+( [ -£ , £ ] ) , || M || = 1 

and M supp ^ = 0. 

(ii) If 1 > £ , > 0 and M >80~£~1TJ~1 then | jx & M(s) | « J 

for ail 40 £~1 TJ"1 x< s « M - 40 e"1 ij"1. 

(iii) If 1 > £ , > 0 and we write \i & for the restriction of 

Lebesgue measure to [- £, £J normalized to give II M-e||= 1, then 
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| J J L £ > M ( S ) - |i (s) | ^ f o r ail | s | ^ M / 4 0 

(iv) If 1 > £,T) > 0 and M(1), M(2) are positive integers 

witn M\Ï ) * m\i)f tnen 

l'lfcM(1)(S)-»I-6M(2)(s)l<1ï f°r l s l«^M/80-

(v) If 1 > £,17 > 0 and M(1) , M(2) are positive integers with 

M(2) a positive intégral multiple of M(1) and M(1) >, 3200 e" rÇ then 

l^£,M(2)(s)l M implies I H - e , M ( l ) ( s ) " ^e ,M(2 ) ( s ) i * ^ " 

Proof. (i) Obvious. 

(ii) Write 2N+1 = Card{r: |r I<Me/2ir], P = (40e"11? 1J . We have 

(2N+D|nejM(s)| = I C B 2 l t r / M ( s ) | 

N 
= I Z Z exp(2nirs/M)| 

r=-N 

sin(N+2)2)ts/M 

~ sin il s/M 

. 1 
^ sinus/M 

N< ~ N< (2N+1 ) ̂  for ail P4 s4 M-P 

as required. 

(iii) |^&>M(s)-^e(s) |= ^ s d ^ M - ^sd,x8 

« sup | JL (x) - X (y) | 
|x-y|,<2TtA4 S S 

« sup | s ( x - y ) | 
|x-yU2K/M 

« ^ for ail |s|^if^M/40 

(iv) This follows at once from (iii). 
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(v) By (ii) (and the fact that, by ( i ) , | i £ M ( s ) is periodic in s 

with period M) we know that |u . e M (2)^ s ^ ^\ implies s = k M(2) + r with k e Z, 

| r | ^40e" 1T^" 1 . In particular, s = ÊM(1) + r with k e Z , so that 

^ 6 , M ( 2 ) ( s ) = ^ 6 , M ( 2 ) ( r ) ' ^ , M ( l ) ( s ) = ^e,M(2) ( r ) a n d b * ( i v ) 

• \ yv yv yv. 

l^e,M(2) ( s ) - ^ M d ) ^ ! = I ^ ^ M ( 2 ) ( r ) - ^ 6 , M ( D ( r ) l < ] 

(since | r | ,< 40 £~1 T ^ " 1 4 i|M(l)/80). 

We can now give the 

Proof of Lemma 1.7. Let N(fc,îj) = 160,0006_1 Tj" 1 , h(r) = 128. 10 6 ([TJ~ 3 ]+l)m 2 r. 

We put (T. = ^ 8 / l 0 M ( i - l ) , M ( i ) ' *i = ^5/ l0M(i -D ,M(i + l ) P < 1 < m ^ a n d 

°o ~ ^e/2 M(1)' U S w r ^ e * *- o r * n e convolution product. If S çj |1, 2, . . . ,mj, 

we write } J U = * cr. * *• 0".' and take E Q = supp n.Q. 

^ i eS 1 ieS,0x<L<m 1 a & 

The following facts are obvious 

(a) E q = J Z ] supp or. + supp cr.' 
° i e S 1 i 7 S , 0 < i « m 

(b) M(i) suppcr ,M(i+l) suppcr^ = 0 [1 « i >< m] 

M(1) supp c J = 0 

(c) M(i-1) supp cr i ,M(i- l ) suppcr^ E [ - 8 / 1 0 , 6/10] [1 < i * m ] . 

Further, we have ensured that 

(d) M(i+1 ) is a multiple of M(i) , M(i+1 ) ^ 128.106([TJ"3J + 1 )m 4 i [1 <: i N< mj, 

M(0) = 3200 Ê " 1 ^ - " 1 . 

From (a ) , (b) and (d) we have at once E G c [-e,e] and 

(i) M(n+1 )E S = 0. 
n 

Suppose now x e E Q . Then by (a) x = } ] x. where x .esupp ex. if j e s , 
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x.GSupp a ' if j £ S [0 < j < n] . If iGS we have by (b) M(i)x = 0 for 0 < j < i , 
3 3 J 

whilst by (c) and (d) M(i)x^e [-lO 1""^ , l O 1 " ^ ] for i+1 < j < n. Thus 

I *M( i ) ( x > " 1 I = I X M w g , *j> " 1 I * 1 X J 1 ^ 

and we have 

(ii) I^M(i ) " 1 " c ( E ) ~ ^ w n e n e v e r i G S -

Since the convolution of positive measures is positive M g G M + ( E s ) . Further 

il t U I = n 11 cr H f i il <r;ll = 1 . We know that 
i^S i?ÉS,CK<Um 1 

M r ) = r î c r ( r ) Tl crXr) and that | o \ ( r ) | *j|o\| | = 1, | cr , ! (r) | v < | | <r,« U = 1. 
a i eS 1 iféS,0«Um 1 1 1 1 1 

In particular, therefore, | K s ( r ) | ;> Î| implies | cr j ( r ) | ;> T|/m for ail j e S . Lemma 

3.1 (v) now shows that | <rj(r) - Oj(r) | 4^M f o r ail j e S . Thus if S c T g j l , 2 , . . 

. . ,mj we have 

| | L ( r ) - Î L ( r ) | = | f i *(r) T l ^ ( r ) ( T l â.'(r) - T l r . (r ) ) | 
i s S i e T , 0 « U ' n i e T ^ S x i e T ^ S 

< | T 1 ffJ(r)- FF ^ ( r ) | 
i e T \ S i e T v S 

<r card(T^S) sup | cr.'(r) - cr.(r)| 
i e T ^ S 1 1 

M 
(using the fact that | ab - cd| 4 |a| | b -c | + |c| | a - d | ) . 

Thus in particular 

(iii) | M - S ( r ) | >/ ^ implies | f t s ( r ) - H T ( r ) | 4 ^ 

whenever S ç T ç [1, 2, . . . , m j and (since | a | 4 ^ implies | b | ;> | a | - 7̂  automa-

ticallv) 
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(iv) | M - S n T ( r ) | >y min( | f i s ( r ) | , |M- T ( r ) | ) - T) 

whenever S , T ç | l , 2 , . . . , nj. 

Finally, since by Lemma 3 . 1 (i) ^ ( r ) ) 4 for M(i)/2 | r | 4H(i)/2 we have 

| ^ , ( r ) | = f i I <*\ (r)| « 7? for M(0)/2 « | r | 4 M(n+1 ) - M(n)/2, so noting that 
^ ' OsUn 1 v 

fi.0 is periodic with period M(n+1) we have 

(v) | ^ 0 ( r ) | x < ^ for M(0)/2 N <|rU<M(n+l) - M ( 0 ) / 2 . 

So much for the construction of our linked sets. Now let us see how to use them. 

First we note that Lemma 1.7 can be restated in a more attractive way. 

LEMMA 1.7'. Given 1 > £, îj > 0 we can find an N(e , 7|) >, 1 with the following 

property : -

Given 1 > 8 > 0 and m >, 1 we can find a monotonie increasing function 

h : Z + •> Z + (such that h(r) > r ) with the following property : -

Given N(£ , ?j) < 1 M(0) < h(M(0)) < M(1) < h(M(l)) < . . . < h(M(m)) < M(m+1) such 

that M(r+1) is an intégral multiple of M(r) [1 « r ^ m] we can find finite sets 

E g ç [ -£ ,£ ] and measures fi-s <= M + ( E S ) with || fi g || = 1 [ S ç ( l , 2 , m]] 

such that 

(i) M(m+1)E S = 0 

(ii) | | ' X M ( i ) - 11l C ( E j x< 0 for each i e S 

(iii) For each N >< | r | 4 M(m+1 ) - N there exists a | A p | ̂  1 and an 

0 ± R ( r ) e { 1 , 2 , . . . , m) such that | ^ s ( r ) - A p * R ( r ) ( S ) | 4 6(m+l)^. 

Proof. Define N(fc , l | ) , h and so on as in Lemma 1.7. We wish to show that 
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conditions (i i i) , (iv) and (v) of that lemma împly condition (iii) of this one. Suppose 

therefore that N * |r | * M(m+1) - N. 

Let r = { T Ç (1, 2, . . . , mj : | | i T (r) | >• 2i|(card T + 1)J . If T is empty set 

A = 0. By Lemma 1.7 if S , T e T then S O T e p . Thus if T is non empty 

there exists a unique member R(r) of ]jH with the smallest number of éléments. 

Set X p = ^ R ( r ) ( r ) - Using (iii) and (iv) of Lemma 1.7 we have the required resuit. 

Once we have reformulated Lemma 1.7 as Lemma 1.7' we are in a position to use 

LEMMA 3.2. There exist a T e C [T e $ (m, q)J such that 

(i) a T

 = 1 

Te$(m,q) 

(ii) \TZ a T

 f c ; ( T ) l « (K(m,q))" 1 for ail S e y . 
Te§(m,q) 1 b 

Proof. Write = f̂ , | Y . Then 

n = J C A T f T : YZ | A T | < K ( q , m ) | 
lTe<J,(m,q) 

is balanced convex subset of C('<f) such that 1 ̂  M . By Hahn-Banach, therefore, 

there exist a t e M ( f ) with J l dt = 1 and J g d t <1 for ail g efT. In 

particular ^d"* < (K(m,q)) . But this is precisely the desired resuit. 

Remark 1. We use a finite dimensional version of Hahn-Banach (which in parti

cular does not dépend on the Axiom of Choice). 

Remark 2. Note that simple considérations of symmetry show that we can take 

a T e IR and a,p = a^ whenever card T = card S. 

Remark 3. In order to estimate K(m,q) we have dualised our problem but there 

is no reason why the a^ could not be found directly. A suitably happy guess would 
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remove the need for the combinatorial lemmas which conclude this section. 

LEMMA 3.3. Let f i T be chosen as in the conclusion of Lemrna 1 . 7 ' and a T 

as in the conclusion of Lemma 3.2. Then writing C(m,q) = ) 'Ue$(m,q) U |a | and 

S = > ] ^ j ^ U ' E = S U P P ^ we have 
U s $ ( m , q ) 

(i) M ( m + 1 ) E = 0 

(ii) Ijm X2 ^ M ( R ) - 1 II C ( E ) x< 2(m-q)/m + h 

( i i ) 1 card { i « r x< m : | ^ M ( r ) ( x ) - 1| <r S j ^ (m-q)/m for ail x e E 

( i i i ) ' (a) S(0) = 1 

(b) | S ( r ) | « (K(m,q))~ 1 + 6(m+l)C(m f q)ij for ail M(0)/2 < | r | < N-M(0)/2 

(iv) | | S l ] M 4 C ( m , q ) . 

Proof . I f x e supp S then x e E R for some R with card R » q. Thus 

by Lemma 1 . 7 (i) and (ii) M(m+l)x = 0 and | ̂ M^)M - 1| .4 o whenever i e R, 

so that | 7^M(i.)(x) ~ 11 ^ ^ f o r a * l e a s t Q values of 1 * m. Thus ( i ) , (ii) 

are true and it only remains to verify (iii) and ( iv) . This is a matter of simple calcu-

lation : -

S ( 0 ) = I 2 , a u ^ ( 0 ) = a r = 1 

| S ( r ) | = | E Z ,
 a u M r ) l U e $ ( m , q ) u u 

0 - * ( m , q ) U r R ( r ) U ^ ( m , q ) U < 

< | A r | ( K ( m , q ) ) " 1 + 6(m+1) C(m,q)ij 

« (K(m,q))~ 1 + 6(m+l)C(m,q)ij 
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H S H < 2 Z l a u l l l ^ u l l = C ( m , q ) . 
Ue<$>(m,q) 

We now make some slight modifications in the form of Lemma 3.3 to bring it into 

line with Lemma 2.1 (the Central Lemma). 

LEMMA 3.4. Suppose m, q positive integers with 1 > q/m > A > 0. Then 

given 1 > & > 0 we can find an N(s , m , q) > 1 with the following property : -

Given & > 0 we can find a monotonie increasing function h : Z + •* Z+ (such 

that h(r) > r ) with the following property : -

Given N(e , m , q) = 1 M(0) < h(M(0)) < M(1) < h(M(l)) < M(2) < . . .<h(M(m)) < M(m+1) 

such that M(r+1) is an intégral multiple of M(r) [1 ^ r ^ m] we can find a finite 

set E c [- t , s ] and T e M(E) = PM(E) such that 

(i) M(m+1)E=0 

(ii) ||m YZ JiM{r) - 1 | | C ( E ) 4 2(1 - À) + o 

(i i) ' card {1 4 r m : | , * M ( r ) ( x ) - 11 « & j ^ A m for ail x<=E 

(iii) | | T | l p M = T(0) = 1 » ( K ( m , q ) + 1)~ 1 sup | T ( r ) | 
M(m+l)-M(0)> r^M(O) 

(iv) | | T | | M < C ( m , q ) . 

Proof. Take = (24(m+l)C(m,q)K(m,q)+l)" 2 in Lemma 3.3. then gives 

(a) S(0) = 1 

(b) | S ( r ) | « (K(m,q)+1)" 1 for ail M(0)/2 * | r | < N-M(0)/2. 

Let v be that integer for which | S ( r ) | takes its maximum value in the range 

•V A. 

-M(0)/2 N< r < M(0)/2. By (a) | Sfr ) | > 1. Since S (r ) is periodic with period N 

A. /V ^ 

we have | S(v) | » | S ( r ) | for ail r e Z , Set T = > _ v S / ( S ( v ) ) ~ . We have at once 
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T(O) = 1 = | |T| l p M and | T ( r ) | (K(m,q) + for ail M(0).< | r | .< N-M(O). 

Further supp T = supp S = E , ] j T | | M ^ ||S || and the lemma follows. 

We have now reduced our problem to that of finding a good lower bound on 

K(m , q) and this we procède to do 

LEMMA 3.5. The gênerai solution of T~] A™ tp(S) = 1 for ail S s § (m,q) 

is A T = ( - l ) c a r d T 1 (1 B\J [ T e ï ] > where B u = 0 if c a r d U > q but 

otherwise may be chosen freely. 

Proof. Observing that 

f T ( S ) = 0 for card S < card T 

f T ( S ) = 0 for card S = card T , T ^ S 

f s ( S ) = 1 

we see that the matrix ( f T ( S ) ) [ S e $ ( m , q ) , T e f ] is "triangular" and so has rank 

card 3>(m,q) (the largest possible rank ; the reader may find it instructive to write 

out ( f T ( S ) ) in full for m = 4, q = 1, 2, 3, 4) . Thus the S y s t e m of équations 

( * ) J ^ A T f T ( S ) = 1 [ S 6 $ ( m , q ) ] 

has exactly 

card | T : TGtfj - card 3>(m,q) = J T ^ { T : T e Y , card T = r J. 

linearly independent solutions. 

On the other hand 

zz f T ( s ) ( - i ) c a r d T - 1 d + z : ^ - z z , ( - i ) c a r d T " 1 o + r : ^ 

= S d

 srr

r

d
 s ) ( - D r - 1 ) + Z 2 K<cardUx<q U^T^S ( - D c a r d T " 1 ) 
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, x T ca rdS-cardU 
= 1 + 2 3 ( - l ) c ^ d U o ( H ) r ( c a r t o - caraUj, 

1 x< card U* q r=0 

=1 for ail S 6 § ( m , q ) , 

Thus A ^ = ( - l ) c a r d T " 1 ( 1 + 2 3 B, ) [ 0 ^ T ç ( l , 2 , . . . , m | ] , where B, = 0 

if Card U > q, but otherwise may be chosen freely, is a solution and, by the para

graph above, is the most gênerai solution. 

m q 
LEMMA 3.6 ( i ) . K(m,q) » inf I (?""?) D. | - 1 . 

D.eR D =1 r=0 t=0 r E 

3 = ' o 

Proof. Let A ^ be given in the form used in the statement of Lemma 3.5. We 

have 

1 2 J A

T I =1Z „ I 1 B u l 
l l 7 2 , . . , m } 2 T ^ 0 { l 7 7 , . . , m } 2 T ^ 0 ffîJQ.T 

m  

= z z c M + E : B u i 

r=1 cardT=r 0^U£T 

m  
> Q E : I + E : r : B i 

r=1 cardT=r cardT=r $AJÇT 

m r 
r=1 s=1 

where C = > ] B , , . Simplif ying by writing C n = 1, and noting 
s c a r d U = s , U c \ l , 2 , . . , m } u u 

that C = 0 for s > q, we have 

E J A T | > 2 3 I Z 3 ( m I | ) c s | - i . 
\ 1 , 2 , . . , m } 2 T ^ 0 r=0 s=0 

Now using the identity 

q-s 
( m ~ s ) = 3—'/Q-s ) / m - Q ) 

r ~ s j=0 V r + j 3 

obtained by equating coefficients of xr""s in ( l + x ) m ~ s = ( l+x) q "* s (1+x) m " c i , we have 

q q q-s 
7 ^ ( m _ s ) c = "T"1 T ~ , ( m " q ) ( q _ s ) c 
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q 

t=o ç 3> D t 

where D = Y ~ ) (^~f) C so that D = 1, D = 0 for t > q. Thus i S = Q q-i s o t 

m g 
ZZ{1.2,..,mj2T^0 I A T I > X Z I2ZC~t q ) Dtl - 1 where = 1. It follows that 

K(m,q)> inf E ! E Q D

t l " 1 

D o = 1 , D t e C r=o t=o 1 1 

m q 

= inf Z Z I I Z C ) ^ ! - 1 

D =1 ,D,eR r=o t=o 1 

as required. 

Remark. It may be helpful to write out the formulae in full for a spécial case such 

as m = 7, q = 3. 

At this point the author stuck completely. What follows is due to D r . J. H . Conway 

to whom I should like to offer my most grateful thanks. 

Observe first as a trivial conséquence of Lemma 3.6 (i) 

i m q 9 

LEMMA 3.6 ( i i ) . K(m,q)> V( inf £ Z (JZC'f) £>J ) - 1. 
D =1,D,€R r=o t=o 1 1 

o ' t = 

Proof. Use Lemma 3.6 (i) and the obvious inequality 

n 0 n 0 

i=1 i=1 

We are now in a position to use 

LEMMA 3.7 (Conway) : 

. - V ^ V Y ^ 1 ( n W Y2 (n+r+1 ) ( n + r + 2 ) . . . (2n+r) 
x r x 2 , . . ! n , x r e R , x o = 1 E Ç ^ ' V = ( r + D ( r + 2 ) . . . ( n + r ) • 

Proof, Set y. = ( -1) J x.. for 0 N < j N < r , Y j = 0 i f -n N <j N <-1 or r + 1 « j < r n + r . 
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Then, setting V z p = z r - z ^ , we have 

n+r r „ 0 n+r M 0 

E Ç ( k > / = E ^ y / . 

k=o j=o J J k=o 

We wish to minimize 

n+r r 0 

f(x x 2 , x r ) = 23(23 (")x) 2 . 
k=o j=o J J 

Observe first that f(x) -» 0 as I x| -»œ so that f has a global minimum. If we can 

show that f has a unique stationary point x* then this must be that global minimum. 

Suppose therefore that w = (w^, w 2 , . . . , w ) is a stationary point for f. 

Taking partial derivatives with respect to x^, x 2 , . . . , x^ we have (setting W Q = 1) 

that 

n+r r 

I Z O O k - W = ° L U P < r ] . 
k=o j=o J J 

Recalling the formula ^ f' ( )( _ ) = ( ) obtained by equating coefficients of x s 

r=o r s r 

in ( l + x ) n ( l + x ) n = ( l + x ) 2 n we see that 

^ v n + p - j 7 j 
[1 N< p N< r ] . 

But setting ŷ  = (-1 )Jw^ for 0 N< j <: r , y. = 0 if 1 -n <r j s< -1 or r+1 < j N< n+r 

this may be rewritten as 

V 2 n y k = 0 [1-n N< k <r 1+r-n]. 

Combining the conclusions of the last three paragraphs we see that some solution 

of 2 

V y k = 0 [1 -n N< k < 1+r-n], 

subject to y Q = 1, ŷ  = 0 for 1-n N< j N< -1 or r+1 <r j N< n+r, satisfies 

inf f (x) = zz (v n
 y k ) 2 . 

k=o 

Now the gênerai solution of 
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V 2 n z k = 0 for ail k 

is a 2n-1 th degree polynomial. Thus the System of équations with boundary condi

tions set up for y^ above has the unique solution 

y k = y(k) [0 s< k N< r] 

w h p r p v / , \ _ / ( j+n- l ) ( j+n-2) . . . ( j+1) ( j - r - 1 ) . . . ( j - r - n ) 
where y(j) - (-1) ( n - l ) ( n - 2 ) . . . 1 ( r + l ) . . . M ' 

We thus have 

n+r 

inf f(x) = YZ ( * n y ) W 
~ k=o 

_ (n+r+1 ) ( n + r + 2 ) . . . (2n+r) 
" ( r+1) (r+2) . . . (n+r) 

(the last formula being obtained directly for r = 0 and extended by induction on r ) 

and the lemma is proved. 

Remark. We only need this lemma to show (as Lemma 3.8 below) that K(ap,bp) -»œ 

as p œ . But to show this a much weaker and less detailed resuit would suffice. It 

would be very pleasant if such a simpler resuit could be obtained by more transparent 

combinatorial means. However a direct analytic rather than combinatorial proof of the 

resuit may be difficult to find, precisely because we use the resuit to show the failure 

of common analytic averaging descriptions(e. g. M(E) = A ( E ) f ) to characterize certain 

situations (e . g. M(E) = PM(E) ) . 

LEMMA 3.8. If a > b » 1 are fixed integers, then K(ap , bp) -*co as p . 

Proof. By Lemmas 3.6(ii) and 3.7 

w a n h n \ v \/7Tap+l)(ap+2).. .(1ap-bp)N 

K(ap , b p ) > V ( ( b p + 1 ) ( b p + 2 ) . . . a p } 
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\/7(ap-h1 )(ap+2). . .(ap+k)^ 
> v Mbp+1)(bp+2). . . (bp+k) ; (for (b-a)p >y k) 

- ( 2 ) k / 2 as p * o o . 

Since k was arbitrary K(ap , bp) + 0 0 as p - * o o . 

This is the last link in the chain of results we needed. We now have a 

Proof of Lemma 2.1. Suppose 1 > A > 0, K > 0 given. Choosing a > b > 1 

integers with A > b / a , we know by Lemma 3.8 that we can find p 1̂ an integer 

with K(ap , bp) >K+1. Set m = ap, q = bp, in Lemma 3.4. The conclusions of 

Lemma 2.1 can then be read of f directly from the conclusions of Lemma 3.4 and we 

are done. 

§ 4. FURTHER R E S U L T S . 

In this section we discuss the results to be obtained in the remainder of the paper 

by modifications of methods used in the first part. Before doing so we assemble some 

background results in Lemma 4.1. The reader is warned that we shall feel free to use 

thèse results or their proof s without référence. He should also note that although the 

results and proof s are easy they are not trivial. Lemma 4.1 (i) goes back at least as 

far as Salem and has been used to great effect by Varopoulos. Lemma 4.1 (ii) is a simple 

example of its use, due to Kahane. Lemma 4.1 (iii) answers a question which remained 

open for over 30 years (under only a slightly heavier disguise). The crédit for ending 

this remarkable situation is due to Bjork and Kaufman (separately). 
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LEMMA 4.1 . 

(i) If 6 > 0, n e ^ and E is a closed set with il X n " 1 " c (E) * £ ' t h e n 

l l x n - i l l A ( E )< 2 0 o e 1 / 2 -

(ii) A Dirichlet set cannot support a non zéro pseudo function. 

(iii) A closed set E is weak Dirichlet if and only if given £ > 0, N e Z , 

we can find a , a , . . . » 0 with YZ a

r = 1 a n d H TZ a

r % r - 1H C / F \ « £ * 
1 N + I r=N+1 r r=N+1 r r ^ K t j ) 

( i i i ) 1 Suppose X is a compact Hausdorff space and h n e C(X) with 

11 n II r m ^ K a r e g i v e n s u c n t n a t lim inf | h - 1| dp, = 0 for ail \L e M + ( X ) . Then 

given 6 > 0 we can find a^, a^, . . . >0 such that ) ] a n = 1, 
n=1 

H g : a n h n - 1 " c ( X ) < e -

(iv) A closed set E is weak Kronecker if and only if given f 6 S ( T ) and 

t > 0 we can find a » 0 with YZ a = 1 a n d H JZ a % - f II * S. 

r n=-oo n n=- oo n n 

Proof. (i) We may suppose 0 < 6 < - . Let I £ : R IR be given by 

I (x) = x for - £ 4 X S < £ 

I £ ( x ) = 2 S - x for £ 4. x N< 2 6. 

I (x) = -2£ - x for -2 e v< x « - & 

I £ ( x ) = 0 otherwise. 

Consider f £ ( t ) = I & ( s in t/2) [ t € ( - j T , i t ] ] . Clearly f E is continuously 

y\ A 
differentiable almost everywhere, so that m f (m) = f ' (m) and by Parsefal 's formula 
Z Z | f ; ( n ) r = ] ! f H 2 « 1 8 . 8 6. Thus 

n=- oo L 

C | f (n) | = | f (0)| - f F : n ^ l n f (n)| 
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s < ( Z Z n " 2 1 3 | n f _ ( n ) | 2 ) l / 2 

« : i o o e 1 / / 2 . 

Writing f (x) = I sin(nx/2) [x e ( - K , K ] ] we have (making the correct iden-
£ • n c 

tifications) f

 e > n = f o^n e A ( T > a n d s o H f

 6 , n " A(T) = " f e " A ( T ) ' I n P a r t i c u l a r 

therefore, if E is a closed set such that ]| 1 - Xnll c ( E ) ^ £ w e h a v e 

" 1 - II A(E) = « V 2 - X - n / 2 II A(E) = 2 « s i n n x / 2 «A(E) 

= 2 H f e , n l l A ( E ) < 2 0 0 e l / 2 -

(ii) Let T be a pseudo measure on E a Dirichlet set. We can find r(n) -*oo , 

e(n) -» 0 with U X r ( n ) " 1 "c(E) * £ ^ * W i t h t h e n o t a t i o n o f 

|T(m) - T(r(n) + m)| = 2 |<T , e i r ( n ) t i £ ( n ) > r ( n ) > l 

< 2 | | T ] | p M l l f

£ ( n ) > r ( n ) H A ( T ) 

0 as n •* œ . 

Thus lim sup |T(k)| = sup | T(k)| . 
k oo k e Z 

(iii) The necessity follows from (i i i) 1 below. To prove sufficiency we note that 

if a » 0, J22 a r = 1 then 'I Z Z a r ^ r " 1 " C(W) 4 8 imPlies r r=N+1 r r-N+1 r r 

H ^ Z - 1>H r(v\ < 6 w h i c n i n t u r n i m P l i e s
 H Z Z aJRefyr* " 1 ) H W R Ï < 4 & 

r=N+1 1 ^K ' r=N+1 1 ^ v ; 

(use the fact that | Y | = 1). Thus if ( i e M + (E ) we obtain Y~] a |Re(Y - l ) |d |L ^ 

r=N + 1
 r J 

4&|l|x||, and so, for at least one q » N + 1 , we have | Re(^Cq - l)|du,4r 4 

which in turn yields il [x : \fiqM - 11 > 8 £ 1 / / 2 j < 8 £ 1 ^ 2 1 | (our estimâtes, as usual, 

being on the safe side). Allowing & -> 0, N -»oo we have the resuit required. 
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(iii) ' Let T = \T~2 a m h r T 1 : T2, a r , = 1 > a r , > 0 }• T h e n r i s a convex subset 
r=1 1 r

 r =1 r r 

of C(E) and so its uniform closure F is also convex. Hence if O^F the theorem 

of Hahn Banach shows that there exists a \i eM(E) with h d[i > % > 0 for ail 
u 

h e r . In particular | J(hn~ 1 )d/i j> S >0 and so J| h n « 11 d \n \ > S for ail n. The 

contradiction proves the resuit. 

(iv) Proof as for (i i i ) . 

Remarks. 

(i) Lemma 4.1 (i) illuminâtes the privileged position of Dirichlet sets as against 

weak Dirichl et sets. Dirichlet sets are not simply sets with good uniform approxima

tion propertie s but also, owing to the structure of A ( T ) , with good A ( T ) norm 

approximation properties. The same kind of remark applies to Kronecker sets. Since 

the moral of this paper is that Kronecker sets are not typical Helson sets and Dirichlet 

sets are not typical N sets the point is worth thinking about. 

(ii) Our proof of Lemma 4.1 (i i i) 1 uses the Axiom of Choice. One simple consé

quence of Lemma 4.1 (i i i) 1 is the following (well known in the theory of sup norm 

algebras). If h^e C ( X ) , H ^ H ç ^ x ) * K and h n ^ * 0 aS n for each 

00 

x e X then given & > 0 we can find a p > 0 such that ) ' a n = 1 and 
r n=1 n 

oo 

\ annn " 11l c (X) 4 £* ^an we avo^d appealing to non classical theorems in the proof 

of this ? 

(iii) For further results on weak Kronecker and weak Dirichlet sets the reader 

is refered to [jo] and | j l ] . But his time might be better spent reading Q] and \js\ 

which form an élégant commentary on Lemma 4.1 ( i ) . 
5 0 
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Having got thèse results out of the way we turn to discuss the remainder of this 

paper. 

In Section § 5 we prove certain technical variations of Lemma 1.7 (the Linked 

Set Lemma) of which the following are typical and the most important. 

LEMMA 4 . 2 (The Central Lemma Second Version). Given K > 1, 1 > A > 0 , we 

can find a C ( K , A) » 1, an m(K , A ) e z + and an N Q ( K , A) > 1 with the following 

property : -

Given e > 0 , ?>, ̂  > 0 , p ,̂ p 2 > 0 and H : R * R a continuous monotonie 

increasing function with H ( 0 ) = 0 , we can find a monotonie increasing function 

n : Z + •> Z + (such that h(r) > r ) with the following property : -

Given e"1
 N Q ( K , A) < 1 M(0) < h(M(0)) < M(1) < h(M(l)) < M(2) < . . . < h(M(m)) < 

M(m+1) with 2 M(0) and M(r) intégral | j i r « m+l], we can find a finite set 

E ç [ - such that 

(i) M(m+1)E = 0 

m  

(ii) There exist b M ( j ) >. 0 with g > M ( j ) = 1 a n d 11 ̂ 2 V o ' W ' 1 11 C(E) 

N < 8 + ( 1 - A ) . 

( i i ) f card-[l 4 r^: m : | ^ M ^ ( x ) - 1 | <: 8 j>Xm for ail x e E 

(iii) || T|| p M = T(0) = 1 » K sup | T (r ) | 

M(m+l ) -M (0 )>r>M (0) 

(iv) | | T | | M < C 

(v) E + [- P 1 / (M(m+l)-M(0)) , p 1 / (M(m+l ) -M (0)) ] can be covered by intervais 

of length 6 ^ 2 p 2 such that J2 H ^ ) < ^ . 

LEMMA 1.7' (The Linked Set Lemma Second Version). The condition M(r+1) a 
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multiple of M(r) may be dropped in Lemma 1 . 7 and we can demand taking 

1 / 1 0 > 8 > 0 that if f is the trapezoidal function with f ( - 8 ) = f ( 8 ) = 0 , 
° 8 b 

f ( - 8 2 ) = f ( 8 2 ) = 1 , f l inearon [-8 , -b 2 ] [ - o 2 , b2], rb 2 , o ] , T \ ( - & , & ) 
o o b 

we have 

(vi) • f ( X M ( r ) ( e ) ) = 1 if e e E s r e S 

( X M ( r ) ( e ) ) = 0 if e € E g r ^ S [ 1 N < r « m, S ç {1 , 2 , . . ,mj] 

(In particular the E g are disjoint.) 

Remark. Condition (vi ) f is simply a picturesque way of saying | X M ( P ) ^ " 1 I ^ ^ 2 

for ail e e E g , r e S , | X M ( R ) ( E ) - 11 » S for ail e e E g , r ^ S . 

LEMMA 1 . 6 ' . We can ensure that the E^ of Lemma 1 . 6 are so constructed 

that there exist 1 / 1 0 >, o(j) > 0 , b (j) 0 as j - •oo such that (using the notation 

of Lemma 1 . 6 ) 

f 8 ( # M . ( j ) ( e ) ) = 1 i f e e E s > i e s 

WSt»> ( e ) ) a s 0
 i f e e E s > i G S 

[ K i < m, 0 ^ S Ç ( 1 , 2 , . . . ,mj ] . 

(In particular the E g are disjoint.) 

The proof s (except in the case of Lemma 1 . 6 ' where we have not bothered to prove 

the slightly easier Lemma 1 . 6 ) are simply more complicated versions of the proof s 

already given, the basic ideas being the same. In order to simplify the overall argument 

of the proof of the existence of a Helson set of non synthesis, we proved the weakest 

resuit necessary ; in what follows we shall be less economical. 
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I should advise against spending too much time on Section $ 5 which is only 

included for the following two reasons. Firstly it is sometimes convenient when trying 

to work out a construction to have results like the Central Lemma in their most gênerai 

form ; though usually it turns out later that a weaker form will do equally well. 

Secondly we start each of the remaining sections by exhibiting a simple technical 

variation on the methods used in the first three sections and then pushing it as far as 

it will go. For some of the more complex and less interesting refinements we use gêne

rai results obtained in Section § 5 rather than redeveloping the necessary machine-

ry . If the reader finds himself interested in a resuit or proof which uses a lemma from 

Section $ 5 he should either take the lemma on trust or work out some substitute for 

himself. 

With thèse exceptions the remaining sections are independent of each other (and 

to a large extent even of Sections § 1 and § 2). 

Section § 6 complètes our discussion of the relation between synthesis and 

various thinness conditions by proving THEOREMS 1.1 f and 1.1" which we quoted 

without proof at the end of Section § 2. The proof of THEOREM 1.1" uses Lemma 

4.2 (v ) . We also discuss (without reaching any profound conclusions) the relation 

between our results and those of Varopoulos and Kaijser on sets E c TT with 

A(E) = V ( D ° ° ) . Sections § 6 and § 9 leave open a number of interesting q uestions. 

(But the interest of Section § 9 lies in what we can answer whilst unfortunately the 

main interest of Section § 6 lies in what we fail to answer.) 

The remainder of the paper deals with the question with which we started in 
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Section § 1. "If we can approximate 1 in measure, how well can we approximate it 

in A ?" 

Consider the Banach sub-algebra A+(T) = j ) ] a x : > ] I a I < co) c A(T). 
lr=0 r r r=D r 

We call a closed set E c T a zéro set (Z A+ set) if there exists a 0 ^ f e A+ 

with f (e) = 0 for ail e e E. If A+(E) = A(E) we say that E is an AA+ set 

ï | f î lA+ (E ) 

with constant C = sup rm -—- (by a well known theorem of Banach C < oo ) . 
0^f€A(E) llt"A(E) 

Clearly C >/ sup || % I E'|j A+/R\. On the other hand, given 6 > 0, we can find for 
r e Z r {tL) 

each r e Z an Xpe A with j | Xp llA(E) ^ C + 6, X j E = / r | E . Thus if 

f = X Z a r x r G A WE HAVE FIe = ŒZ a r x r ) l E and so 

i m i A + ( E r < n i z arxr i iA,(E) = i i ^ ^ r i i A ( E ) < i z i a r r i i x r i i A ( E ) 

r=—oo r=—oo 

< ( c + e ) l H | | A ( E ) . 
Hence 

C = sup |1Xn|E||A+(E) 
ne Z v 7 

= sup inf [Y2\ a r l : Xn(e) = T^.a xr(e) for ail e e E ) 
neZ r=0 r=0 

= sup inf {YZ I a r I : 1 = Z Z ar Xr(e) for a11 e G E l 
neZ r=-n r=-n 

oo oo 
= lim sup inf { X Z I a r I : 1 = I Z ARXR(E) FOR A11 E E E } • 

n œ r=n r=n 

Note that an AA+ set is automatically a ZA+ set. 

Varopoulos has noted 

LEMMA 4.1 (v). Every Dirichlet set is AA+ with constant 1. 
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Proof. Suppose e > 0 , f G A(T) given. Then we can find an N such that 

} ' |f(n)| » lîftî A ( T ) " Ê / / 2 # F u r t n e r b y L e m m a 4 . 1 ( i ) we can find a P> N such 
n = " N 

that H X p - 1 l ] A ( E ) < ^ / 2 ( | | f | l A ( T ) + D . Setting g =^ZZ f ( n ) % n + p we have 

H g - f l U ( E ) < & a n d ë € A + ( T ) ' 

The remainder of the proof is standard but we give it in full , since in Section § 7 we 

shall repeatedly use results obtained by this kind of argument without going into the 

proof in détail. Given e > 0 , f e A(E) it follows by the results of the first paragraph 

that we can find g^e A + ( T ) such that 

lit - s j E l l ^ * e/2 , Il g l l l A + ( T ) 4 l l f l l A ( E ) 

l|f - ( g 1 + g 2 + . . . + g n ) | E | | A ( E ) K e / 2 n , || g j | A + ( T ) < e / 2 n - 1 . 

Now y ] g. converges in A(T) norm to g, say, where g e A + ( T ) , 
i=1 1 

l l g | l A ( T ) N < ! | f l l A ( E ) + ^ and | | f - g | E | | A ( E ) = 0 . Thus f = g|E and f e A + ( E ) , 

" f ' U + ( E ) n < " f ' U ( E ) + £ - S i n c e 6 w a s a r b i t r a r y " follows that |] f I 1 a + ( e ) = îl f l l A ( E ) 

and the lemma is proved. 

We also have the following results due to Drury (vi) and myself (vii) . 

LEMMA 4 . 1 . 

(vi) If E is Dirichlet then we can find f e A + ( T ) with f(e) = 1 if e e E , 

|f(x)| < 1 if x ^ E . 

(vii) If E^, E 2 are A A + sets with constants , C 2 then E ^ U E 2 is 

A A + with constant at most + C 2 + C 1 C 2 . In particular, by (v) , the union of n 

Dirichlet sets is A A + with constant at most 2 n - 1 . 
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(vii)' Suppose X is a compact Hausdorff space and , are closed 

subsets of X with Y ^ Y ^ X . Then, if g 1 , g 2 e C ( X ) , g |̂ Y^ = 1 [ j = 1 ,2 ] 

we have g 1 + g 2 - g ^ = 1 • 

Proof. (vi) See [ l ] . This resuit is a considérable refinement of (v ) . 

(vii) Observing that if g ^ e A ( T ) , g_.(r) = 0 for r ^ w then 

G = g l + g 2 - g 1 g 2 e A ( T ) > l l G l l A ( 3 . ) < H e 1 l l A ( T ) + 1 1 M A ( T ) + ^JA{T)^A(T) 

and G(r ) = 0 for r<r w we see that (vii)' implies (vii) . 

(vi i ) 1 Observe that G = 1 - O - g ^ O - g ^ . 

In Sections § 7 and § 8 we show that the results of Lemma 4.1 are (in some 

sensé) best possible. The first part of Section § 7 is devoted to the proof of 

THEOREM 7.1. 

(i) Given , C 2 > 1 we can find closed sets E^ , E 2 such that E^ n E 2 

consists of 1 point, E^ is A A + with constant Qi = 1 ,2 ] but E ^ U E 2 is 

independent with A A + constant 0 ^ + 0 2 + 0 ^ 2 . 

(ii) Given C . , C 2 ^ 1, B > 0 we can find disjoint closed sets E^ , E 2 such 

that E i is A A + with constant [ 1 = 1 , 2 ] but E ^ U E 2 is independent with 

A A + constant at least C 1 + C 2 + 0 ^ 2 - 6 . 

(iii) Given & > 0 we can construct n Dirichlet sets E^, E 2 , E n which 

are disjoint (respectively have E. o E. = (x j [i ^ j] for some x e T) such that 

U E. is independent with A A + constant 2 n - 1 - & (respectively A A + constant 
i=1 1 

2 n - 1). 
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We use the existence of the "strongly separating" function f ^(j) i n t n e n e w 

version of Lemma 1 .6 given in Section § 5 and one of the ideas of Drury in his paper 

[1] (referedto in Section J 1) to construct sets E which will have A A + constant 

exactly C . 

We shall also prove the following resuit. 

THEOREM 7.2. We can find A(1 ) , A(2) ç Z + and closed sets E 1 , E 2 such 

that E 1 n E 2 = jx} for some x e T , E^VE^ is independent, E^ is A A ^ j with 

constant 1 [ j = 1,2] but 

Z Z l a J < ° ° » ZD a r X » = ° 
F^A(DuA(2)u-A(i)u-jyj(2)u{o} r f i l ( i )uA (2 )u-A( l )u-A (2 )u{o} r / r 

for ail e <=E,jUE 2 has no non-trivial solutions (so in particular E^ U E 2 is not 

A A A ( 1 ) U A ( 2 ) ) -

Section § 8 (which, as we have stated before, does not use Section § 7) is 

devoted to a proof of 

THEOREM 8.1. There exists an independent weak Dirichlet set which is not Z A + , 

The second part of Section § 7 deals with a question suggested by the discussion 

in the two paragraphs preceeding Lemma 1.9. (The question is thus "internally genera-

ted" and the reader may prêter to ignore i t . ) As a temporary notation call a closed set 

E s-Weak Dirichlet if, given any c r e M + ( E ) , n e Z , b > 0, we can find an m^n 

with 

o - { x e E : \XmM - ^\ 4 8J>s | |cr| | [ o« r s< l ] . 
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Just as Dirichlet sets differ from weak Dirichlet sets so weak Dirichlet sets differ from 

s-Weak Dirichlet sets [p < s < 1J . The full resuit we wish to contrast with Lemma 4 . 1 

(iii) is 

THEOREM 7 . 3 . Given any 1 > s > 0 we can find an independent s-Weak Dirichlet 

set E such that, given any R > 0, we can find an 6 (R) > 0 such that for any 

XII a \s<R wehave *mXm ~ 1 " C(E) » & ( R ) • 

Moreover Theorem 7 . 3 is (at least qualitatively) best possible. 

LEMMA 7 . 4 . If 1 » s > 0 and E is an s-Weak Dirichlet set, then, given any 

e. > 0, we can find an R(&)> 0 such that lim sup inf{H) ; &MXM " 11l c(E) : 

2 Z I ^ K R ( £ ) } < £ -
m V n 

In the final section, Section § 9, we consider the tilde algebra 

A ( E ) = { f e C ( E ) : 2ï^ A ( E ) with sup ll f

n il A ( E ) < ° ° ' " fn " f " c ( E ) 0 } 

where, if f e A ( E ) , 

| | f l i X ( E ) = inf{sup | | £ n l l S ( E ) : H f n - f | l c ( E r 0 as n . « » j . 

It is easily verified that (A(E) , ]| || A ( E ) ) i s a Banach algebra. Beurling raised the 

question whether A(E) = A ( E ) . McGehee and Katznelson showed that in fact there 

exists a countable E with A(E) ^ A ( E ) (they proved rather stronger results which 

the reader will find in [ 7 ] , [$]) , but left open the question whether the embedding of 

(A(E) , Il 1 1 A ( E ) ) in (A(E) , 11 I 1 ^ e J ) is always isometric. Varopoulos [19] (or 

| J 3 ] ) showed that this is not so and that there exist closed sets E ç T with A(E) not 

even closed in (A(E) , ]] l l A ( E ) K Further E may be chosen to be of synthesis. 

The interest of this last sentence lies in the following well known équivalence 
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LEMMA 4.3. The following 3 statements are équivalent for a closed set E c T 

of synthesis 

l lf lL/ E ) 

(i) A(E) is closed in ( A ( E ) , ]| Hr^O with sup it-flf^T— < K . 
A ( E } f € A ( E ) ! l t i l A ( E ) 

(ii) If T e PM(E) , then we can find |X ae M(E) with || ^ 11 p M < K | ] T 11 p M , 

* T w e a k l y -

(iii) If T e PM(E) , then we can find U-n e M(E) with || |x n || p M < K |] T 11 p M , 

[L -» T weakly. 

Proof. The équivalence of (i) and (ii) follows from Hahn-Banach. The équivalence 

of (ii) and (iii) follows from the Banach-Steinhaus theorem. 

We say that a set E satisfying the conditions of Lemma 4.2 is of bounded or 

sequential synthesis with constant K. Varopoulos thus proved 

LEMMA 4.4 (Varopoulos). There exist sets which are of synthesis but not of 

bounded synthesis. 

Two other proof s of this resuit have since been found, the first by Varopoulos 

([20]) and the second by Katznelson and McGehee ( [ 8 ] ) . The reader will find further 

information well presented in the works cited ([7| , [s\9 \j9], \j3\). 

The définition of A ( E ) by itself suggests that the method of this paper might be 

applicable to the study of tilde algebras. We shall prove the following new results. 

THEOREM 9.2. There exists a translational set (ensemble de translation) E 

with A(E) not closed in A ( E ) . 
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THEOREM 9.3. 

(i) There exist closed sets E ^, E 2 intersecting at a single point such that 

E^, E 2 are of bounded synthesis with constant 1 yet E ^ U E 2 is not of bounded 

synthesis. 

(ii) There exist closed sets E^ , E 2 intersecting at a single point such that 

(A{E±) , |] | | A ( E )) is isometrically embedded in ( A ( E . ) , j| l ! A ( E )) [ i = 1 , 2] , 

and E^UE2 is independent yet A ( E 1 U E 2 ) is not closed in ( A ( E 1 U E 2 ) , |] l l A ( E U E > 

In proving his theorem Varopoulos characteristically uses methods which require 

great ingenuity in invention but little computation in exécution. It would not surprise me 

if by increasing the amount of détail a proof of Theorem 9.3 could be extracted from 

his first proof of Lemma 4.3 given in [l 9} . He has pointed out in conversation that a 

weaker resuit can easily be recovered from this proof. 

LEMMA 9.1 . There exist disjoint closed sets E i of bounded synthesis with 

oo 

constant 1 such that E. is closed and of synthesis but not of bounded synthesis. 
i=0 1 

Indeed I strongly suspect that a resuit considerably finer than those so far 

obtained is true and could be obtained by his methods. I conjecture that there exists a 

closed set E with A(E) dense in (A(E) , || Il A ( E ) ^ b u t A ( E ) ^ A ( E ) . 

§ 5. TECHNICAL IMPROVEMENTS. 

The first part of this section is devoted to the proof and use of 

LEMMA 5.1. Let 1/8 > e , ? î , X > 0 be such that rp128DC and 
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Q >y 1012 e. 1 n " 1 * 2. Set Q 1 = IÎO"8QTQ , Qq = [ l O ~20QT^ | . Suppose further we 

are given 1 * y > 0 with H : R •» R a continuous monotonie function with H(0) = 0, 

together with 1/8 > p > 0 such that 8Q « X 2 , Qh(4p) 4 jf. 

Given Q' ̂  1012 1 —2 an integer and closed sets E ^ E ^ T (not necessa-

rily disjoint), we can find , c T and linear maps : M(E^) M(E.J) [i = 1,2| 

such that 

(1) Q'EJ = 0 
(2) sup inf I ei " ei I ^ fe for a11 °"€ M(Ei^ 

ê 'esupp L̂ O" e^suppo" 

(3) | (L.o- - cr)A(r)| 4 ^ <r for ail | r | « Q Q , creMtE.) 

(4) L.ore M+(E^) , || L.(T|1M = Il <rfl M for ail (S eM+(E.) 

(and so in particular (L̂ O") (0) = 0" (0) for ail (J e M(E^)) |_i = 1 >2J 

(5) | X Q ^ ) - 11 < *>2 » I XQ(X2) - 1l > * for a11 xi with I xi - ei I < 

for some e.' e E.'. 

(6a) |(L20-)A(r)| < ^ INIM for ail Q ' - Q l > r > Q 1 , 0" e M(E2) 

(6b) |(L2o-Mr)| 4\(T(r)\ + ^||or|lM for ail | r\ 4 Q 

(6c) jO^O-Mr)! 4: T(l)^||M + |a (r ) | for ail r € Z , <J e M(E1n{2rcr/Q : 14r4Q\) 

(7) |(L2cr2 - L ^ ^ ^ r ) ! ^ |(0"2 - <rl)A(r)| + for ail | r | < Q l f (T.€M(E.), 

IKK4'1 [i = 1>2]-

(8) : | - e^j|< p for some ê j e Ejjj can be covered by intervais of 

length 2p with JZI H^ 4 lf# 

Remark. The introduction of the maps may obscure a fairly simple situation. 
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If the reader is unhappy about their meaning, ne should skim through the proof that 

follows and the use of Lemma 5 .1 in proving Lemma 5.2 considering the effect of 

L^ , L 2 on 2 fixed measures , 0 " 2 . In any case the reader will surely find it 

easier to consider the proof that follows as a collection of hints towards constructing 

his own proof. (However, the proof is given in full détail. ) 

Proof. This is a more complicated version of the proof of Lemma 1 . 7 from which 

we borrow the results of Lemma 3.1 together with the notation u, £ 

Define L" : M(T) M(T) by 

Q 
L"or = ] Q a ( [ ( 2 s - 1 ) ï t / Q , ( 2 S + 1 ) K / Q ) ) & 2 ; T S / Q [ i - 1 , 2 ] . 

If K is a compact set in T , write K" = U supp L"<r. It is clear that L" 
<7eM(K) 

is linear and 

(2)" sup inf | k - k " | < r c / Q for ail <reM(K) 
k e supp cr k" e supp L" a* 

(3)" | (L"ar- a ) A ( r ) | <||crl lM sup \% (x) - 1| < l l a i i îQ /Q for | r | < Q 1 

( 4 ) " L " < r e M + ( K " ) , 1lL"<r|lM = I M I M for ail CT e M + (K) 

(5)" Q K " = 0 . 

For each intégral 1 4' s $ Q we can find an intégral 1 « t(s) < Q 1 such that 

| 2TCS/Q - 2*t(s)/Q'| < K/Q' . Writing U = {2n:s/Q : 1 * s < Q } and define 

L" ' : M(U) M(T) by 

L ' " c r = g a ( { 2 K s / Q } ) 8 2 ] t t ( s ) / Q I . 

If K ç U write K'" = U supp L'" 0". It is clear that L'" is linear and 
(TeM(K) 

( 1 ) ' " Q ' L 1 " = 0 
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(2)"' sup inf |k - k,M| 4 rc/Q1 for ail a e M ( K ) 
KMI€=suppLmcr kesuppo* 

(3)111 |(Lii!cr - C7)A(r) | «: ||cr|| i r | r | /Q ' for ail creM+(K) 

(4)'" L ' "CT eM+(K'")» H L"'°"" M = " Œ" M for a11 <7eM+(K) 

(5)'" l U Q - l l l c ^ m j ^ ^ Q / Q ' . 

We have now defined 2 "shifting" opérations ; we now define 4 "convolution" 

opérations. Write e1 = 104/Q^\ so that in particular 0 * £' « e/10, Q 1 £ ' >, 104TJ""1 , 

Q Q £ ' « 10"10i|. Write x' = 10"4T^/Q S O that in particular 0 « X' = X2/10Q, 

0 « x1 « &/10, Q 1 X' >Y 104î? ~2, Q £ « 10"4Tî. We now define maps L.' : M(T) -» M(T) 

Q = 0 , 1 ] , L£ : M ( T ) - » M ( T ) by 

o r - v i Q ' 

L '<7= CT* a , _ 

L2 = ( r* 'A6- .Q-

It is immédiate that L1 , L ' , LJL are linear. 
o' 1 ' 2 

The définition of LJ, (a modification of ) is more complex. For every 

a e T write 

G ={x = a + 2)tr/Q' : |x - a| < , inf |x - 2Kt/Q| > 4KX/Q 

U t < Q 
and if c e M ( T ) , write L£ for that function C(T) C given by 

L^O-(f) = J < f , jf(x)>d<r(x) 

with ^(a) = caijd ̂  23 & a- Jt is clear tnat LJ,<r€M(T) and that is a 
a X€Ga 

linear map M(T) •» M(T) . The most important fact about LJ, is that since 

l^(a)- ^ 1 / 2 Q I * ^ 1 6 X W E N A V E 

(9) | |L^cr .l^or|l<16X||a|l 
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so, in particular, 

(9)' | ( L ^ C F ) A ( r ) - ( L ^ c r ) A ( r ) | « 16 X\\<r\] for ail r e Z , 

and this enables us to use estimâtes for L 2 0" ( r ) , such as those obtained in Lemma 

1.8, to obtain estimâtes for L^ 0" A ( r ) . 

This we proceed to do. Suppose K is a compact set in T . Write 

K' = U supp L.' (T [i = 0 , 1 , 2 ] . It is clear that 
1 (TGM(K) 1 

(2)^ sup inf |k o -k^ |<DC' for ail ar€M(K) 
k^e supp L^cr k Q e supp a 

(2)! sup inf | k.- kl | * fc1 for ail a eM(K), j = 1,2 
3 kjesupp LjC k^esuppor J J 

( 3 ) o ( a ) | ( L ^ ) A W k k ( r ) | | j l x l f Q I ( r ) U | a ( r ) | for ail r 

( 3 ) o ( b ) l ^ ô 0 " " ° " ) A ( r ) l x< HŒ" sup I X r ( x ) " 11 |r |DC' 

( 3 ) o ( c ) K L ' ^ ^ ^ I ^ I I T I I Î J for aU Q ' - 40X'~ 1
 T J ~ 1 » r >, 4 0 X - " 1 

( 3 ) î ( a ) | ( L > ( T ) A ( r ) | « | â ( r ) | for ail r 

( 3 ) î ( b ) | ( L ^ - 0 - ) A W | < l l < T | | M | r | e ' 

( 3 ) 2 ( b ) l ^ * 7 " a ) A ( r ) l < ll^ll M , fUp l ^ r ( x ) " 1 I < I'0"1' M l r l & i 

|x|$ e1 
and 
(4)l L^cre M +(K.') f |1 L ; <T 11M = |'| <T || M for ail j e M + ( K ) . 

By Lemma 1.8(ii) (which we also used above in proving ( 3 ) Q ( c ) ) w e have 

( 6 ) 2 ( a ) | ( l 4 V ) A ( r ) | = | ^ 6 l > Q ( r ) | | f f ( r ) | 

s<80e-- 1Q'- 1 |]o-H 

for ail Q 1 < r < Q - Q 1 , whilst trivially 

( 6 ) 2 ( b ) | ( L 2 ° - ) A ( r ) | < | â ( r ) | for ail r , 

so that, using (9) ' , we obtain 
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( 6 ) 2 ( a ) l ( L ^ ) A ( r ) | < ( 4 0 £ ' - 1 Q , _ 1 + 163C)||(r|| 

for ail Q 1 « r < Q - Q 1 and 

( 6 ) 2 ( b ) | ( L ^ o - ) A ( r ) U | â ( r ) | for ail r . 

Next, using Lemma 1.8(iii), we have 

<7)J* | ( ^ C 7 ) A ( r ) - ( L ' * < T ) A ( r ) | = | ( ( ^ & , ? Q - ^ W\ 

* | ( | X £ ' , Q " ^ e , > Q , ) A ( r ) | | | ( r | ! 

« 4 0 0 ( 0 ^ 0 + Q 1 / Q ' ) I I ^ I I 

so that by (9) 1 

(7)\2 | ( L ] 0 - ) A ( r ) - (L^d ) A ( r ) | < ( 4 0 0 ( 0 / 0 + Q / Q ' ) + 16X) ||<r|| 

for ail | r k Q r 

We are now in a position to define , and obtain their properties. Write 

L 1 = L ' M
 C LJ[ c L " | E 1 

L 2 = L£ c L'" c L " | E 2 

E ' = O supp L 1 cr 
1 creM(E1) 

E ' = U supp L 90". 
^ (T€M(E2) 

Observe first that : M(E^) -*M(E.j), L 2 : M(E2) M(Ep being the compositions 

of linear mappings are themselves linear. If 0" e M(E1) then by (5)" Q supp L"<r = 0 

so, by the définition of , Q supp(LJ| o L")a"çQ(supp L"0" + supp u^, Q ) = 0 (the 

notation is slightly abusive). (We used this fact implicitly to give L M I o L j o L" well 

defined.) By Q' supp(L m c LJj c L")0" = 0 and so Q' supp cr c 

Q'(supp(L'M o L ' c L") + supp a. ^ , ) = 0. Again L f M (LM0") is indeed well defined 

and Q1 supp L M , (L "c r ) = 0 and so, examining the définition of LJ,, we have 
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Q' supp(L' o L"' o L")cr = o. We have thus proved (1). By (2)", ( 2 ) m , (2)' and (2).' 

we have 

sup inf |e. - eJ| 4 rc/Q + rc/Q' + X' + e1 < e 
ê  e supp L^O* e^e supp (7 

for ail creMfEj) [i = 1,2} so that (2) is proved. Next we note that by (4)", ( 4 ) M 1 , 

( 4 ) ; 

1|L»(7ll . < | | C 7 | | , i|L'»(T|| < Hff||, 1]L'0-|U< Ha]] | i = 0 f 1 , 2 | ; 

we shall use thèse facts repeatedly. For example (3)", (3)'" and (3)^ now give 

1(1^0"- ( T ) A ( r ) | « 110"H ( K Q / Q ' - H i ï Q / Q ' + Q Q e ' + Q Q X ' ) .< -^||ofl 

for | r | ̂  Q q , so (3) is proved. 

As we remarked above Q supp(LJj c L")o* = 0 for ail 0" <EM(E.J) SO by ( 2 ) m 

and (2)' o 

I *>Q(xJ - 1| < I X Q U - , ) - ^ ( e ^ l + | / Q ( e i ) - 1 | 

< Q|x1 - e j + Q / t / Q ' + QX' = Qp + 10"3KQ + X 2 /10 « X 2 

whenever | x̂  — eJJ | < p for some ê j eEJj. Again Q 1 supp(L , M o L " ) ( T = 0 for ail 

0" e M ( E 2 ) SO examining the définition of LJ, and in particular the form of the measure 

| - (2Rs/Q') we see that e£ esupp L £ ( ( L m o L")0") implies inf | e£-2Kt/Q)|> 4 T T X / Q . 
14 t̂  Q 

Thus 

inf \x9 - 2TCt/Q| >y inf |e' - 2*t /Q| -
Ut4Q U U Q 

>y 4 KX/Q - X 2 / 8 Q > 2 KDG/Q 

and so | 7CQ(X2) - 1 j ̂  X for ail x 2 with | x 2 - e^| < p for some e^ e E ^ . Thus 

(5) is proved. 

From (6)jj we obtain 

| ( L 2 < r ) A ( r ) | < (80£ '~ 1 Q ~ 1 + 16X)||(L»» oL")cr| | 
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( 8 0 e ' - 1 Q ~ 1 + 16JC)||cri] 

T^|la|| for Q ' - Q 1 » r » Q 1 , a e M ( E 2 ) 

so that (6a) is verlfied. Again 

| ( L 2 f f ) A ( r ) | « | (L"' o L " < r ) A ( r ) | 

<|ô-(r)| +H<rl| (JCQ 1/Q + JTC^/Q' ) 

s< |or(r)j + lier|| for ail \r\4Q^ 

and (6b) follows. The remaining assertions are also easily verified. We now obtain a 

version of the linked set Lemma which is easier to handle than our original one. 

LEMMA 5 . 2 . If 1 > e , \ > 0 and N(& , ^) = 1600([e""17|~ 1] + 1), then, given 

1 > 8 > 0 and m » 1, we can find a monotonie increasing function h : Z + -> Z such 

that 1 0

1 0 0 m 7 j ~ 3 m S " 2 m r >, h(r) » r with the following properties : -

Given N(e , T\) = ^M(O) < h(M(0)) < M(1) < . . . < h(M(m)) < M(m+1) we can find finite 

sets E s £ ["-£,£] and measures f̂ s e M + ( E g ) with ||JJLs|] = 1 [S c { 1 , 2 , , . . ,m)] 

such that 

(i) M(m+1)E S = 0 

(ii) f & ( ; C M ( p ) ( e ) ) = 1 if e < = E s , p e S 

f ^ ( ^ M ( p ) ( e ) ) = 0 if e e E s , p e S 

(iii) | P - S ( r ) | > ^ implies | (X s (r) - M- T (r) | « ^ 

for ail S ç T ç ( l , 2 , . . . , m j , M(m+1) - N » | r| >y N 

(iv) | p - s ( r ) | , | | x T ( r ) | > 7̂  implies | H - S n T ( r ) | ^min( |u . s (r ) | , | fX T (r ) | ) - ^ 

[ S , T ç { l , 2 , . . . , m ] , M(m+1)-N» | r | > N ] 

(v) | ^ ( r ) | < C 7 7 for ail M(m+1) - N > | r | > N 
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(Recall that f is the trapezoidal function with f « ( - 8 ) = f ( S ) = 0, f c ( - 8 2 ) = 1, 

f g l inearon [ - S , - 8 2 J , [ - & 2 , 5 2 ] , [ g 2 , 5 ] , T s [-&,&]). 

Proof. In order to prove the resuit inductively, we replace o, T|, 6 in condi

tion E s ç [ - £ , £ ] and in the condition ( i i ) , (i i i) , ( iv) , (v) by 8(1 - 2~"m""4), 

T̂ (1 - 2 ~ m ~ 4 ) , 6(1 - 2 ~ m ~ 4 ) calling the new conditions so obtained ( i i ) m > O-ii)^ ( i v ) m -

( v ) m ; thus, for example, (v) becomes 

( v ) m | ^ ( r ) | < t ( 1 - 2 - m - 4 ) . 

If we take h(r) = 4r, V-0= ^e/2 M( 1 ) 9 ^ i s a t o n c e clear (using Lemma 3.1) that 

the (modified) lemma is true for m = 0. 

Now suppose that the (modified) Lemma is true for m = n. 

Then in particular we can find h : Z + Z + with 1 0 1 0 0 n 7 | ~ 3 n 8 ~ 2 n r ^h(r) > 

1 Q 50(n+l)^-3ng-2n r g u c h t h a t ^ g i v e n M ( e ? T j ) = 1 M ( 0 ) < h(M(0)) < M(1) < . . . 

. . < h(M(n)) < M(n+l)<h(M(n+l)) < M(n+2), we can find finite sets 

E^ n ) ç [-6(1 - 2" m ) , £(1 - 2"mîl and measures ^ n ) ç M + ( E ^ n ) ) with f| ̂ \ \ = 1 

[ s c {1,2, . . . ,mj] such that 

( i ) n M(n+1)E S = 0 

<*>n f 8 d - 2 - n ) ^ M ( r ) ( e ) ) = 1 i f e e E S ^ r " S 

f 8 ( i - 2 - n ) ( W e ) ) = 0 i f e e E s n ) ' r ^ s 

( i i i ) n | ^ n ) ( r ) | ^ ( 1 - 2 - n ) implies | ^ n ) ( r ) - ^\r)\ .< T(( l -2~ n ) 

for ail S e T e { l , 2 , . . . , n } 

( i v ) n I ^ S O ^ I > ^ i n ( | ^ n ) ( r ) | , | ^ n ) ( r ) | ) - ^ ( 1 - 2 - n ) 

( v ) n | ^ i | ( l - 2 " n ) for ail M(n+1) - N > r > N . 

We now apply Lemma 5.1. 
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Since M(n+1) » 1012 [ 8 / ( M ( n ) 2 _ n " 1 2 ) ] (2_n_7ij r2((1-2_n-5)&r2, 

M(n+2)»1012 8 ( 2 " n _ 7 & ) 2 M(n+1) and M(n) «10 24 M(n+1)(2 n 7T|) J. Lemma 5.1 

shows (setting Q1 = M ( n +2 ) , Q = M(n+1), Q = M(n) and writing Q1 = M (n) = 

= 10 8M(n+1)(2 n 77))) that, putting E(n> = U 
S e { l , 2 , . . . , n j 

(n) 
Eg , we can find 

Ê n , E^n+1)çT and linear maps L. : M(E^nJ) -* M(E|n+1)) [i = 1,2] such that 

(1) M(n+2)Ejn+1) = 0 

(2) sup inf | e. - ê  U 8 2~"n~7/M(n) for ail cr G M(Efn*) 
eJCsuppL ĉr ê Gsupp cr 

(3) l ( L i C r - o r H r ) U 2 - n - 7 î | | | a | | for ail | rk<M(n), crG M(E<n)) 

(4) L.crG M+(Ejn+1)), llL.a|lM = l|cr|lM for ail cr G M(E<n)) 

(5) \%Q(x^)- 1 k< (d-2"n-5)8)2, IXQ(x2) - 1 I >/(l -2"n"5)& 

(6a)' | (L2a) ( r ) | 4 2"n"7Tj ||a|lM for ail M(n+2)-M*(n) » |r | » M*(n) 

(6b) ' | (L2Œ ) ( r ) | N< | cr(r) | + 2""n_77j | \a\ lM for ail | r | « M*(n) 

(6c)1 l ( L i 0 - H r ) k < k r ) | + 2""n"77j ||a||M for ail r C Z , crC M(E(n)) 

(7)» I (L2<r2 - L ^ M r ) I s< l(cr2 " °" ^ V ) I + 2 ~ n _ 6 ^ for ail 

| rk<M*(n), cxGM(E(n)), [ i = 1 , 2 j . 

Foreach S e {1,2, . . . ,nj set > = L 2 M ^ \ M-gUiiLlJ = L1 ^ and write 

EU+1^ = supp^U+1^ for a11 { 1 , 2 , . . . , n+1J. The condition Eu ç [-e(i-2""n~1) , 

e(l-2~n~1)] follows from (2) (observing that 2~n~7/M(n)N< e 2~n~2). Condition (i)n+1 

follows from (1), (ii)n+1 follows from (ii)n and (2) for 14 r4 n and from (5) for 

r = n+1. Condition (v)n+1 follows from (6a) and (v)n (note that M(n+1) - N » M (n) 

and that M^+^(r) is periodic in r with period M(n+1). 
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There remain the proof s of ( i i i ) n + 1 and ( i v ) n + 1 which we shall do by splitting up 

into cases. If S ç (1,2, . . . , n + l j , we shall write S = S\{n+1] . To prove ( i i i ) n + 1 

suppose S ç T ç { l , 2 , . . . , n + 1 j and I ^ n + 1 ) ( r ) | >, r l ( l - 2 ~ ( n + 1 ) ) . If | r | « M*(n) then 

(6b) and (6c) show that | @ ( r ) I > l ^ (

s

n + 1 ) ( r ) | - 2 ' { n + 7 \ and so l ^ ( r ) | > T | ( l - 2 _ n ) . 

Since T*2 S*, ( i i i ) 1 now shows I ^ j ( r ) - M-^l(r) |* T | ( 1 -2~ n ) . Using (6b) if n+1 G S, 

(6c) if n+1 ^ T and (7) if n+1 G T , n + l £ s , we obtain l ^ + 1 \ r ) - j 2 ) ^ + 1 \ r ) | 4 

T { ( l - 2 " n ) + i|2~"n~7

s< T^(l-2~ n"~ 1) as required. If M(n+2) - M * ( n ) r >y M*(n), then (6a) 

shows that n+1 G S (and so n+1 G T ) . We now use (6c) to show that 

I V$(r) I >. I ^ n + 1 >(r) I - 2 - " - ^ » (1-2- n ) ! j so that by ( i i i ) n I ^ ( r ) - ^ n j ( r ) I « ( l -2" n ) i j 

andby(6c)aga in I ^ + % ) - § + 1 >(r) | = I L ^ " ] - ^ ( r ) I 

< l^ n2(r) - @ ( r ) I + - t i s J | 2 - n - 7 < ( 1 - 2 _ n ) n + 2 .2~ n - 7 î ( 4 ( l ^ - " - 1 ) ^ Condi-

tion ( i i i ) n + 1 follows on observing that has period M(n+2). 

If a l f CT2 G M(EV 0, I c r ^ r ) ! » I c r 2 ( r ) | then Acr^r) = cr 2 (r ) for some | A | ^ 1 , 

and so, if | r | s < M % ) , we have | L . ( A a 1 - cr 2) ( r ) | < 2"n"7^ ( | A| ||cr 11| + llo^ll)^ (by 

(6b) and (6c)) . In particular | (L. cr.) ( r ) | > | (L. o"2) ( r ) | + 2" n " 7 ( | |o 1H + ||cr2H). Thus, 

if S , T ç ; { l , 2 , . . . , n + 1 j and | r 14 M*(n), ( i v ) n and (7) imply 

| ^ ) ( r ) | > min( I ^ > ( r ) | , | ^ n + l ) ( r ) | ) - 2 ' N ' \ - 2~^\ - ( 1 - 2 " ^ 

4 min( l ^ s ( r ) I , I ^ T ( r ) | ) + ( l - 2 " n " 1 ) 7 | . On the other hand, if M(n+1) - M*(n)> r >y M*(n), 

then, by (6a), the relation l ^ g ^ r ) I > min( | ^ + 1 ) ( r ) I , I ^ + 1 ) ( r ) I ) - ( 1 - 2 ~ n " 1 ) ^ 

is trivially satisfied unless n+1 G S O T . But if n+1 G S n T , then the relation stated 

is satisfied because of (6b) and ( i v ) n « Condition ( i v ) n + i i-s thus proved. 

Let us state and prove another easy conséquence of Lemma 5.1. 
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LEMMA 5.3. Suppose 1 » e, î , o > 0 given together with positive integers N and 

k, then there exists an M Q ( e , ij, o, k , N ) ^ 4N such that, given K > 1 > p 9 f > 0 and 

a monotonie increasing function H : R + •» R + with H(0) = 0 and M" >s M q , M ^ M ^ ^ ' K - 1 

such that MH(4p) 4 f, M» » M Q Mp~ 2 together with finite sets E g ç [ - E ( i -2" k ) ,e( l -2~ k ) ] 

and measure H s G M + ( E S ) with ||fi || = 1 [ s c { 1 , 2 , . . . ,mj] such that 

( i ) k ME g = 0 

( i i i ) k l ^ s ( r ) | >^( l -2" k ) implies I ^ s ( r ) - ^(r) k < T j ( 1 - 2 " k ) 

for ail S ç T ç { l , 2 , . . . , m } , M - N » | r | > N 

( i v ) k | ̂ s ( r ) | , | ^ T ( r ) | > ^ ( 1 - 2 ~ k ) implies 

I ^ S f i T ( r ) ' * m i n ( ' ^ S ( r ) ' ' l ^ T ( r ) D " T ( ( 1 ~ 2 " k ) T s , T ç { l , 2 , . . . , m } , M-N » | r I > N} 

( v ) k I |4p ( r ) | N< (l-2" k ) for ail M-n » | r I » N , 

then, for p G { 1 , 2 , . . . ,mj fixed we can find finite sets E^ Ç [ _ e ( i - 2 ~ k ~ 1 ) , e( l -2~ k ~ 1 )] 

and measures G M + ( E ^ ) with = 1 [ s ç { 1 , 2 , . . . ,mjj such that 

( i ) k + 1 M ' E ^ = 0 

^ ^ - k - i W 0 ' » - 1 i f e ' G E s > r G S 

F 8 ( i - 2 - k - 1 ) ( X M ( e , ) ) = ° " e ' G E s > r ^ s 

( i i i ) k + 1 | ^ ( r ) | > ^(l-2" k " 1 ) implies | j ^ ( r ) - H^(r) | ^ ( 1 - 2 ~ k ) for ail 

S ç T ç ( 1 , 2 , . . . , m } , M' - N » | r | » N 

( i v ) k + 1 ' ̂ S ( r ) I ̂ T ( r ) ' > U^- 2" 1*"" 1) implies 

l K g n T ( r ) U min( | ^ ( r ) I , | f i^(r) I ) - T ( ( l - 2 ~ k ~ 1 ) for ail S , T c [ 1 , 2 , . . . ,mj, 

M' - N >y I r I N 

(v). - I M r ) I x< 7î(l-2"k"1) for ail M' - N >, | r | > N , 
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( v i ) k + 1 | | i s ( r ) - [x s , ( r ) k< 7̂ 2 k 1 for ail | r k M" 

(vii) 1 sup inf le - e' | S 2 2~ k " 1 M ' " 1 

( v i i i ) k + 1 U [x : | x - e k< K / M 1 for some eGE^J can be covered by intervais 

of length E N< p with XDH(9v< f • 

Proof. By Lemma 5.1 (and the remark that H(4/p Q) -» 0 as Q •* 0 0 ) there exists 

an M Q depending only on e , T | , b , j% p > 0 such that if M", M' , M, E ^ are as given 

in the hypothèses, the following is true. Write F 1 = U E Q , F 9 = U E Q . Then we 
' p e s b z

 P £ s b 

can find F ! ç T , M - N >• M 1 >, M" , and linear maps L i : M(F^) M(Fp [i = 1,2] such 

that 

(1) M'F. 1 = 0 v 7 1 

(2) sup inf le - e.' | <rxSî{2" k" 4 M " - 1 

e^GsuppLjO eXsupp cr 1 

(3) I ( L ^ - cr) ( r ) | 4 2 ~ k ~ 4 T j ||CT| | for ail | r | < M" , cCMfF.) 

(4) L . o G M + ( F p , HLJOII = |WI for ail o £ M + ( F . ) 

(5) t ^ k _ ! ( X M ( e ' ) ) = 1 if e' G F ^ 
6(1-2 ) ' 

f

8 ( 1 _ 2 - k - l / * M < e , » = ° i f e' £ F 2 
(6a) | ( L 2 c r ) ( r ) | < 2 k 47{||cr|| for a i l M' - M ^ r ^ M ^ crG M ( F 2 ) 

(6b) I ( L 2 c r H r ) I * lor(r) I + 2 " k ~ 4 7 | | | a | | for a i l r 

(6c) K L ^ ) (r) | 4 |cr(r) | + 2 ~ K 7 j | |cr|| for a i l r 

(7) l ( L 2 c r 2 - L^cr^) (r) k | (<T2 - cr^ (r) | + 2"k" 4Tj for a i l | r | < M r 

c r i G M ( F . ) , llcr.||M«:1 [ i = 1,2] 

(8) { x 1 : ' x -j " e \ I K / M 1 for some ê j G Flj] can be covered by intervais 
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of length P.p< p with y~"!H(g.)< f. 

Set = L 1 u, g if p e S, ji^= L 2

M ' s i f p ^ S > E S = s u P P ^ s ' C o n d i t i o n s 

( i ) k + 1 , ( i i ) k + 1 , ( v i ) k + 1 , ( v i i ) k + 1

 a n d ( V i i i ) k + 1 follow from (1), (5) , (3), (2) and (8) 

respectively. Since p £0, condition ( v ) k + 1 follows from ( v ) k and (6b) for M-N >y r > N 

(so by periodicity M 1 - N » r > M 1 -M+N) and from (6a) for M 1 -M+N > r » M-N (note that 

M 1 « M - N ) . To prove ( i i ) k + 1 , ( i v ) k + 1 we argue by cases. By periodicity it suffices to 

consider M 1 - M > r » N . 

If N $ r « M 1 , then by (6b) or (6c) ifJ^(r) | > î^ ( l -2" k " 1 ) implies 

l ^ s ( r ) I>T((1-2"K) and so, if S ç T , | ̂ ( r ) - ^ s ( r ) k ^(1-2~ K ) , so that by (6b) 

(if p G S , T ) , (6c) (if p £ S , T ) or (7) (if P C T , p £ s ) I ^(r) - j ig(r) k T ^ ( l - 2 " k " 1 ) , 

so ( i i i ) k + 1 is true. If M., r ^ M-M^, then if p £ S, ( i i i ) k + 1 is vacuously true by 

(6a). If p G S ç T , then p C T and ( i i i ) k + 1 follows from ( i i i ) k and (6c). 

Similarly suppose S , T c { i , 2 , . . . , m J . If p £ S n T , then (iv ) k + 1 is vacuously 

true for M^<rv< M-M^ and follows from ( i v ) k and (6b) or (7) for N « r $ M.,. If 

p G S n T , then ( i v ) k + ^ follows from (6c) and ( i v ) k . 

As an immédiate corollary of Lemmas 5.2 and 5.3 we have 

LEMMA 5.4. If 1 > e, i[ > 0 and N ( e , îj) = 1600( [ E " 1 + 1), then given 

1 > 8 , f, p > 0 , K ,m^1 and H : R+-> R + a monotonie increasing function with 

H(0) = 0, we can find a monotonie increasing function h : Z + •* Z + such that h(r) > r 

with the following properties : -

Given 2N(e , ^ ) = 5 M(0) < h(M(0)) < M(1) < . . . < h(M(m)) < M(m+1), we can find 

H s , E s satisfying the conclusions of Lemma 5.2 such that additionally 
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(vi) LJ {x : | x - e | ^ K/M(m+l)l can be covered by intervais 
0^ S ç { l , 2 , . . . , m J 

length eiN< p with YZ H ( E i ) 4 p 

Proof. Fix e, r^9 o , p k , m once for ail. Let W(n) be the statement. Given 

K Q >, K, there exists a monotonie increasing function h n : Z + Z + such that 

h n ( r ) r with the following properties : -

Given 2N(e , TJ) = I M(0) < h(M(0)) < M(1) < . . . < h(M(m)) < M n(m+1), we can find 

finite sets E g n <= [ L e ( l - 2 " n ~ 4 ) , e ( l - 2 " n ~ 4 ) ] and measures H s n e M + ( E S n ) 

with | | j i s n l | = 1 such that 

( i ) n M n ( m + 1 ) E s > n = 0 

( l i ) n £ S ( l - 2 - n - 4 ) ( X M ( P ) ( e ) ) = ' " 6 € E S , n ' P £ S 

f 8 ( i _ 2 _ n _ 4 ) ^ M ( p ) ( e ) ) = ° i f e £ E S , n ' P ^ S 

( i i i ) n 1 ̂ S , n ( r ) 1 * ^ 0 - 2 " n " 4 ) implies I p ^ n ( r ) - i y n ( r ) I < ^ ( l - 2 " n - 4 ) 

for ail S S T Ç ( l , 2 , . . . , m j , M (m+1) - N >, I r I » N 

( i v ) n 1 ^ S , n ( r ) 1 ̂ T , n ( r ) 1 » ^ d - 2 " " " 4 ) implies 

^ S n T , n « l » m i n < ^ S , n < r > I • l ^ . n W D " to-2""-4) 

C s , T e { 1 , 2 , . . . , m ] , M n ( m + 1 ) - N » I r | » N ] 

( v ) n n ( r ) | v< ( l - 2 ~ n - 4 ) T j for ail M n(m+1) - N » | r I » N 

(vi) If 1 « p « n , then ( J { x : | x - e | < 4 K / M (m+1) for some e £ E „ l 
pGS 

can be covered by intervais of length IL <r p such that ) \ H(P )̂ = jf/m. 

For n = 0 this is a re-statement (with coarser inequalities) of Lemma 5 .2 . On the 

other hand if W(n) is true, we can apply Lemma 5 .3 , taking k = n + 4 , 0 < K < 1/(8K Q ) , 
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M n (m+1)^ M Q (e , 7 | , b, m , N ) and M n + 1 ( m + 1 ) »M n (m+1)M o ( e , S, m , N)K 1 , choo-

sing a p i=P such that M 1(m+1 )H(4 p J ^ f / m and K » 8K . Lemma 5.3 • n+1 n+1 n+1 

now gives us E g n + 1 , Hg n + 1 satisfying W(n+1). 

This last assertion is checked as follows. Conditions ( i ) n + 1 , ( i i i ) n + 1 , ( v i ) n + ^ , 

(v) <| and that part of ( i v ) n + 1 dealing with p = n+1 follow from ( i ) k + 1 (with 

M' = M n + I ( m + 1 ) ) , ( i i i ) k + 1 and ( v i i i ) k + 1 of Lemma 5.3. Conditions ( i i ) n + 1 > ( i v ) n + i 

for K< pN<n follow from ( i i ) n and ( i v ) n together with the observation that, since 

(vii). 1 gives sup sup | e - e ' I ' 8 2 TÎ 2~ n~^/M ..(m+1), we have 
k + l e»£ES,n+10 , eGE^S,n 

sup inf I X M ( p ) ( e ) " * M ( p ) ( e , ) 1 < ^ 2 " n " 5 M ( p ) / M n + I ( m + 1 ) « S 2 2~n~5 and 
S,n S,n 

U îx : | x - e k < 4 K / M (m+1) for some eGE } çr (J (x : | x - e | < 4K / M ..(m+1) 

for some e£E s j for ail 1 $ p ^ n. 

Thus by induction W(m) is true. But W(m) is a statement of the conclusion of 

the lemma, and so we are through. 

The arguments of Section § 3 show us that, using Lemma 5.2 and Lemma 5.4 

respectively in place of Lemma 1.7, we get the following 2 improvements on Lemma 2.1 

(the Central Lemma). 

LEMMA 5.2'. Given K > 1 , 1 > A > 0 we can find a C(K , X) >y 1, a 

B(K , A)> 0, an N Q ( K , A) >y 1 and an m(K , A) G Z + with the following property : -

Given e , o > 0 and N >y e ~ 1 N Q ( K , A) an integer, we can find a monotonie 

increasing function h : Z + Z + such that & 2 m r >y h ( r ) > r with the following property: -
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Given N = j M(0) < h(M(0)) < M( 1 ) < . . . < h(M(m)) < M(m+1 ) we can find a finite 

set E g [-e , e] and a measure T G M(E) such that 

(i) M(m+1)E = 0 

(ii) f J j ^ M ( r / e ^ takes the value 0 or 1 if eGE, 1 « r « m 

card [l ^ r ^ m : fg U M ( r ) ( x ) ) = 1} >s Àm for ail xGE 

(iii) | | T || = T ( 0 ) = 1 > K sup | T ( r ) | 

M(m+1)-M(0)»r»M(0) 

(iv) I I T | I m 4 ' C . 

LEMMA 5.4' . Given K > 1, 1 > A > 0 we can find a C(K , A) » 1, an 

N Q ( K , A) ̂  1 and an m(K , A) £ Z + with the following property : -

Given e , S > 0 and N >y £ ~ 1 N Q ( K , A) together with K >, 1, 1 » p , f > 0 

and H a continuous monotonie increasing function H : R -» R with H(0) = 0, we 

can find a monotonie increasing function h : Z + -» Z + such that h(r) > r with the 

following property : -

Given N = \ M ( ° ) < h(M(0)) < M( 1 ) < . . . < h(M(m)) < M(m+1 ) we can find a finite set 

E c Q-e , e] and a measure TGM(E) such that 

(i) M(m+1)E = 0 

(ii) f J j ^ M ( r / e ^ takes the value 0 or 1 if eGE, 1 < r < m 

card {1 < r * m : f g W M ( r ) ( x ) ) = 1}> Am for ail xGE 

(iii) H T | L m = T(0) = 1 >,K sup | T ( r ) | 

M(m+1 ) - M ( 0 ) » r » M ( 0 ) 

(iv) I I T | | M * C 

(v) {x : |e - x | ^ K/M(m+1) for some eGEJ may be covered by intervais of 
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length B. « p such that J^2 H < ^ ) * f • 

The essential improvement on Lemma 2.1 in Lemma 5 . 2 ' lies in the fact that we can 

now choose M(r+1) without the restriction M(r) divides M(r+1). This is frequently 

very helpful in constructing proofs (it would have simplified the construction of the 

in the proof of Lemma 2 . 2 for example). The fact that we can take h linear in Lemma 

5 . 2 ' like the condition (v) of Lemma 5 . 4 ' shows that supp T is in some sensé rather 

thin, and we shall use thèse 2 results in Section § 6 ("How Thin Can a Set of Non 

Synthesis Be ?"). 

However, the main purpose of this section is to prove the following resuit. 

LEMMA 5.5. Given e , T | > 0, we can find an N(e , TJ) such that, given m G Z + , 

xGT, and F a closed set in T such that GpF ̂  T , we can find a monotonie 

increasing function h : Z + Z + with h(r) > r having the following property : -

Given M p ( j ) [ U p * m , 0 i j ] with N = M^O) , h(M p (j)) < M p I ( j ' ) whenever 

0 ^ j < j 1 • 1 ^ Pf P 1 m or 0 j = j 1 , 1 « p < p' 4 m, we can find closed sets 

E g c [x - e , x + e] and measures U g £ M + ( E g ) with || u. || = 1 | S Ç [ 1 , 2 , . . . ,mj] 

such that 

^ ) f _ j ( * M ( j ) ( e , ) = 1 i f e € E

S ' p £ S 

2 p 

i _ . j (X M ( j ) ( e ) ) = 0 if e £ E s , p£ S 
2 p 

(ii) l ^ s ( r ) | > ^ implies I |Ag(r) - | i T ( r ) | ̂  for ail S ç T ç { l , 2 , . . . ,mj, 

I r | >y N 

(iii) | u S n T ( r ) | max( | u g ( r ) | , I M T ( r ) | ) - for ail S , T ç {l , 2 , . . . ,m}, 

I r | » N 
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(iv) | \l0(r) | = 7 | for ail | r \ » N 

(v) Writing E == U E q we have E independent and 
S ç { l , 2 , . . . , m } 

GpE DGpF = { 0 } . 

Remark. In the proof of one or two of the less important results in Section § 7 we 

shall need the following further condition (whose (easy) proof is left to the reader) . 

(vi) lM- s (M p (j) + k ) k 2 " j for ail | k | < j , p£s. 

This is in fact a conséquence of the method we used to construct the E g but the 

reader may find it easier to incorporate an explicit extra step in the construction. 

It is clear that, apart from condition (v ) , Lemma 5.5 is a direct conséquence of 

Lemma 5.2 and repeated inductive use of Lemma 5.3 (note that if |i' is a translate of 

fiGM(T) then I fi 1 ( r ) | = |u,(r) | ) . To get (v) we shall use 

LEMMA 5.6. Given 1 > 8, > 0 and N ^ , N 2 positive integers with 

N 1 § « 10~ 2 ^ , N 2 >y 12800 \jf1 8 " 1 J together with J > 0, k G Z + and F a closed 

set with GpF ^ T , we can find an N^(S , r̂ , N 2 , f, k , F)>, 4 N 2 such that, given 

N 4 > y N 3 > there exists a linear map L : M(T) -> M(T) such that 

( 1 ) N 4 supp L a = 0 for ail crGM(T) 

(2) inf sup le - e' | c for ail o*GM(T) 
e 1 G supp Lo" eGsupp cr 

(3) l(Lcr- cr) ( r ) | « ^||a| | for ail I r k N ^ CTGM(T) 

(4) |(Lcr) ( r ) | £ |cr(r) I + ^||a|l for ail r,crGM(T) 

(5) | ( L c r H r ) U ^ I W I for ail N 4 - N 1 > | r | >y N 1 , oGM(T) 

(6) LcrGM + (T) , ||LCT | | = ||cr|| for ail o~GM +(T) 
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(7) Suppose crGM(T). Then, given x^9 x^, x f c G F , 

Yi , Yo» . . . » Yvr e Supp cr with inf I y. - y. I >, f we have automatically 

J , x. + T Z ^ n i . y . ± 0 whenever 1< V"~) | m k k. 
i = 1 1 i=1 1 1 i=1 1 

This resuit follows at once by combining the three parts of the following lemma. 

LEMMA 5.7(i) . Given 1 > 8 , > 0 and N . . , N 2 positive integers with 

N - j S ^ I C f 2 ^ , N 2 >y 12800 [ î { ~ 1 8 ~ 1 ] we can find an N 3 ( 8 , î̂ , N 2 ) >,4N2 such that, 

given N ^ ^ N ^ , there exists a linear map L : M(T) •* M(T) satisfying conditions (1) 

to (6) of Lemma 5.6 ; 

(ii) Given 1 > 8 , ^ > 0 and N 1 , N 2 , k Q positive integers with N 1 8 ^ 10~2T|, 

N 2 ^ 12800 [ T ^ ~ 1 S ~ 1 ] we can find an N^(h , T ^ , N 2 , k Q ) ^ 4 N 2 such that, given ^ ^ N ^ 

N 4 a multiple of N 2 , there exists a linear map L : M(J2TTr/N2 : 1 ̂  r ^ N 2 j ) •» M(T) 

such that conditions (1) to (6) of Lemma 5.6 are satisfied and additionally 

(8) If a G M [ 2 j r r / N 2 : U r x < N 2 } we have | (Lcr)({2rrs/N 4 }) | « Iicr | |îp< o/10 2N 4 

for ail 14: s N< N 4 ; 

(iii) Given 1 > ^[" o >^ 1 ' [>0 and N . . , N 2 , k Q positive integers, N ^ S ^ 10~ 2ij, 

N 2 > 12800 & ( " 1 8 " 1 f~1 ] together with ^ > y Q > 0, k 1 , k Q , k G Z + , F a closed set 

with GpF T , we can find an N 3 ( 8 ,TJ, N 2 , jj", ̂ Q , k 1 , k Q , k , F ) > 4 N 2 such that, 

given N 4 >, and k closed intervais 1 1 , I 2 , . . . , 1̂  each of length |% there 

exists a linear map L : M([2 jrr /N 2 : 1 4 r « N 2 j ) + M ( J 2 K r / N 4 : K< r s < N 4 j ) satisfying 

conditions (1), (2), (6) of Lemma 5.6 for ail crGM({2ftr/N 2 : K<r s< N 2 J ) and conditions 

(3), (4), (5) of Lemma 5.6 for ail crGM({2rcr/N 2 : \4 r 4 N 2 } ) such that 
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sup 1er |( [a - | , a + y ] )<r l^/80k together with 
aGT 

(7)' If y^GLn supp cr for some aGM({2rtr/N2 : 1* rN< N 2 J ) , 

'yi " yî ' 4 2Kk1/N4» x r x 2 , . . . , x k e F then F ^ x . + T ^ m y 4 0 whenever 

1X< j — ; |m. |N<k [ m . e z ] . 
1=1 1 

(8)' If a G M ( { 2 i r r / N 2 : K< r < N 2 j ) and sup |cr| ( [a - fQ , a + f Q ] ) < 3~ k °î | / l0k 
aGT 

then sup | L a I ( [a - t , a + 1 ] ) 4: T? 3"k/80k 
aGT 

sup | L a | ( [a - + , a + f ] ) « s u p | a | ( [a - jr , a + + 3 ~ K ° T ? / l 0 k . 
aGT aGT 

Proof. 

(i) Consider L 2 in Lemma 5.1. 

(ii) Set N 3 = 10 3(kQ + 1)N 2 and let L a = a * fig N . 

Conditions (1) to (6) follow from Lemma 3.1. Condition (8) is évident (look at the case a 

a point mass). 

(iii) Set U 1 = { 2 j r r / N 2 : 1 < r < N 2 } , I = U ^ + [fe , - f 0 ] , 
i=1 

k 

U o = U 1 0 1 , F k = | Z ^ X i : X i G F ) * S i n c e F i s closed, so is F k # Since GpF ̂  T , 

F^ can contain no intervais. Thus we can find a multiple of 8N such that for 

each e C U Q there exists an e ' (e ) with e ' (e) = 2/Ts(e)/N^ for some s(e)GZ such 

that | e ' ( e ) - e I < 8 f Q / 4 > a n d s u c n t n a t w r i t i n g J ( e ) = Ce'(e) - Sllk^/N^ , 

e f ( e ) + SKk^/N^ we have that the J(e) are disjoint, j ( e ) ç i . if e G L , J ( e ) n l . = 0 

if e X L and, if y^, Y2t • • • > v

k belong to distinct J(e), then J ^m^. jÉF^ 

whenever 1 < YZ I m - I < k [m.GZ 1. 
i=1 

Set L ^ a = ( a K U ^ U Q ) ) * p-g ̂  N and let L 2 a be that measure on 
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{ 2 r c r / N 4 : 1^ r«r N j n U q with L 2 cr(e ' (e)) = cr(e) for ail crGM (2rcr /N 2 : k < r N < N 2 j 

It is clear that L = L-j+L^ o n M ( { 2 n : r / N

2

 : 1 ^ r * N 2 i • Since 

I Lcr - cr * H-o | <r 4 k sup I cr | ( [a - t , a + t] ) so that 
° Ï ' A N 4 aGT 

I (Lo - cr * p.c ) ( r ) \4 2 k sup IcrI ( Ta - t , a + f ] ) , conditions (3), (4), (5) 
° J , i N 4 aGT 0 ° 

follow from Lemma 3.1 (for crGM({2Kr /N 2 : 1< r N 2 j ) such that 

sup |cr|( Ca - p a + f ] ) « i{/80k). Conditions (1), (2), (3) and (8)' are true by inspec-
aGT 

tion. Condition (7 ) 1 is a direct conséquence of the last sentence of the paragraph above. 

Proof of Lemma 5.6. By using (i) of Lemma 5.7 followed by (ii) twice, we can find 

P^, P 2 (depending on o, y, N 2 and k) with >, 10~^y (provided simply that M C 

is a positive multiple of M 1 , where M ' dépends only on 8 , TJ , N 2 and ^ ) and a 

linear map L Q : M ( T ) -* M ( T ) such that the following conditions are satisfied for m = C 

(1) M' suppL c r = 0 for ail crGM(T) m m m = 

(2) inf sup le - e' | « 8(1 - 2 _ m " 1 ) 
e 1 Gsupp L m O" eGsupp cr 

( 3 ) m | ( L m c r - c r H r ) l s < T ( ( l - 2 " m " 1 ) | | c r | | for ail | r U < N r a £ M ( T ) 

( 4 ) m K w H r ) U lô<r) I + l j (1 -2 - m _ 1 ) | | o - | | for ail r ,creM(T) 

( 5 ) m l ( L m c r H r ) U ' l ( (1 -2~ m ~ 1 ) | | cr | | for ail M M - N 1 > | r I > N R CT€M(T) 

( 6 ) m L m a € M + ( T ) , | |L m cr| | = ||cr|| for ail creM + (T) 

(7)_ H o-GM(T), then sup I L c r | ( fa - J- , a + g- I ) 1 ? ( 2 - 2 _ m ) / l 6 0 k 
a£T 1 H 1 J 

( 8 ) m sup | L c r | ( [ a - ^ , a + i ] ) < i | 3 - k 4 - 1 0 - m / l 6 0 k where k 4 = (g) 
aGT 

( 9 ) m We can find £ ^ ( t ) = [ i . , . . . , L j [ U t 4 ' (£)] some dictionary 

ordering of the sets of k éléments of the form I = 27T(r+1)~j such that> if 

1 < s N< min(m , (£)) and y j , y£, . . . , y£ belong to distinct éléments of 23(s), we 
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have for ail | - I 4 2fTq m /M n , x^GF that ) .m^Y^ + ) ^ 0 whenever 

lm. k<k Im.GZ |. 

By Lemma 5.7(iii) we know that if, for ail q m G Z + , we can find an L m : M(T) -> 

M(T) and an 1V1 } M such that conditions (1) to (9) are satisfied then, for ail = m o m m 7 

q m + i e S + provided only M m + 1 is a multiple of M m M m + 1 ( S , T J , M m , k q m + 1 ) for some 

M' , fixed, we can find an L , : M(T) -» M(T) such that conditions (1) , to (9) , m+1 ' m+1 = = v /m+1 v 'm+1 

are satisfied. (We need to be able to choose q m freely to satisfy the condition written 

" N 2 >s 12800 S~~1] " in Lemma 5.7(iii) whilst at the same time ensuring that the set 

L m + 1 c r will be sufficiently close to L m

c r f ° r ( 9 ) m to imply ( 9 ) m + ^ by référence to the 

condition (2) of Lemma 5.7(i i i ) . ) 

Since we know that (1) to (9) can be satisfied, it follows that (1) 0 to (9) n o o ( P } ( P } 

can be satisfied (for ail q D G_Z ) . An application of Lemma 5.7(i) complètes the 

proof. 

Proof of Lemma 5.5. Let P(n) be the statement that we can find a monotonie 

increasing function h^ : Z + * Z + with h^(r) > r [1 $' q n] such that writing 

(p(q) 9 J ( Q ) ) for the q t h élément in the usual dictionary ordering of ( p , j ) [Ups<m, 

0>< j ] (j(q)^r j(q+1), p(q) < P(q+1) if j(q) = j(q+1)), the following statement is true : -

Given N = M(0) < h^MtO)) < M(1) < h 2 (M(l) ) < . . . < h n (M(n-1)) < M(n) < h n (M(n)) 

< M' (n+1) we can find 2" n >y 8 (n) > 0 and closed sets E ^ c [ x - e ( l - 2 " n ~ 4 ) , 

x + e ( l - 2 " n " 4 ) ] and measures yS^C M + ( E ^ ) with 1 1 ^ 1 1 = 1 such that 

( D „ f 2 . j ( t ) ( l _ _ 2 - n - 4 ^ M ( 2 t ) ( e » = 1 i f e £ E S ^ ^ £ S ' K < 2 t < n 

^ - j f t ^ ^ - n ^ ^ I v K ^ ) ^ » ^ 0 i f ^ S * ' rtVS, K<2t,<n 
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( i i ) n I ^ (

s

n ) ( r ) | > T ( ( l - 2 - n - 4 ) implies I ^ n ) ( r ) | - ^ n ) ( r ) | .< ^ ( l - 2 " n - 4 ) 

for ail S c T c ( 1 , 2 , . . . ,mj, M(n+1) - N ^ r > N 

( i i i ) n l ^ T ( r ) - l » max( | j2<?>(r) | , | | > > ( r > | ) - 7 | ( l - 2 " n " 4 ) 

for ail S , T e | l , 2 , . . . ,mj M(n+1) - r » N 

( i v ) n I ^ 0 n \ r ) U T| for ail M(n+1) - N » | r | >, N 

( v ) n Given x 1 , x 2 , . . . , x u C F (where u = JjjJ ) , y» , y£, . . . , y u G E ^ 

such that | y J - y î | >s 2~ u for i ^ j , we have > ] x i + ) ; ^ 0 for ail 

ly t - y; I < S(n) , K< JZ1 | m i ' < k TmGZ] . 
i=1 

( v i ) n M ' ( n + 1 ) 8 ( n ) ^ > 2 ~ 4 n " 4 12800, M(n)8(n) « 2 " 4 n ~ 4 

(v i i ) n M'(n+1)e = 0 for ail e € E ^ . 

It follows from Lemma 5.6 for n odd and from Lemma 5.5 for n even that 

P(n+1) is true and that moreover, given E ^ , fx^ ' as in the statement of P(n) , 

we can find E ^ + 1 \ as in the statement of P(n+1) with 

( v i i i ) n + 1 inf ( n ) le - e' | « 8(n)/2 for ail e ' e E ^ + 1 ) 

( l x ) n + 1 l ( ^ - / i g H " , ; ) ( r ) l < 2 - n for | r | < M ( n ) . 

Further by Lemma 5.2 P(0) is true. 

Thussetting h(r) = h n ( r ) for h ^ ( h n ( . . . ( h 1 ( N ) ) ) ) > r > h n ( h n - 1 ( . . . . ( h ^ N ) ) ) ) 

we see that given N = M(0) < h(M(0)) < M( 1 ) < h(M( 1 )) < . . . we can construct E ^ , 

|J.Q , 8(n) satisfying conditions (i) to (ix) [n >y2~] . It is clear (by (x) and (xi) ) 

that converges (topologically) to a closed set E g and converges weakly 

to a | i . Q G M + ( E Q ) with H H - J I = 1. Condition (i) follows from (i) , (iv) and (vii) ; 

(iii) from ( i i i ) n ; (iv) from ( i v ) n (note that we have not claimed that E0 is of measure 

0) ; and (v) from (v) and (viii) . 
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We conclude the section by obtaining a conséquence of Lemma 5.5 which stands in 

the same relation to it as Lemma 2.1 stands to Lemma 1.7 or Lemmas 5.2' and 5 .4 ! to 

Lemmas 5.2 and 5.4. 

LEMMA 5.8. Given K > 1, 1 > A > 0, we can find an C ( K , A) >, 1 and an 

m(K, A) G Z + with the following property : -

Given 1 > e > 0, we can find an N(e , K , A) >,\ with the following property 

Given xGT and F a closed set in T such that GpF ^ T , we can find a 

monotonie increasing function h : Z + •» Z + (such that h(r) > r ) with the following 

property : -

Given M p ( j ) [u< pN< m, 0,< j ] with 2N(e ,K, A) = M^O) , h(M ( j ) ) « M . ( j ' ) 

whenever 0 j < j 1 , 1 p, p 1 m or 1 4 p < p ' « m, we can find a closed set 

E ç Qx-e , x+e] and a measure TGM(E) such that 

(i) E is the union of a finite collection f̂e of disjoint closed sets such that 

for each E ' G o we can find a subset 9(E 1 ) ç | l 92, . . . , m j with 

f _ j ( X M ( j ) ( e ) ) = 1 for ail eGE ' , pG0(E ' ) 
2 p 

t _ j ( ^ M ( j ) ( e ) ) = 0 for ail eCE ' , p£e(E1 ) 
2 p 

(ii) c a r d 9 ( E ' ) > Am 

(iii) | |T I L M = I T(0) I = 1 > K sup | T ( r ) | 
P M l r | > M ( 0 ) 

(iv) IIT|IM,<C 

(v) E is independent, G p E n G p F = {0J. 

Consequently 
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( i i ) ' lim sup cr{xGE : l ^ p ( x ) - 1 I « A)||cr|| for ail a £ M + ( E ) , indeed 
r+co 

(ii)" lim inf sup inf a { x £ E : I X M / x(x) - 1 I « oj > (1 - A) 
u+co creM + (E) , ||a 11=1 m » p » 1 r » p v ' 

for ail S > 0. 

(ii i)' inf {Il T") a ?C - l|| ( ) S y 7 la I < K / 2 } » 1 / 2 C . 
1 f n i M ( O ) Tr1>M(0) 

Remark 1. We could have maintained uniformity with e. g. Lemma 2.1 in the con

clusions (i) to (ii) by talking about points rather than sets ("For every e£E we can 

find a subset 0(e) ç [i ,2 , . . . ,mj such that c a r d 9 ( e ) > A m and f _ j ( / M ( j ) ( e ) ) 

takes the value 1 or 0 according as j belongs or does not belong to 0(e)"). 

However, in order to avoid measurability questions the pointwise conditions would have 

in any case to be translated back into the équivalent closed set conditions. 

Remark 2. We will deduce (iii)' from (ii i) . If the reader examines our proof of 

(iii) he will find that it was obtained (via a simple version of Hahn Banach) from what is 

essentially just another form of (iii)' . We leave it to the reader to produce a direct 

proof. (In the original versions of the proof s in this paper we obtained results like 

(iii)' directly (e. g. Lemma 1,9(iii)), but this complicated the proof of results like (iii) 

(in particular Lemma 1.9" (iv)) in which we are , in gênerai, more interested.) 

Proof of Lemma 5 . 8 . 

( i i ) 1 We have, by (i) and ( i i ) , 

C o-{x£E : | * M (x) - 1 | ^ ) = E C o~|x£E : | ^ ( ) ( x ) - 1 k< 6 J 
p=1 p X J / p=1 E'£^ p X J / 

>Y2 O - A ) m a ( E ' ) 
E T e é 

= (1 - X)ma(E) 

so that 
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sup cr {xGE : IX ( Jx) - 1 k h j » (1 - A)||cr|| 
U p < m p u ; 

provided only j > j Q (o) for some j Q independent of ||<r|| [ o > 0 , crGM + (E)J . 

( iv) 1 By (iv) and (iii) 

11 JZ , * r * r " 1 | I C(E) > J C TFÎ£M( , , a r * r " 1 ) d T 

= a

r T ( r ) - fr l>M(0) 

- 2 Z > a r 1 ' T ( r ) | 

>1 - (K/2)K" 1 = 1/2 

for an y ~ ; la l a / 2 , 
| rT>M ( 0 ) 

The proof of the main part of Lemma 5.8 follows mutatis mutandis that of Lemma 2,1 , 

In particular using the arguments and notations of the first part of Section § 3 , we see 

that Lemma 5.8 follows from Lemma 5.5 and 

LEMMA 3 .3 ' . Given m >, q >, 1 we can find a^jGC [UG3>(m,q)] such that 

> ] a.. = 1 with the following property : -
Ue$(m,q) 

Given 1 > a > 0 with K(m,q) - oc > 1 we can find an ^ (oO with the following 

property : -

If we take ^ 0 ( a ) > ^ > 0 in the hypothèses of Lemma 5.5 then, taking the n s 

as in the conclusion of Lemma 5.5, we have, writing T = > J ^ T H - T T that 
° UG$(m,q) U U 

(iii) 1 >y (K(m,q) - a) sup | T ( r ) | . 
| r | > M ( 0 ) ° 

Proof. We use the proof of Lemma 3.3 with the condition 

"M(0)/2 4 r <M(m+l) - M(0)/2" replaced by "M(0)/2 ^ | r | ". 
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This concludes a section which contains no really new ideas and from which we 

shall only need the statements of the lemmas. (Further, their use can always be avoided 

in any spécifie case by ad hoc arguments incorporating perhaps only one part of their 

proof s. ) By placing ail the messy work together, I hope to ensure that the ideas of the 

remaining proof s can stand out more clear ly. However, before resuming the main lines 

of our argument in Section § 7 onwards, we détour slightly to discuss some easy 

applications of the results above in constructing Helson sets of non synthesis satisfying 

various thinness conditions. 

§ 6. HOW THIN CAN A SET OF NON SYNTHESIS BE ? 

We arrange the results of this section roughly in order of decreasing interest. 

The arguments are of a considerably lower standard of difficulty than those in the rest 

of the paper. Lemma 6.2 is independent of Section § 5 and the lemmas which conclude 

the section are very simple conséquences of results of Varopoulos (and a related resuit 

of Kaijser given as Lemma 6.4). 

LEMMA 6.1 (Varopoulos). If K^, K 2 are perfect non empty disjoint sets and 

K-jUK 2 is Kronecker, then K^+K 2 contains a closed set of non synthesis. 

We proved our Helson set E of non synthesis by constructing a pseudo function 

on it. Is the resuit affected if we demand E Dirichlet (so that by the resuit of 

Kahane proved in Lemma 4.1 , sup | T(n) | = lim sup | T(n) | for ail TCPM(E)) ? 

The answer is no. 
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THEOREM 1.1'. Given S (n) > 0 [n » l ] we can find a weak Kronecker set 

E which is not of synthesis together with a séquence of integers Q(n) -» oo such 

that Eçzjx: |x-2irr/Q(n)| S 8(Q(n)) for some U r s< Q(n)j . 

As a corollary we obtain 

LEMMA 6.2. Given H^ a continuous increasing function H^ : R + •» R + with 

H ^ O ) = 0 and H 2 : R + R + continuous with H 2 ( x ) oo as x oo, we can find 

a weak Kronecker set E of non synthesis such that 

(1) E has Hausdorff H^ measure O ; 

(2) E is Dirichlet ; 

(3) We can find 0, q i + oo such that H 2 ( 8 7 1 ) ^ q i yet E can be 

covered by at most q i intervais of length les s than or equal to 8 i . 

(Note that if H 2 ( x ) = log x condition (3) is Salem's condition and implies (2) 

( M p . 95).) 

Proof of Lemma 6.2. This is trivial. Since H^(x), H 2 ( x ) , x + 0+ as x 0+ 

we can find 8(n) > 0 such that 

(i) n H 1 ( 5 ( n ) / 2 ) < 2 - n 

(ii) n8(n) < 2~ n 

(iii) n H 2 ( ( 8 ( n ) / 2 ) - 1 ) < 2 - n . 

Constructing E as in Theorem 1.1' we have 

(i) E can be covered by intervais I g = , 2 r r ^ j 7
 of length i& = 

such that H 1 ^ S

/ S < 2 " ° 
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(m l ix Q ( r ) - i l l C ( E r< 2 " r 

(iii) E can be covered by at most Q ( r ) intervais I of length 6 g such 

that H 2 (e~ 1 )^Q(r) . 

The resuit follows. 

Theorem 1.1' also shows (as we remarked earlier) how delicately Herz's arithme-

tic condition for synthesis ( T 5 ] p. 124 and Section 9 of this paper) dépends on strictly 

arithmetical properties of T . 

It would be more interesting to décide whether we could construct a Helson set of 

non synthesis inside the K^+K^ (which is automatically Dirichlet) of Lemma 6 .1 .1 

have not succeeded in doing so, but neither have I found a good reason for supposing 

that the method of this paper is inapplicable. (We shall discuss the problem again in the 

last part of this section from the statement of Lemma 6.4 onwards.) 

Our proof of Theorem 1.1' mimics as far as possible the proof of Theorem 1.1 in 

Section § 2 * We construct E^, (J-N subject to the inductive condition below. 

( N ( e , K , À ) , fn are defined as in Section § 2 and we suppose for convenience here 

and throughout this section that 1 > 8(0) and (n+1 ) " 2 2~ n ~ 3 S (n) » 8 (n+1 ) >, 0) . 

INDUCTIVE CONDITION L ( n ) . At the conclusion of the n t h step we have a finite 

set E n , a measure u. n CM(E n ) and an integer Q(n) » 1 such that 

(i) j l n (0) = 1 

(ii) | | ^ | | p M , < 2 - 2 -

(iii) Q(n)E n = 0. 
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LEMMA 6.3. Given E^, jt^, Q(n) satisfying the inductive condition L ( n ) , we 

can find E

n + 1 > ^n+l' Q ( n + 1 ) > P ( n + 1 ) satisfying condition L ( n + 1 ) such that, in 

addition 

(iv) I £ n + 1 ( r ) I >< I M-n(r) I + 2" n " 4 for ail | r | « Q(n) 

(v) l ^ n + 1 ( r ) I ̂  2 " n " 4 for ail P ( n + l K < r « r Q ( n + l ) - P ( n + 1 ) 

(vi) sup inf | x . y | < ^ M . 
y£E , xGE J n+1 n 

Further 

(vii) If F is any closed set with sup inf | x-y | 4 8 ( Q ( n + 1 ) ) then we can 
yGF xGE 1 

Q ( n + 1 ) - P ( n + 1 ) n + l Q ( n + 1 ) - P ( n + 1 ) 

find f = YZ 3

r K ' a r > 0 ' ZZ, a r = 1 s u c n 

r=P(n+1) r = P ( n + 1 ) 

that l l f - f N + 1 H C ( F ) ^ - N . 

Proof. Write e(n) = 8 ( Q ( n ) ) ( 2 + n + 8 N ( 2 " 4 5(Q(n)), 2 n + 5 1 |u-nl lM, 1 - 2 " " - 5 ) ) - 1 , 

The work of this paragraph is somewhat simplified by using Lemma 5.2' but we could 

have copied the first two paragraphs of the proof of Lemma 2.2 directly. Let 

E = |e.j , e 2 , . . . ,e^ j (with e.| , e 2 , . . . ,e distinct). We can find eJ linearly indepen

dent over Q with | e | r - I 4 e(n)/2. By Kronecker's theorem there exists an M 

such that sup^ l^M(e^ - f n + 1 ( e . ) I ^ 2~ n ~ 6 . By the continuity of f n + 1 there 

exists a Q G Z + and eJ distinct with I eJ - e!1 k e(n)/2 (and so I ei - ê  k e(n)), 

Qe- = 0 and sup l* M (e . ) - ^ ( e . ) k < 2 " n - b (and so sup l*M + tQ< eî> -

f JeJ)\ 4 2"n'^ for ail tGZ). Set E ' = le.' : K<ix< t \ and write L L 1 for that 
n+1 1 - n l 1 J M I 

measure with support E^ and ^ n (
e p = M-n(ei ) • B v Lemma 5.2" we can find m >, 1 

and N ( 2 _ 4 8 ( Q ( n ) ) , 2 n + 5 | | ^ n l l M , 1 - 2 " n _ 5 ) = P(n) < M(1 ) < M(2) < . . . <M(m) <M(m+1) = Q(n+1) 
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and T n + i e M ( [-2 n 5 8(Q(n)), 2~ n ~ 5 5(Q(n))] ) with support E n + 1 such that M(j) 

is congruent to P modulo Q and M(m+1 ) is congruent to zéro modulo Q 

[ l ^ j « m ] whilst 

(a) M ( m + î ) E n + 1 = 0 

iu - 1 g;pc M ( j ) - i i i c ( E * + i r <2-"- 3 

C > l | T n + 1 i l p M = T n + 1 ( 0 ) = 1 > 2 I ^ J I M S U P l T n + 1 ( r > L 

n+1 PM n+1 M (m+1 ) -P (n)»r>P (n) n + 1 

* 
The arguments of Lemma 2.2 now show that writing E . = E 1 + E . , & n+1 n n+1' 

U . = L L ' * T the conclusions of the lemma hold. rn+1 ni n+1 

Proof of Theorem 1.1'. Construct a séquence ( E n + 1 , r t

n + 1 > Q(n+1), P(n+1)) 

satisfying the conclusions of Lemma 6.3 [n = 0 ,1 ,2 , . . . ] . Let E be the topologi-

cal limit of the E . and S a (in fact the) weak limit point of the u 1 . As in the n+1 ' K rn+1 

proof of Theorem 1.1 0 ^ SCPM(E) , E ç jx : i x - 2ïïr/Q(n) | « 8(Q(n)) for some 

U r A < Q ( n ) j and E is weak Kronecker,indeed given f C S ( T ) and e > 0 we can find 

an n >, 1 and a gCA(T) with H S I I A ( T ) = 1 and supp g = { r : g ( - r ) ^ o j ç 

{r : P(n+1) - M(n+1) » r » M(n+1)j, yet ||g - f l l C ( E ) «* e. Thus for any measure creM(E) 

t i r i P(n+1)-M(n+1) P(n+1)-M(n+1) 
we have lim inf | (g-f )dcr : g = T~] a^X , la I < 1 \ = 0. 

n+co l l J ' r=M(n+1) r r r=M(n+l) 

Taking g = % ^ this yields 

. P(n+1)-M(n+1) . P(n+1)-M(n+1) 
lim inf inf (|cr(k) - ] T ] a cr(r) | : J2 I a U 1 U 0 
n*co r=M(n+1) r=M(N+1) 

so lim sup sup ( |cr(r) I : P(n+1 )-M(n+1 ) >, r >, M(n+1)j >y lcr(k) I for ail k whence 
n+oo 

lim sup sup | |cr(r) | : P(n+1 ) -M(n+l)> r » M(n+1)j >y l l c r | | p M . But conditions (iv) and (v) 
n+oo 

show that 
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lim sup sup ( | s ( r ) | : P(n+1 ) - M(n+1 ) >, r >, M(n+1 )j = 0 
n-»oo 

so S is a true pseudomeasure. Since a Helson set of synthesis cannot support a 

true pseudomeasure (the dual ( A ( E ) ) 1 of A ( E ) is the set of synthesisable pseudo-

measures, if E is Helson ( A ( E ) ) ' = ( C ( E ) ) 1 = M(E)) , we are done. 

Next we prove 

THEOREM 1.1". Given H : R + * R + continuous increasing with H(0) = 0, 

we can find a weak Kronecker set E with Hausdorff H measure 0 which supports 

a non zéro pseudofunction. 

The reader may recall a remark of Salem which says that if ( J L £ M ( E ) where E 

is independent then if l^(r) | tends to 0 as r ->oo it does so slower than any power 

of r . We remark that even for S, the pseudof unction constructed in Theorem 1.1, 

although an explicit lower bound can be put on the rate at which S ( r ) tends to 0, 

the speed of convergence so given is extremely slow (by comparison for example with 

(log log . . . log n)~ ) . It is doubtful whether the direct methods of this paper can give 

rapid convergence but similar methods also fail to give rapid convergence in many situa

tions where such convergence is known to exist. Thus nothing in this paper constitutes 

évidence against such statements as "Given c >, 0 such that c n~ a -> oo as n oo 

n n 
for any a we can find a weak Kronecker set E and an 0 ^ SGPM(E) such that 

| S ( n ) k c for ail n". 
n 

The proof of Theorem 1.1" follows that of Theorem 1.1 (to which the reader is asked 

to refer) using Lemma 5.2 1 in place of Lemma 2.1 . 
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We construct E^, subject to the Inductive Condition L(n) of Section § 2 

with N ( e , K , X) = e"" 1N o(K, X) (in the notation of Lemma 5.4). 

LEMMA 2.2". As for Lemma 2.2 with the additional condition 

(x) If F is as in (ix) then there exist intervais L of length < e(n) 

such that YZtH(£j)4 2~n and U L 2 F . 

Proof. Write m = m(2 n " h 4 | l^ll M , 1-2" n ~ 4 ). Set 

K = 1 6 ( N o ( 2 n + 5 | | f i n l l M C ( 2 N + 4 | | F X n l l M , 1 -2- n " 4 ) , l ^ - " " 5 ) ) " 1 . By Lemma 5.4' we can 

select P(n) < M( 1 ) < M(2) < . . . < M(m) < M(m+1 ) such that M(r+1 ) is an intégral 

multiple of M(r) [k<r><m] and 

(1) M ( l ) e ( n ) » 2 n + 1 6 P(n)| | | i n l l M 

(2) M ( r + l ) » 2 n + 1 6 M(r) [ K < r . < m ] 

whilst, putting e(n+1) = K/M(m+1), we have 

0 < e(n+1) < min(e(n)/32 , 2 " n " 1 6 M(m)) 

(so that we have statement (3) : -

M(m+1) > 16M(m) + (e(n+1 ) /2)" 1 N o ( 2 n + 5 l ^ n l l M , C ( 2 n + 4 | | M h l l M , U2~N'4)9( 1 -2~ n - 5 ) ) 

in such a way that we can find a T n + 1 C M ( T ) with the following properties. If we write 

E

n + 1 = supp T n + 1 then statement s (4) to (8) of the proof of Lemma 2.2 apply and 

additionally we have (using Lemma 5 .2 ' (v) ) the statement 

(8a) E

n + i + C-e(n+1) , e(n+1)] can be covered by intervais of length 8L 4 e(n) 

such that H( Ê.) « 2" n" 1 /card E n . 

The remainder of the proof follows the proof of Lemma 2.2 (from statement (8) 

onwards) word for word. Since by (8a) E n + 1 + [ - e ( n + 1 ) , e(n+1)J + e u can be covered 
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by intervais of length (?. N< e(n) such that ^H(e.)<r 2"n" /card E^ f it follows that 

E n + 1 = E * + 1 + E-e(n+1) , e(n+l)] + E n can be similarly covered with 2Z]H(e.) < 2~n" 1 . 

Condition (ix) of L(n+1) now follows. 

Proof of Theorem 1.1". As for Theorem 1.1. Since E ç E^ + [-e(n) , e(n)] 

it follows from condition (ix) of L(n) that, for ail n , E can be covered by intervais 

of length 6. with ^ H ^ ^ : 2 " n . It follows that E has Hausdorff H measure O. 

There is another thinness condition due to Carleson, 

Carleson's Condition. A closed set E is said to satisfy Carleson's condition if 

it is of (Lebesgue) measure 0 and the complément of E (which is automatically of the 

form U I- where the L are disjoint open intervais (called the complementary 

intervais) of length 6. say) satisfies > ]B. log 1/6. < oo . 

We make the obvious remark : 

LEMMA 6.4. Suppose E is the topological limit of sets 

E n = t x 1n' x 2n' • • • ' X nn} w i t h 1 x r n " % 1 < , ™ , 1 x tn " x s n ^ 4 = tn s a y £ o r 

H t <s^n 
ail 1 N< rx<n <m and inf |x - x | ^ S . Then, if E is of Lebesgue 

1«rs<n-1 

measure 0 and ) \ 8^ l o g ( l / & n ) < oo it follows that E satisfies Carleson's 

condition. 

Proof, This is trivial. Let J i = T , J 1 be an interval (x , x ) with 

1 xsn - xnn 1 = n _ , 1 xrn " xnn 1 and J n = J'n + ^ U > î n ] • tt i s clear that 

there exists an injective map h : Z + Z + with J ^ . ^ L . Thus 

IZ Ên iog ven < o S n - 2 ) f n ) i o g ( i / ( S n + v 
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-1 
< 2 H;?> n(log8 n + log 2 )<oo 

and the resuit is proved. 

THEOREM 1.1'". In Theorem 1.1' (and so in Lemma 6.2) we may demand that 

E satisfies the Carleson Condition. 

To prove this we need. 

LEMMA 6 .3 I , ! . As for Lemma 6.3 with the additional condition 

(viii) If E n + 1 0 S(x ,o(Q(n)) ) = {x) + { y r y 2 , y k j for some x C E n with 

y 1 < y 2 < . . . < y k and I y. - x k o(Q(n)), then J ^ ( y i + 1 - y i ) l o g ( l / ( y i + r y i ) ) <: 

2" n /card E . 

Proof. We follow the proof of Lemma 6.3 and 2.2. By the argument of the second 

paragraph of Lemma 5.2 there exists a constant D Q > 1 such that if D > D Q and 

M q ( 1 ) , Mq(2), . . . , M o (m Q +1) is a séquence of integers with M

Q 0 ) 

M (j+1)> D M ( j ) , then (writing E = { e 1 , e Q , . . . , e n l with the e distinct) we can 

find e 1 with M (m +1)e' = 0 such that u cr o ' u 

( 9 ) Q I e

u " e ù 1 * 1 6 D ~ 1 < &(Q(n))/4 

( 1 0 > o <*M (j) ( eù> " f n + / e û ) 1 < 2 _ n " 5 [ 1 ' u < 1 > 1 <i * m o ^ • 

Introducing the notation of Lemma 5.2 1 we see that, setting 

B o = 2 n + 1 6 m a x ( D o , B ( 2 n + 5 | | % | l M , l ^ " " 4 ) , N o ( 2 n + 5 | | H j | M , 1-2""- 4)) 

m = m(2 n + 5 | | > , n l l M , 1-2-""4) 

and choosing 0 < e(n+1 ) « S(Q(n))/4 such that 
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4m e(n+1)log 2 BQ<r 2~ n " 2 / card E n 

and finally setting 

P(n) = ( [ e ( n + 1 ) ] - 1 + D N ^ ^ H ^ I ^ , i - 2 " n - 4 ) , 

we can choose P(n) = M(0) < M(1) < . . . < M(m+1) = Q(n+1) together with 

T n + 1 £ M (E-e(n+1), e(n+l)J) and distinct such that the following is true : -

(9) | e u - e' I « 2" n - 1 6 / P ( n ) . < S(Q(n))/4 

(10) l X

M ( d ) ( e û ) " f

n + 1 ( e û ) 1 ^ 2 _ n ~ 5 [ 1 < U < 6 ' U < ^ m o ] 

(10a) B M ( j ) « M ( j ) < 2 B M ( j ) 

(4) M(m+1)E* . = 0 where E* . = supp T , ' n+1 n+1 ^ n+1 

(6) H m - 1 g : X M ( j ) - 1 | l c ( E * + i ) < 2 - " - 3 

M KJu = U°) = 1 » 2 n + 4 | l ^ M M , „ p r , l T n + 1 ( D I 
M(m+1)-P(n)^r»P(n) 

(8) KJM«
c^KK>^n-4)-

-* 
The arguments of Lemma 2.2 now show that, writing E i = E 1 + E . , 6 9 e n+1 n n+1' 

U 1 = a 1 * T . (where a' , E 1 are defined exactly as in Lemma 2,2) , the conclu-r n+1 r n n+1 r n n 7 

sions of the lemma (with the possible exception of (viii)) hold. 

To prove (viii) we note that writing E

n + 1

 = [ v i > v 2 7 • * • • y k } w i t h 

-£(n+1 ) < y 1 < y 2 < Y 3 < • • • < Y k < e(n+1 ) we have 

k k 

£ ^ ( y i + i - yi)i°g( 1Ày i + 1 - ypxZZ^i+i - yi»og(M(m+i)/2jr) 
1=1 i=1 

x< 2 e(n+1 )log(M(m+1 )/2 ïï) 

s< 2 e(n+1)log(2mB™ P(n)) 

< 2e(n+1) lo g (2 m B^((e(n+ir 1 + 1))) 
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<: 2e(n+1)((m+1)log 2 B Q - 2 log e(n+1)) 

< 2""n/card E . 

Condition (viii) now follows by inspection. 

Proof of Theorem 1.1"'. As for Theorem 1.1'. The fact that E satisfies the 

Carleson condition follows from conditions (viii) and (vi) of Lemma 6.3' . Thèse imply 

that we can write E n = , x 2 , . . . , x g J , E n + 1 = { x } , x^, . . . , x^} [ k s < t ] in 

such a way that sup Ix.1 - x. |«r 8(Q(n))^: sup Ix - x | / 2 n and 
UUs U i < j « s 

sup inf |x.' - x! | ^ <à- with > ] o. log 8 7" <r 2~ n . An application of Lemma 6.4 

gives the required resuit. 

I do not know whether we can demand that the E in Theorem 1.1" satisf y 

Carleson's condition. I suspect that such a resuit, even if true, would require a new 

idea for its proof. 

In so far as the resultsabove deal with sets of non synthesis rather than independent 

Helson sets of non synthesis, they can be obtained in a very much simpler manner using 

Lemma 6. 1 (the resuit of Varopoulos). Compare Lemma 6.2 with the following resuit : 

LEMMA 6.5. Given H a continuous increasing function H : R+ R + with 

H(0) = 0 and 8(n) > 0, we can find K a perfect Kronecker set such that writing 

K = K + K we have o 

(i) K ç | x : J ç̂ pjy - x j < o(Q(n)) for some r j for some Q(n) + oo 

(ii) The complementary intervais of L of K q have length 2^ with 

IH H(e.)<oo. 

In particular by Lemma 6.1 there exists a Dirichlet set E of non synthesis with the 
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properties (i) and ( i i ) . If we take H(x) = x log x we obtain E satisfying the 

Carleson condition. 

Proof. We shall construct K directly. But (under the non restrictive condition 

H concave) it would suffice to construct a perfect set E with properties (i) and (ii) 

and remark that every perfect set has a perfect Kronecker subset. Choose h : Z + Z + 

such that h ( r ) « : r and h takes every value on Z + infinitely often. Choose x ^ 

with Q ( l ) x n = 0 for some Q ( 1 ) C Z + . Set A = H( I 2x 1 I ) + H(2K - | 2x} | ) . By the 

continuity of H we can find e ( l ) > 0 such that if | — | < e(l), then 

H( | 2y 1 | ) + H(2ïï - | 2y 1 | )<: A + (1 - 2 " 1 ) . We shall construct inductively a séquence 

of sets E^ = | x

1 n > x2n' • • • 9 X n n } ^ ° ë e ^ n e r with e(n)> 0, Q(n)€Z in such a way 

that 

( i ) n I x p n - x g n | >y 16e(n) for U r < s < n 

( i i ) n If I y r - x r n | < e(n) D * r « n] then, writing | y 1 , y 2 , . . . , y n j * = 

p r + Y s

 : 1 ^ r <r s ^ nj, we know that the complementary intervais of |y^, y 2 , . . . , y n J 

have length with ^ H ^ ) N < A + t 1 - 2 "")-

Suppose therefore that we have constructed E , e(n), Q(n) satisfying ( i ) n 

and (ii) . We can find x' , x' , . . . , x ' (linearly) independent (over Q) with 
n in £w nn — 

|xrn " xrn 1 < e(n)/16- We can find Xn+1 n such t h a t x î n ' x2n> • • • ' xnn' xn+1 n 

are independent I x ^ ( n ) n - x^ + 1 n I <: e(n)/l6 and (n+1 )H (2 | x ^ n ) n - n I ) < 

2"n~^. By Kronecker ' s theorem there exists an integer N(n+1)^8Q(n) such that 

sup l^Lw ^ ( x 1 ) - f Jx 1 ) I < 2~n~^. By the continuity of the functions involved 
-| -p JI+1 JN^n+l^ rn n+1 rn 

we can find an 0 < e' (n+1) < e ( n ) / 2 1 6 , a Q(n+1)£Z with Q(n+1) »8(n+1) and 
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x 1 n+1' X 2 n+1' • • Xn+1 n+1 w i t h | x r n+1 " X r n 1 < e ' ( n + 1 ) ' Q < n + 1 > x

r n+1 = 0 

such that 

(i) . |x , - x | > 16e'(n+1) for 1 ^ r < s < n+1 v 'n+1 r n+l s n+1 v ' 

n H ( 2 K ) < 2 - n - 4 whenever 0 < K < I ^ - ^ | + 2s' (n+!) 

<->n+1 , f"P , | X N ( n + 1 ) < ^ " 1 < ^ 

whenever sup | y - x r . | < e' (n+1). 
1^r«rn+1 

We note 

( i v ) n + 1 | x r n - x r n + 1 k e ' ( n ) / 2 ' 1 x h(n) n " xn+1 n+1 '< e ' ( n > / 2 

i * r * n 

and that ( i i ) n + 1 give s 

( i i ) n + 1 If I y r - x p n + 1 | < e ' (n+1 ) [ u r.< n+1 ] then, writing (? k s for the 

lengths of the complementary intervais of |y^, y 2 , . . . , y g j [1 $ s « n+ l ] , we have 

C H ( f k n + 1 ) < IZH(Pk „) + g H( I ( y r + y n + 1 ) - (y p + y h ( n ) ) I ) + H(2 I y n + 1 - y h ( n ) I) 

« A + (1 - 2" n ) + (n+1)H(2K) 

= A + (1 - 2" n " 1 ) 

(using ( i i ) n ) . 

We complète the inductive step by setting E

n + 1 = { x ^ • x

2 > • • • » X

n + 1 J a n c l 

e(n+l) = min(e'(n+1), S>(Q(n+1)))/8. 

Since sup inf |x - y | < e(n) <e(n-1)/4 we see that E converges 
x£E , y£E 

topologically to a closed set K, Condition ( i i i ) n + 1 ensures that K is Kronecker. 

The choice of e(n+1 ) s< o(Q(n+1 )) /8 together with the remark that [x : | x - ^ p - 1 < h/2 

for some r j + |x : | x - ^y-| < h/2 for some r j ç |x : | x - | < h for some r j 

ensures that condition (i) of the lemma holds. Finally condition (ii) of the lemma follows 
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from ( i i ) n using precesely the same trivial argument as we used for Lemma 6 . 4 . This 

concludes the proof. 

Taking , perfect non empty disjoint closed subsets of K we have by 

Lemma 6 . 1 that K^+K^ contains a closed set E of non synthesis such that (since 

K ^ E ) 

(i) E s | x : | ^ - x | < o(Q(n)) for some r } 

(ii) The complementary intervais L of E have length with 

X^H(e i)<oo. 

Again we have the two celebrated results of Malliavin and Rudin respectively which 

say that any closed set which is of strong multiplicity contains a subset of non synthesis 

Q4J and that there exist closed independent sets of strong multiplicity. (Moreover 

Rudin sets may be obtained, modifying either the original proof [ l 6 ] o r that in [10] 

with any given Hausdorff H-measure. ) Combining the two results we obtain an indepen

dent closed set of non synthesis with (for some given H : R + •» R + , monotonie, 

H(0) = 0) Hausdorff H-measure 0. 

At this stage I asked myself whether we can construct, for example, weak Kronec

ker sets of non synthesis with some fixed Hausdorff H-measure. However, as the reader 

may already have realized, the question is essentially trivial. It is not difficult to 

extract (from Sections §2, $ 3 and § 4 for ( i ) , from Section § 5 of [ lo]for ( i i ) ; 

(iii) is a resuit of Wik [21 ] given a very élégant proof by Kaufman in [9 j . ) 

LEMMA 6 .6 ( i ) . Let H : R + R + be a continuous increasing function with 

H(0) = 0. Given K a closed set such that GpK ^ T and 
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0 < P 1 ( 1 ) < P 2 (1 ) < P 2 ( 2 ) < P 3 ( 1 ) < P 3 ( 2 ) < P 3 ( 3 ) < P 4 ( 1 ) < . . . integers, we can find a 

closed set E with Hausdorff H-measure 0, carrying a true pseudof unction and 

such that GpE n GpK = { O j , and lim inf | fp - X p ( R ) I d|x = 0 for ail | J L £ M + ( E ) . 

(ii) Let H and p

n ( r ) D e a s i n oc » 0 . Given E a closed set such 

that GpE ^ T , we can find a closed set K with Hausdorff H-measure a such 

that GpE 0 GpK = {o} and lim inf ||fp - X p ( r J I C ( K ) = 0 for ail r > 1. 

(iii) (Wik) Kronecker sets of Hausdorff H-measure a exist. 

(iv) There exists a weak Kronecker set L with Hausdorff H-measure oc 

carrying a non zéro pseudof unction. 

Proof. (i) and (ii) are left as exercises to the reader (because the results are not 

terribly interesting and the proof s introduce no new ideas and not because the proofs are 

particularly simple). 

(iii) is , as stated above, proved elsewhere. 

(iv) Using either (i) and (iii) or (ii) and Theorem 1.1, we can find 0 < P ^ 1 ) < 

P 2 ( 1 ) < P 2 ( 2 ) < . . . and independent closed sets E and K such that 

GpE n GpK = { o j , E carries a pseudof unction, E has Hausdorff H-dimension 0, 

K has Hausdorff H-dimension a, lim inf l f

r ~/^p ( r ) l c i P ' = 0 for ail | x £ M + ( E ) , 

H f

r " /*p (r)^C(K) * ° " S e t t i n ë L = E U K, we see that it has the required properties 

(for example lim inf |f - ^ p | d|x = 0 for ail | A £ M + ( L ) , S O L is weak 

Kronecker). 

If we recast the problem to avoid such a trivial solution we obtain 
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LEMMA 6.6 (v ) . There exists a weak Kronecker set E and a pseudof unction 

TGPM(E) such that E has Hausdorff H-measure a and supp T = E . 

But the proof simply involves a more detailed investigation of the proof of Theorem 

1.1" and the results used in obtaining it. (Note, however, that though it is possible to 

obtain Lemma 6.6 (v) by following Theorem 1.1" step by step, it is simpler to construct 

pseudofunctions T^, T 2 , with ^ ^ P M ^ 1 ' Hausdorff H-measure of 

E^ = supp Tj. equal to zéro, such that E .n E. = 0 for i ^ j , and E the topologi-

cal limit of [J E. is weak Kronecker and has Hausdorff H-measure oc. Setting 
i=1 1 

T = ^ ! ^ " 1 T i we have supp T = E and T a pseudof unction). 

It is much more interesting to recall the extraordinary resuit of Kaijser [_6~] 

(the notation is standard ; see e. g. [2o] ) . 

LEMMA 6.7 (Kaijser) . There exists an 1 > a >0 such that if E^, E^ are 

perfect non empty disjoint sets and E^UE^ is Helson f$ > oc, then the map 

T : A ( E 1 + E 2 ) V ( E r E 2 ) given by 

T < E V ^ | E 1 + E 2 > = E V r | E 1 ® * r | E 2 p=—oo r=—°° 

is well defined and gives a topological isomorphism. 

What is remarkable about this resuit is that a may be chosen less than 1 yet 

cannot be taken arbitrarily close to zéro for any one of the following 3 reasons (I have 

placed them in what seems to me increasing order of finality). 

LEMMA 6.8. (i) We can find E 1 , E 2 non empty disjoint perfect sets such that 
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E 1 E 2 is Helson with constant 1//2" but there exist x^ , x ^ e E 1 , x29x^CE2 such 

that x 1 + x^ = x 2 + x 4 (so that T in Lemma 6 . 7 is not well defined). 

(ii) (Varopoulos) We can find E 1 , E 2 non empty disjoint perfect sets such that 

E 1 U E 2 is Helson but E 1 + E 2 = T (so A ( E 1 + E 2 ) = A ( T ) ^ V ( E 1 , E 2 ) ) . 

(iii) We can find E^ , E 2 non empty disjoint perfect sets such that E^ U E 2 is 

Helson with constant 1/2, B^UE2 independent, yet there exist o:£M + (E. ) Ci = 1 , 2 ] 

such that (cr^ * or 2) ( r ) -> 0 as |r | •+ 00 (so by duality considérations 

A ( E 1 + E 2 M V ( E r E 2 ) ) . 

Proof. (i) Take x 1 = iï(l/6 + \ / l ) , x 2 = n(2/6 + \J~3), x^ = ïï(3/6 + \/~3), 

x 4 = ïï(4/6 + v r 3 ) . It is easy to construct E ̂ , E 2 disjoint such that x 1 ,x^GE ^, 

x 2 , x 4 £ E 2 such that for each | A I = 1, q, r integers with 0 « q « 3 and 1 « r 

and for each L closed with |x^ ,x 2 ,x^,x^ j n L = 0, L Ç E 1 U E 2 we have 

lim inf ( | | ^ - f I L / T \ + l x (\T3) - A I ) = 0. It is clear that E.UE0 has the 
p_>oo n P + c ï r c v L ) A n p + q v v 

same Helson constant as |x^ , x 2 ,x^ ,x^ j , i . e. E ̂  U E 2 has Helson constant 1/V~2. 

But x. + x~ = x 0 + x . . 

(ii) We shall give a version of this resuit in Lemma 6.10. 

(iii) We may indeed take E^ , E 2 Kronecker. The resuit is then a version of 

Theorem 7 of [10] . 

Suppose E^, E 2 are non empty disjoint perfect subsets. If E^UE^ is Kronec

ker , then Varopoulos has shown that E ̂  + E 2 is of synthesis and so (under the natural 

identification) F ç E 1 + E 2 is of synthesis for V(E,j , E 2 ) if and only if it is of 

synthesis for A ( T ) ( [20] ) . 
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On the other hand, if E^OE2 is Helson-1 and is of non synthesis, then 

the équivalence fails (consider F = E ^ + e 2 with e^GE^. (Though, of course, it 

remains true that F is of synthesis for V ( E ^ , E 2 ) whenever it is of synthesis for 

A ( T ) . What has happened is that E ^ + E ^ is not of synthesis, so that the dual of 

A 1
 ( E T + E ^ is (making the correct identification) strictly included in P M ( E 1 + E 2 ) ) . 

It might be easier to construct a Helson set of non synthesis inside E ^ + E 2 

(supposed of synthesis) where E ^ , E 2 are perfect and disjoint, if we relax the condi

tion E . | U E 2 Kronecker and replace it by E^UE^ Helson p> (with p as in 

Kaijser 1 s theorem. See e. g. Lemma 6 .1 . ) 

This question has an équivalent and more fundamental re-statement. Does 

y O O OO . 

V(D , D ) have associated sets of interpolation which are not of non synthesis ? If 

the answer is not trivial or obtained by some simple variation of the methods above 

which I have overlooked, then it may be rather deep. Let us report some unpublished 
work of Varopoulos : - every countable independent set in D x D is Kronecker for 

V(D ,D ) (a Kronecker set for V being a closed set E ç D xD such that, if 

f e s ( E ) , there exist u ,v e s ( D ° ° ) with ||u ® v - f I L / ^ x + 0) . This should be 

contrasted with the existence of independent countable Dirichlet non Kronecker sets in 

T , and gives rise to the unanswered question : - does there exist an independent closed 

set in D^xD 0 0 which is not of interpolation (or indeed merely not of interpolation with 

constant 1 ) ? (Recall the existence of an independent Dirichlet non Helson set in T . ) 

The generalizations to locally compact Abelian groups rather than tensor algebras 

are however immédiate. 
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LEMMA 6.9. 

(i) D = F T ? contains a Helson-1 set which supports a true pseudofunction ; 
p i=1 " p 

(ii) If G is a non discrète locally compact Abelian group, then G contains 

a Helson-1 set which supports a true pseudomeasure ; 

(iii) If G is a non discrète locally compact Abelian group, then G contains 

an independent Dirichlet non Helson set. 

Remark 1. It is clear that no reasonable analogue of (iii) exists if G is discrète 

but on the other hand we have not given (ii) in its strongest possible form for the non 

discrète case. 

Remark 2. In (iii) the définition of independence must be appropriate (see e. g. 

[13] XIII, 3 .6) . 

Proof. (i) This is proved step by step as in the case of T (apart from certain 

simplifications described at the end of Section 1 ) . 

(ii) Use the structure theorems. Note that it suffices to prove the resuit for any 

closed subgroup F of G . The resuit is true for F = R (by the resuit for T ) , 

for F = Dp (by ( i ) ) , for F compact and the closure of a subgroup generated by an 

élément of infinité order (proof as for T) or for F = l~Tz(p(i)) where p(i)^ roo 

ver y rapidly (proof as in (i) or as for T ) . Since G must contain a closed subgroup 

F with one of thèse properties, the full resuit is proved. 

(iii) Similar but simpler considérations allow us to extend the proof of Theorem 9 

of D o l in the same way. 
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In order to remind the reader of the kind of thing which can be done (admittedly on 

a ver y small scale) when we consider the sum of 2 sets, here is a minor improvement 

of the resuit of Varopoulos given as Lemma 6.5 ( i i ) . 

LEMMA 6.10. There exist 2 disjoint Kronecker sets E 2 with 

E ^ - [ r r / 4 0 , TT/40] U [19 rc/40,-21 Jt/40] U [29^/40,31 n/40] = L 1 , 

E 2 ç [2K/40,18ÎT/40] U [22iï/40,28rî/40]U [32/T/40,38JT/40] = L 2 so that E^i)E2 

has Helson constant at least a = (1/276) and measures t^£M +(E ^ ) , t 2 £ M + ( E 2 ) 

such that ^ * t 2 is a strictly positive inf initely diff erentiable f unction. 

Proof. (For the constant 1/276 see C i l ] Lemma 1.13; that a > 0 is a consé

quence of the fact that E^nE2 = 0 . ) We modify Lemma 3.4 [10] to which the reader is 

referred for détails. Throughout pi is Haar measure and L is L . Since 

int L ̂  + int L 2 = T , we can find h 1 , g 1 inf initely diff erentiable positive f unctions 

such that h 1 * g^(x)^ o for ail xCT for some 8 > 0, supp h-jÇ L ^ , supp g^ ^ L 2 

and | | h j | 1 = HgJI - = 1. 

As an inductive hypothesis suppose now we have found h^, g n non négative 

infinitely differentiable functions such that h n * g n ( x ) ^ 8 (2" 1 + 2~ n ) for ail xGT . 

Then, taking crnN = AnN XH^irr/N gn(2fTr/N) Where AnN > 0 is such that 

lier K T | | = ||g || , we have ||cr __ * k - g * k|| 0 as N -•«> for ail kGC(T) 

andso l l ( o - n N ^ k ) ( p ) - ( g ^ k ) ( p ) | | c ( T ) = | | c r N ^ k ( p ) - g ^ k ( p ) | | c ( T ) ^ 0 as N + oo 

for ail k £ C p ( T ) . In particular therefore we can find an N such that 

"(anN * hn)(P) " (gn * hn)(P)"c(T)x< S2~n~4 for a11 04 p « n- By the continuity of 

h , . . . , h ^ we can find x 1 ? x 9 , . . . , xN T linearly independent with 
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x Gint supp g n if gn(2rcr/N) ^ 0 and sup |x - 2ïïr/N | so small that writing 

% - AnN Sxr gn(2nr/N) wehave l ^ n N - ^ n ^ ^ ^ C C T ) * 82_n~4 and so 

||(CT * h - (g * h n ) ^ l l r ( ^ h 2~n"3 for ail 0<cp«n. By Kronecker1 s theorem 

there exists a Q(n) such that sup l'Vvn^r.) " fn(xr^ ' * 2~n~4 and by the conti-

nuity of x,f and h ^ we can find an e > 0 such that 

sup sup | h j^x) - hjP^y) k< 8 2"n"4/ltcr II whilst writing 
|x-yU<2en 0N<p«n 

I r = [ x p - e n , x r +e n ] wehave l l * Q ( n ) - f

n l l C ( i ) « 2 " n " 3 a n d > for every r such 

that gn(2/rr/N) / 0, I p e int supp g n |jN<rN<N]. Pick K n an infinitely differentia-

ble positive function with supp çr [ - e n , e n ] , K^(x)dx = 1 . Setting 

g n = 1 = cr̂  * K n we have g n + 1 non négative infinitely diff erentiable and 

( A ) n > 1 supp g n + 1 ç supp g n 

<B>„.1 ^ l ^ - f J l c ( s u P P g n + 1 ) < 2 - n - 3 

( C » n , , H<*n+1 * h n ) ( P ) " K * *J*%{T)< K . f V ^ ~ K**JP\(T) 

+ S>2- n- 3 

^ ! % ! U I V h n

P ) - h n

P ) H c ( = T ) + S2-n-3 

^ 2~n~2 for ail 0$p<n. 

( D ) n ,1 "«n+l'^l = l l g n l l

l 1 

Similarly we can find h n + 1 non négative infinitely diff erentiable with 

( A ) n ^ 2 supp h n + 1 ç supp h n 

< B >„ ,2 ^ H ' ; 0 - ' „ l l c » s U p p h „ + , , ^ - n 

(c) 0 

'n,2 
l k + 1 * h n + 1 > ( P ) ^ n + 1 * V ( % T r < & 2 - n - 3 
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(D) 0 ||h J | , = ||h || -, , v 'n,2 " n+1'^1 " n ^1 9 

and so 

(E) ||(g . * h J ( p ) - (g * h )lp)\L,^4 & 2 - n - 2 

\ / n

 M V &

n + 1 n+1' v & n n' ' C ( T ) 

(whence, in particular, h n + 1 * g n + 1 ( x ) >, o ( 2 _ 1 + 2~n"~1) and the induction may be 

restarted). 

Now h^ î, Qn[L are positive measures with | Ih^l l M = | |g |i| lM = 1. Thus they 

have weak limit points , ^ 2 say with , t 2 e M + ( T ) , 1 1 ^ | | M , ||^ 2 | | M = 1. By 

( A ) n i S U P P ^ L . , supp t. is Kronecker [i = 1 , 2 ] . By ( D ) n , h n * g n 

converges in the space of infinitely differentiable functions under the usual topology 

( k n 0 if and only if llk

n

P^llç(T) ° ) to F say* By the inductive hypothesis 

F(x) >y h/2 for ail x £ T . Thus * ^ = F is an infinitely differentiable strictly 

positive f unction. 

Let us also prove 

LEMMA 6.11. There exist disjoint Kronecker sets , K 2 such that 

is a perfect weak Kronecker set and K^ + K 2 contains a weak Kronecker set of non 

synthesis. 

Proof. We proceed by means of an inductive construction on the lines of our proof 

of Theorem 1,1' to which we ask the reader to refer ; for convenience we take 

f2n = f 2n+1' e ^ a s given there, and &(n) also satisfying the conditions imposed. 

Suppose that at the n*n step we have disjoint finite sets L f i > K^, E^ with 

inf |x-y | » 2 + 2 and L + K 3 E , a measure u £ M(E ) and an 
x e L n , y O < n 

integer Q(n) > 1 obeying inductive condition L(n) and condition 
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(iii)' Q ( n ) ( L n U K n ) = 0. 

We claim that we can find L , 1 , K , E . , u 1 , Q(n+1 ) satisfying the inductive 
n+ i n+ i n+ i n+ i 

hypothesis just stated (but with n replaced by n+1), the conditions of Lemma 6.3, 

and the additional conditions 

(vii)' Condition (vii) holds with En+1 replaced by Ln+j uKn+^ î 

(viii) If n is even, then,given any closed set F with sup inf Ix-y | $ &(Q(n+1)), 
y£F x£K , 

we can find an P(n+1)>$ R4 Q(n+1)-P(n+1) such that | |% R - f n l 4 2""n. If n is 

odd, the same relation holds with K n + ^ replaced by ^ n + - \ -

The proof is ver y easy. We take the case n even. Suppose E^ = |e ,j , . . . , e ^ | 

with the en distinct. Each e = x + v , with x £ L , y £K . We can find 

successively x l ' , y", x", y", . . . independent such that the eM = x" + y" are 

independent and |x^ - x u I , I y|J - Y u k e(n)/4. Again, if L n = [x 1 , . . . , x , . . . , x y J , 

K n = ( y 1 ' " M V , , , , y w } W e c a n c h o o s e successively x'^ + 1, x'^ + 2, . . . , x^ and 

y\], 1 , . • . , y'' such that the x" . . . , x'' y", . . . , y" are independent ; moreover, 

we can find M ^, M 2 , R such that 

(oc) sup IX ( e " ) - f ( e » ) k 2 - n - 6 

U U 6 1 n+i i 

(p) m a x ( sup V C x p - V / x p i , sup l U ^ O - ^ / y ! ' ) ! ) ^ - " - 6 

1$U<v K < u w 

By the continuity of X M , # M , X R , f j l + 1 there exists a Q f ( n + 1 ) £ Z + and x u , y ^ 

distinct such that 

{P ' xù " xu k e ( n ) / 4 ' 1 yù " yu 1 < e(n)/4 

(S) Q ' ( n + l ) x u = Q'(n+1)y u = 0 

and so, writing L n = {x^ : U u N< v j , K n + 1 = j y u : U u « w ] , = {xU-y^ : 1<u « 8] 
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and for that measure with support E^ and (|Xu + y^J) = f^n({xu + yUJ)> WE 

have 

( o c , ) " X r Q ' ( n + l ) + M 1 " f n + l " c ( E ^ ) * ^ 

( P , ) 1 H XrQ'(n+1)+M 2 " fn+1 "c(L^) N< 2 ^ 

( P ' ) 2 '^rQ' (n+1)+M 2 "
 fn+1 " c ( K n + 1 ) N< 2 " " " 5 * 

By the arguments of Lemma 5.2 1 (or by convolving 2 measures of the kind constructed 

in Lemma 5.2 in which case we must replace ( l -2~ n ~ 4 ) in (b) by ( l -2~ n ~^) f or by 

any argument the reader constructs for himself based on Lemma 5.2' perhaps modifying 

the values of N ( 2 " 4 8 ( Q ( n ) ) , 2 n + 5 l l K n l l M > 1 - 2 ~ n ~ 4 ) ) > we can find m > 1 and 

N ( 2 n ~ 4 8 ( Q ( n ) ) , 2 n + 5 | | ( i n l l M f 1 - 2 - n - 4 ) = P(n) < ) < M 1 (2) < . . . < M^m) < M 2 ( 1 ) < 

M 2 (2 ) < . . . < M 2 (m) <M 2(m+1) = Q(n+1) and T n + 1 £ M ( [ -2~ n ~ 5 & ( Q ( n ) ) , 2 ~ n ~ 5 8 ( Q ( n ) ) ] ) 

with support E

n + 1 say such that M ^ j ) is congruent to M^, M 2 ( j ) is congruent 

to and Q(n+1) is congruent to zéro, ail modulo Q'(n+1) Cl ̂  j « m] whilst 

(a) M(m+1)E* + 1 = 0 

<w n - - 1 n : ^ i ( 3 ) - i i i c ( E ; + 1 ) ^ " n " 3 

(c) l l T n + 1 H P M = T n + 1 ( 0 ) = 1 » 2 n + 4 | k | | sup IT i ( r ) | . 
n+1 PM n+1 n M Q ( n + 1 ) _ p ( n ) > r > , p ( n ) " + 1 

The arguments of Lemma 2.2 now show that, writing E n + 1 = E^ + E n + 1 f 

LL „ = u.1 * T „. L „ = L 1 + E ... the conclusions stated at the end of the last rn+1 r n n+1' n+1 n n+1' 

paragraph but one hold (set R = M 2 ) . 

To prove the lemma we construct a séquence ( E

n + q t ^ n + 1 ' ^ ( n + 1 ^ P(n+1), 

L n + 1 , K

n + i ) as above [n = 0, 1, 2. Let E , L , K be the topological 

limits of the E 1 . L i . K 1 and S a (in fact the) weak limit point of the a . 
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Since inf | | ^ - ï 2 n + 1 ^C(L) 0 a S n " * ° ° ' we have L Kronecker. Similarly K 
R£Z 

is Kronecker whilst by the arguments used in the proof of Theorem 1.1 LUK and E are 

Helson but 0 ^ S e P M ( E ) , S0vl(E). so that E is not of synthesis. 

Remark. A more spectacular way of stating Lemma 6.11 (in view of the remarks 

following Lemma 6.8) is the following. Either the sum of 2 disjoint independent Kronecker 

sets can be of non synthesis. or synthesis fails for tensor algebras. However. even 

if it were true that the sum of 2 Kronecker sets is of synthesis. a proof is unknown and 

probably very difficult. The best resuit known (an improvement by Drury of a resuit of 

Varopoulos) is that the sum of 2 closed subsets of a Kronecker set is always of synthe

sis [ 2 ] ) . 

This concludes a section dealing more with what we cannot do than with what we can 

do. If we knew how to combine any 2 of the various constructions for thin sets (probabi-

listic, Baire category, tensor algebraic and direct) we might be able to go much further. 

§ 7. THE UNION OF A A + S E T S . 

Recall that. if A ç Z , we write A

A C p ) for the Banach subspace of A ( T ) 

of A ( T ) given by A ^ ( T ) = ( f£A(T) : f ( r ) = 0 for r £ A j ( [4 ] p . 150). We say that 

a closed set E is A A

A if A ( E ) = A A ( E ) and Z A ^ if there is a non zéro 

f G A A ( T ) with f(e) = 0 for aU e£E If A = Z + , A + ( T ) = A Z + ( T ) is a Banach 

algebra, we write A A + . Z A + for A A Z + , Z A Z + , The reader is asked to re-read 

Lemma 4.1 as background. This section is devoted to the proof of the following theorems. 
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THEOREM 7.1 . 

(i) Given C ^ C ^ I we can find closed sets E^,E2 such that E ^ " ^ 

consists of 1 point, E i is A A + with associated constant C i [ i = 1,2] , but 

E^ UE^ is independent with A A + constant at least (so exactly) C 1 + C 2 +
 c i C 2 * 

(ii) Given , C 2 ^ 1, e > 0 we can find disjoint closed sets E^, E 2 such 

that E is A A + with associated constant at most [i = 1 , 2 ] , but E , jUE 2 is 

independent with A A + with associated constant at least + C 2 + C . j C 2 - e. 

(iii) Given e > 0, n » 1, we can construct n Dirichlet sets E ̂ , E 2 , . . . 

, , , E n which are disjoint (respectively have E i (1E^ = {x} [i ^ j ] for some xGT ) 

n 
such that U E. is independent with A A + constant 2 n -1-e (respectively A A + 

i=1 1 

constant 2 n -1 ) . 

THEOREM 7.2. We can find A(1), A(2) ç Z + \ { o } together with E 2 closed 

sets with E^ H E 2 = { x j for some x£T such that E^ U E 2 is an independent set 

having the following properties : E i is AA , \ (indeed ||f||A / £ x= H f H A ( E \ 

* ' A(i)^ v ^ i'' 
for ail fGA(E. ) ) [ i = 1 , 2 ] yet E^ U E 2 is not even Z A

A ( 1 ) y A ( 2 ) U - A ( 1 ) U - A Q U * ) } 

THEOREM 7.3. Given any 1 > s >,0 we can find an independent closed set E 

such that 

lim super jxGE : IXm(x) - 1 I < o}»s| |cr | i 
m*oo 

for ail cr£M +(E ) , o > 0 with the following property : - Given any R > 0 we can find 

an e ( R , s ) > 0 such that for any Y~\ I a | < R we have lly~>_%_ - lIL/^x » e ( R , s ) . 
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Moreover, we can also find an n ( R ) G Z + such that 3 *TmVn(R) m I a^ U R implies 

r R x a m ^ m " l l l C ( E ) > c < R ' s > -
|m l»n(R) 7 

LEMMA 7.4. Given 1>s>0 and e > 0, we can find an R ( e , s ) > 0 with the 

following property : - If E is a closed set such that 

lim sup cr [xGE : \% (x) - 1 | ^ %\> s||cr|| 
m->oo 

for ail crGM + (E), h > 0, then 

lim sup inf { H 2 Z > m X m - 1 H C ( E ) : H la k R ( 6 , s ) U e . 
p*oo m»p x ' m»p 

LEMMA 7.5. Given any 1 > s ^ 0, we can find a A ç Z + and an independent 

closed set E and for each r ^ 1 an e ( r , s ) such that 

lim sup o- jxGE : | / (x) - 1 | &{>s||<y|| 

for ail crGM + (E), h > 0, yet, writing A ( r ) ={fl2ni : i ^ G A U - A j \ { 0 } , we have 

un 
meA(r) 

a m * m - 1 H C ( E ) » e f o r a U 

m € A r 
I a \<œ. m 

For completeness we rephrase the resuit of Bjork and Kaufman given in Lemma 4 .1 . 

LEMMA 7.6. If A c Z + and E is closed such that 

lim sup o~ 
m-»oo?m£A 

x£E : | X m ( x ) - 1 k & } = IWI 

for ail a £ M + ( E ) , h > 0, then 

lim sup inf {II2ZZ V m " 1 H C ( E ) : TZ 1 a

m

 1 « 1} = °-
p^oo , P £A m»p m m m»p m J 

It is an extremely instructive exercise to restate and prove the results for gênerai 
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collections of functions. For example : 

LEMMA 7.41 . If 1 > s > 0 and e > 0 are given, we can find an R(e, s) > 0 

with the following property : - If X is a compact Hausdorff space and gmGC(X) is 

such that HgmllC(X) < 1 

limsupcrfx: I g (x) - 1 | «: 8 J » s||cr || 
m-*» 

for ail crGM+(X), b > 0 then 

lim sup inf {II^Z) TZ 
p-H» s»1 m(1),m(2),,. ,m(s)»p am( 1 )m(2)...m(s)gm( 1 )gm(2)' • 'gm(s) " 1 ' 'c(X) : 

5 S \ m(*\ « U V , lam(l)m(2)...m(s)l><R(^s) < E s>/\ m(1 ),m(2),. . ,m(s)»p ' ' ' 

LEMMA 7.5 f . If 1 > s >y 0 we can find a compact Hausdorff space X and a 

séquence g m G C (X ) with I l e m I I Q (x ) * 1 s u c n t n a t 

lim sup a jx : |g (x) - 1 | = OJ ^ s||c|| 
m-*» 

for ail crGM + (X), but 

E » i 5 t ) . » ( 2 ) f . . . « ( s ) a m ( 1 > m ( 2 > - • Msfm0fm(2y • - e m ( s ) - 1 H C ( x ) » > 0 

for ail 
£ s > 1 1 2 l a « n ( l W 2 ) . . . m ( s ) 1 < ° ° 

[ q * 1] . 

Since Lemma 7.5 1 is a conséquence of Lemma 7.5 we leave it as a recommended 

exercise for the reatler to find the shortest and most illuminating direct proof. The gist 

of the matter is contained in the simpler version (with q = 1 ) . 

LEMMA 7.5". Let p ^ 2 be a positive integer. Let X be the finite discrète 
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topological space {O, 1, . . . , p } . Let g r G C ( X ) be given by g r ( s ) = 1 for r ^ s, 

g r ( r ) = -1 [K< r « p J . Then 

sup cr{s : |g (s) - 1 I ^ o\>y (p/p+1 )||cr|| 
U r s < p 1 

for ail cr€M + (X), yet 

"ZZ a

r g r - 1 H C ( x ) = m a x ( 1 ZZ v M s ) " 1 1 ) 

= max ( | Y2 a

r " 1 1 ' m a x 'ZZ a

r - 1 " 2 a J > 
U r v < p U<Sv<p U r s < p 

>/ 1/(P-1) 

for ail I a | < oo . 
U r N < p 

Proof of Lemmas 7.4' and 7.4. (Lemma 7.4 is , of course, a spécial case of Lemma 

7.4' . ) Let us introduce the following temporary notations : 

^ = t G : G = s5t S ) m ( 2 ) . . .m (s)>p VD.mfe),.. . ,m<s*»<1*n<2)- • '««.(s) 

with T2 I am(i )m(2). . .m(s) 1 < 00 ] ' " G£ *p We Wrlte 

I G I p = inf {X2 12 I a

m ( i ) m ( 2 ) . . .m(s) 1 : 

° =

S Ç t £ ) > p V D . m f e ) , • • • ,m(s) gm(l) em(2)- • - g m ( s ) } -

We split the proof into a séries of simple observations. 

LEMMA 7.4". 

(i) Given 1 » s > 0, ^ > 0, we can find N ( r ^ , s ) with the following 

property : - Given g m as in Lemma 7.4' , p >, 1 and ij2 > °> we can find, for 

each crGM + (X), closed sets E 1 , E 2 , . . . , E N and integer s p < m( 1 ) < m(2) < . . . <m(N) 
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n 

suchthat cr( U E r ) > ( 1 - ij1)||cr|| and Hgm(r) ~
 1 HC(E ) « ^ f o r e a c h 1 « r < N -

(ii) There exist integers 1 ̂  q ( l ) < q(2) < . . . such that given > 0, we can 

find an M ( Î | ) with the following property : - Suppose g e C ( X ) , H s l l C ( X j < 1 • Then 

we can find X ^ r ) , X 2 ( r ) closed with X ^ r ) U X 2 ( r ) = X such that 

llgn - 1 | I C ( X (r^4 2" r " 4 for ail 04 n4 q (r ) and, for every crGM + (X), 

card (n > 1 : J | g r | dcr > j | |a | | J <M(i( ) . 

(iii) Given g m as in Lemma 7.4' , p >, 1 and 1 ^ > 0, we can find, for each 

cr£M + (X), a G ^ G ^ with I G ^ | p s < 2 N ^ » s * - 1 such that J | G ^ - 1 | dcr < 2 T| 1 . 

(iv) Lemma 7.4' holds. 

Remark. Although this is not strictly relevant we note that (ii) also gives 

c a r d { n » 1 : j I m ^ ̂  £ V do- | >2^| k|| 

and/or Re ^ g r dcr 4 cr{x : g(x) = i ) - 2IJ ||cr|| j<M(ij ) . 

In other words, considered as a vector in the Argand diagram J > g do-

points, most of the time, in the same direction (and/or tends to zéro fairly rapidly). 

Proof. (i) This is obvious. Suppose we have constructed closed sets E^, E 2 , . . 

. . , E k and integers p « m(l) < m(2) < . . . < m(k). Given 1^ > 0, we can find 

E £ + 1 closed sùch that E £ + 1 H E . = 0 [ U j « k ] but o- (E£ + 1 ) » c r ( E \ U E . ) -*(3l|cr|L 

Writing o*k+1 = ' Ek+1 so tnat v ^ ^ M ^ i X ) , we know by hypothesis, that there 

exists an m(k+1)>m(k) and an E

k + 1 closed such that l lg m ( k + i) " 1 ^Q(E ) * ^2 
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and ° * k + i ( E

k + i ) * s^°"k+1^" (This last statement gives at once 

< T ( U E

± ) ̂  ^ k + i ^ k + i ) + cr( U ^ E i ) ^ s | |cr k + 1 l | + or( E . ) > (s - ^ 3 ) | | a | | + ( 1-s)cr ( E . ) . ) 

We now restart the induction. 

If E , E 1 , . . . , E are defined in this way, we obtain 

o-(U E ( T J ] s ( 1 - s ) r " 1 - 7 | )||or|| = (1 - 0 - s ) N ) I W | . In particular, choosing 

\s = A N D N = N ( T J , S ) = \S\o%^3-2)/\o%{î--s)\ + 2 we have the required resuit. 

(ii) This is also trivial. Set X 2 ( r ) = [x : I g(x) - 1 U 2 ~ 8 r ~ 4 J , 

X ^ r ) = { x : lg(x) - 1 | > 2 " 8 r " 4 j , q (r ) = 2 8 ( r ~ 1 > + 2 r , Mty) = 2( [ r f 1 J + 1) (note 

that X. , (r ) c X^r-1 ) ) . Then for ail a £ M + ( X ) we have (writing X = X) 

S J x i ( n ) ^ T S 8 l ^ - S f f J x ^ t - D s X ^ T O S 8 

= S : S ' J x 1 ( t - i h x 1 ( t ) ™ £ t 8 i d < r 

oo oo 

4 ^ ( c r t X ^ t - l h X J t M + C 
t=1 n=t+1 

l X i ( t _ l ) x X i ( t ) q ( n ) h - g ( x ) d ^ » 

« Y2 (cr(X ( t - 1 ) ) - o r ( X (t)) 
t = l 1 1 

+ 11] IWI S U p n / n ï h < r / v i l> 

i fetti x e x ^ t - i h x J t ) q l n ) , 1 " 8 ( x ) l 

= 2 | | o - | k M ( T | ) T ( | | o - | | 

and the resuit follows. 

(iii) Choose 0 < T | 2 < T | 1 2-(N(T(1,s)+4)^ M^ ^ 1 such that 2"Mo+4<^2, 

M(7j 2 ) + M o + 1 and 0 < 7|3 < ^ / ( M ^ l 4 " 4 ) . By (i) we can find p « m(l) < m(2) < . . 

N 

. . < m(N(iJ,s)) such that CT( E p ) > (1 - ^ 2 ) | | < r | | and l l g m ( r ) - l | l c ^ E j * T[3 for ail 

K< r s< N ( T [ 1 , s ) . By (ii) we can find q ( l ) , q(2), . . . , q(N(7j 1 , s ) ) such that writing 

1 1 7 



Th. KORNER 

X r = lx : 1 g m ( r ) ( x ) " 1 1 > «or ail (K< t « q ( r ) j , Y r = X \ Xp 

(a) M Q < : q ( r ) < M 1 

(b> l x ! q r F ) 5 ) g m ( r ) ! d C T M 2 l W I 

(c) Y r U X p = X , Y r 2 E p D m n ] . 

N f l l f s ) - q (r ) 
Now set G = 1 - T T (1 - - r - T J ~ " g / \ ) 

a

 r = 1 ÔF7 ^ r f *m(r)' 

(iv) Let T ^ l G G ^ : IG | p < 2 1 N M l > a ' J , r 2 = | fCC(X) : l l * - l | l c ( x ) < 4 ^ ] . 

Suppose T 1 n r 2 = 0 . Then, since T^9 T2 are convex, there exists a separating 

hyperplane. Since T 1 is balanced and | J ( f - 1 ) d f i : f G r ^ | = | À : IA | ^ 4 | | n | | J this 

shows the existence of a crGM(X) with J l dcr = 1, j j ( G - l ) d c r J>4Î| 1 H<T|| for ail 

G G ^ . p . Inparticular 2 î ( 1 | |a | | > I G ^ - 1 |d | c r | » j J ( G a - l)dcr j>4 TJ1 | | cr | | which is 

absurd. Thus T-nTO£09 i . e. there exists a G G ^ with* |G I < 2 N ^ 1 , S ^ 

and ||G - 1 l l C ( X ) « 4 ^ . Setting R ( e , s ) = 2 N ( T l l / / 4 ' s ) we have the required resuit. 

Why should we be interested in thèse results ? I think that they are important 

because they illuminate the conditions necessary to obtain good approximations to 1. 

Theorems 7.1 and 7.2, and Lemmas 7.4' and 7.5 show the différence between vector 

spaces of functions and algebras of functions, whilst Lemmas 7.4 1 and 7.6 show the diffé

rence between Weak Dirichlet and s-Weak Dirichlet [1> s » o J for vector spaces of 

functions. Lemma 7.4 1 and Lemma 7.6 show the différence between Weak Dirichlet and 

s-Weak Dirichlet [1> s » 0 ] for algebras of functions. If the reader re-reads the 

introduction, he will see that I believe (or at least believed) that thèse différences are 

the fundamental reason why the methods of this paper work. In fact, it was Lemma 1 . 5 
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and Lemma 7.5" (with p = 2) which furnished the thread of Ariadne for this investigation. 

We now start the proof of Theorem 7.1. We use the following construction : 

LEMMA 7.7. We can find E(0) = [ x ] , E ( S , t ) closed disjoint sets 

[S c [ r : 1 «; r x < 2 t + 1 j , 1 x< t ] , together with measures ^ s t G M + ( E ( S , t ) ) , J | = 1 

[S e j r : U r s < 2 t + 1 J , 1<tJ and a séquence of integers P ( u , r , t ) [o« u,< t-1, 

1 « r ^ 2 t + 1 + 1 , W t ] such that 10 + u 1 + r 1 + t 1 « P ( u 1 ,t^) < P ( u 2 , r 2 , t 2 ) whenever 

O ^ u ^ u 2 , r 1 = r 2 , t 1 = t 2 or r^ < r 2 , t̂  = t 2 or t 1 < t 2 with the following 

properties : -

(i) E ( t ) = U . n E ( S , t ) tends topologically to ix} as t - ^ o o . 

S ç { r : U r . < 2 T + , J 

(ii) ( x j U U E(t) is independent. 
t=1 

Suppose eCE(S . t ) [S ç j l , 2 , , , , , 2 t + 1 ] , U 1 ] , 0.<u«k-1 , U r * 2 k + 1 , H t 

(iii) If k > t we have 

I W . M M - " * * * ' * ' 4 ' if u = 0 

i* t~\~ 1 l ^ 2 otherwise 
| X P ( u , r , k ) ( e ) 

(iv) If t = k we have 

| XP(u,r,k; ( e ) - l U 2 « if u < t , i + [ ^ j e s 

'*P(u r k^e^ " 1 ' * 2"k 4 otherwise. 

Further 

<v> I V ( u , r , k ) W - 1 l < 2 - 2 0 ( k + 4 ) if u = 0 

' * P ( u , r , k / x ^ " 1 ' * 2 ~ k " 4 otherwise. 

(vi) l M - S f t ( v ) | > . 2 - 1 0 t - 1 0 implies l r ^ t ( v ) - £ T t ( v ) I .< 2 - 1 0 t - 1 0 
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for a i l S ç T ç {i , 2 , . . . , 2 t + 1 ] , v >, P ( 0 , 2 t + 1 + 1 , t) 

(vi i) I r ^ S n T > t ( v ) l>min ( | Ï I s > t (v) | , | ^Tft(v) I ) - 2 - l 0 t - 1 0 

for a i l S , t ç { l , 2 , 2 t + 1 J , v » P ( 0 , 2 t + 1 + 1 , t) 

(vi i i ) lM-0 t ( v ) k 2 " 1 0 t for a i l v >, P ( 0 , 2 t + 1 + 1 , t) [t > 1 ] 

( ix) l M - s > t ( v ) k 2 " 1 0 t " " 1 0 whenever |v - P ( u , r , k ) \ < k and 

lXP(u,rMe)~U>2~k~4 fOP e£S-

Remark. It is only notational quirks which separate conditions (iii) and (v) and 

which put P ( 0 , 2 t + 1 + 1 , t) apparently on the same footing as P ( u , r , t ) with 

1 4 r ^ 2 

THEOREM 7.1*. Suppose Ç., C 2 >, 1 and n >, 2 an integer given. Choose 

P l ( l ) « ' P - | (2 ) < " . . . , P 2 ( 1 ) < P 2 ( 2 ) < • • • positive integers such that 1 > pi(t)2""t and 

p.(t)2" t decreases to C ~ 1 as t -» oo Ci = 1 , 2 ] . Construct E(0) , E ( S , t ) as 

in Lemma 7.7. 

(i) Write 

E j t = u { E ( S , t ) : card S = P j ( t ) , S ç { ( j - 1 ) 2 t + k : U k v < 2 t ) j 

E12t = u { E ( 9 U T , t ) : c a r d s = P ^ K card T = P 2 ( * ) ' S : 1<k^2tJ, T çr^+k : 1=^2*]] 
oo 

= ^ E J T U E ( O ) D = 1,2j 

OO 

E 1 2 = U E 1 2 t UE(O) . 

Then E . j , E 2 U E ^ 2 satisfy the conclusions of Theorem 7.1 ( i ) . 

(ii) Provided only N ^ N ^ e ) for some depending only on e, it follows 

that E 2 N ^ E 1 2 N s a t i s f v t n e conclusions of Theorem 7.1 ( i i ) . 
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(iii) Write 

F = U{E(S ,t) : ^ S ç ( r 2 t _ n : U r < j J) [t » n] 

OO 

F. = U F.. U E(0) [ U j><n] . 
3 U n J t 

Then, provided only N » N 2 ( e ) for some N 2 depending only on e > 0, it follows 

that F 1 N , F 2 N , • • • > F

n N (respectively F^, F 2 , . . . , F n ) satisfy the conclusions 

of Theorem 7.1 (i i i) . 

Proof. The proof of parts (i) and (ii) splits as follows : -

Part A : We show that E. U E 1 9 is A A + with constant at most C . To do 

this it suffices to show that, given any wGZ and e > 0, we can find a gGA(T) 

with HgllA(T)« c j + e > g(v) = 0 for vN<w and Hê - 1 H A ( E J J E ) < e (cf. the 

proof of Lemma 4.1 ( i ) ) . 

Recall that f. is the trapezoidal f unction of height 1 with vertices at 
o 

-à , - S 2 , S 2 , b . Thus | | f j | l A «1+4& (for 0< S> < 1/4) and so ||f o.X r l l A = 

||f|| = 1 + 4 S (here g o f(y) = g(f(y)) for ail y £ T ) . Choose k » 1 in such a way 

that 2 - k + 4

N < s / ( C 1 + C 2 ) and w , k. Set ^ = 1 ^ 0 X p ^ , 

[(K< u.< k-1, 1 « r . < 2 k + 1 ] . 

Writing G . = 5 ~ ; c we see that | | G , | | < 2 k (1+2" k " 2 ) and 
U ' J r^fi-1)2K+1 u ' r u > 3 

k 
Y"-" A G .(e) = A 2 
fed u 1 1 , 3 ° 

if e £ E , \ U E ( S , t ) 
J ^4Uk 

JZ K Gu i ( e ) = T2 K 2 P i ( u ) i f e G E i H E ( S , t ) , U t « k. 
u=0 , J u=0 J J 

But 2 k » 2 k 1 p (1) > 2 k 2 p (2) » . . . » p (k) > C " 1 2 k , so that we can find 

V j ' A i , j ' • • • » V j > 0 w i t h Z ^ \ T I « C . 2 - \ g V . G u . ( e , = , for ail 
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e £ E U E 1 2 . Setting G = TZ\i i G „ -i we have | | G J | a <: T ^ X J | G J L 4 

C j ( l + 2 _ k - 2 ) fj - 1,21 . 

Now let us examine g again. We know that |f c (m) | < 8& — m - (in fact the 

actual numerical bounds are even more irrelevant than usual). Thus 

Z Z lê., r » k < L Z | f k 4 ( m ) 1 «2~2K~8- A l so , writing 
m < 2 - 4 k - 1 6 P ( u , r , k ) ' m < 2 " 4 k - 1 6 2 

U r = { e £ E : g u r ( e ) = 1j , V p = {e£E : g u > r ( e ) = OJ , we have 

l | X 5k 20 " 1 | I C ( U r < 2 _ 5 ( k 4 4 > s o t h a t l | X 5k 20 " 1 | I A ( U ) < 2 _ 2 k " 8 

2 - 5 k _ 2 0 P ( u , r , k )
 C ( V 2

 5 k 2 0p(u,r,k) A(Vr> 

(see e. g. the proof of Lemma 4.1 ( i i ) ) . 

Now Hl l l A ( E )N<(1 +2 " k _ 2 ) ( l | fH A ( u ) + 2 | | f | | A ( v ^ (for suppose e ^ e ^ A ^ ) , 

E I I U R = f | U R , e 2 I V R = f | V R , then ( e . , g u > r + ^ O - g ^ ) ) I E = f | E and 

l | e l 8 u , r + e 2 ( 1 - g u , r ) l l A ( T ) - < l | e 1 l l A ( T ) l l g

U , r l l A ( T ) + ' M A ^ / 1 + 1 ̂ u . r 1 U ( T ) » -

Thus writing h = X e . , o n g we have at once 
u , r 2

5 k + 2 0 P ( u , r > k ) u ' r 

l | h u , r - « u , A ( E ) < ( 1 + 2 _ k _ 2 ) ( | | h u , r " g u , A ( U r ) + 2 , | h u , r " g u , A ( V r ) > 

. < ( i + 2 - k - 2 K l l i - X 2 5 k + 2 0 p ( u > r > J I A ( U r ) l l g u > r l l A ( T ) + o) 

s < 2 - 2 k ~ 7 . 

Set C = 1 ' h (m)% . By the estimate of the second sentence of the paragraph 
u ' r m T w u ' r m 

(and the fact that P ( u , r , k ) » k + 10) we have | | ^ || 4 Wëu>r\\, \ \ \ f I , - e

u > A ( T ) 4 

r » " : Thus l l f u , r - 8 u , r l l A ( E ) « - 2 k - 6 . Set L . = r=(j-1)2k+1 

L . = 5 * A - L We have at once L . - 1 L c , IT-, x = L - G L { T 7 , I r ? \ ^ 
3 u=0 u ' 3 U ' 3 3 A ( E - j U E 1 2 ) A(E U E 1 2 ) 

2" k CL x< e/4, | | L ^ H A ^ t ^ < C j + £ t h e s a m e calculations as for HGjHA(T)
 a n d 
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Lj(m) = 0 for ail m 4 w ) . Since e > 0 and wGZ were arbitrary, we have shown 

that E . U E 1 9 has A A + constant at most C. f j = 1 , 2 ] . 
3 3 

Part B : We show that, given e >0, we can find an N Q ( e ) such that 

E 1 N U E 2 N U E 1 2 N h a S A A + c o n s t a n t a t l e a s t C 1 + C 2 + C 1 C 2 " 6 f o r a 1 1 N > N

Q ( e ) -

Fixing N at some arbitrary positive value, we make the following observations. 

By Lemma 7.7 (vi) , (vii) , (viii) and ( ix) , writing Q(N) = P ( 0 , 2 N + 1 , N ) , we can find 

disjoint subsets A ( S ) <={v£Z : v >, Q ( N ) j [0 4 S ç:{l ,2 , . . . , 2 N + 1 } = U say] such 

that 

(a) | jl N ( v ) | s< 2" 3 N " 4 if v t U A(R) [v » Q(n)] 
^ , 1 N S=>R^0 

(b) |JI N ( v ) - îl (v) I < 2 ~ 3 N " 4 if v G U A(R) \jb^ S , T c U ] . 

Write = { S Q[(3-1)2 N + 1 < k « j 2 N J : card S = p N ( j ) ) [ j = 1,2] 

2(1,2) = { S U T : S££(1) , T€E(2)J and put A(j) = {v : | f ^ s > N ( v ) I > 2 " 3 N " 4 for 

some SGS(1)} fjL = £ 7 i v / c a r d D = 1,2] , 

A ( 1 , 2 ) = { V : l M » s > N ( v ) I > 2 " 3 N " 4 forsome S £ E ( 1 , 2 ) \ ( A ( 1 ) U A ( 2 ) ) } 

= Y""] H- c X T / card £(1 ,2) . The following facts are évident 
1 J S G S ( 1 , 2 ) S ' N 

(a) l^. (v ) | s< 2 " 3 N " 4 if v )É A ( j ) , | | l 1 2 ( v ) I .< 2 ~ 3 N ~ 4 

if v £ A ( 1 , 2 ) U A ( 1 ) U A ( 2 ) [v » Q(n)] 

(b) I ^ ( v ) - ÎL 1 2 ( V ) | .< 2 " 3 N " 4 if vGA(j) 

(c) I^GM^Ej) , u 1 2 G M + ( E 1 2 ) ; | | ^ | | = 1, | | | A 1 2 | | = 1. 

(d) l ^ ( v ) I 4 Pfc ( j )2- N

f I j l 1 2 ( v ) I .< P N ( D P N ( 2 ) 2 " 2 N [v ^ P ( 0 , 2 N + 1 + 1 ,N) ] . 

Now suppose a y % y(e) = 1 for ail eGE m U E 2 N U E 1 2 N . 
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If > ' l a I > + + c i C 2 t h e n w e n a v e d o n e > s o suppose the contrary. 

By (c) and (d) we have 

( e . ) I 1 - T2 a |i. ( v ) k < I 1 - E l a , 1 (v) I + J ~ \ l a I I fi ( v ) | 
v ^ A ( j ) v 3 v T 6 ( N ) V 3 V T 3 ( N ) , V £ A ( J ) V 3 

. < | f ( 1 - n a v X ) d h +YZ l a v l 2 ~ 3 N - 4 

= 11 I \ I 2 _ 3 N _ 4 v < ( C 1 + C 2 + C l C 2 ) 2 - 3 N - 4 [ j = 1,2] 
v > 6 ( N ) V 1 2 1 2 

whilst similarly 

( e12> 1
 1 " 2ZvëA(l,2)UA(l)UA(2) V 12

 a v ^ 1 2 ( v ) 1 * ( C 1 + C 2 + C 1 C 2 > 2 3 N ~ 4 ' 

Further (b) gives 

<*12> |C A / 1 a r ( . l ( v ) + Ç a r , 2 ( v ) - r : a , ^ ( v ) 

< ( C 1 + C 2 + C 1 C 2 ) 2 ~ 3 N 4 

so, combining ( e ^ , ( e 2 ) , ( e 1 2 ) and ( f 1 2 ) , we get 

( e 1 2 ) ' I 1 + ÇI a

r ^12<V> 1 « ( ° 1 + C 2 + C ^ ^ - 3 1 ^ - . 

Applying (d) to ( e ^ , ( e 2 ) , ( e 1 2 ) ' we get 

(g . ) 2Z l a I = ( p . ( N ) 2 ~ N ) ~ 1 2E ( P i ( N ) 2 " N ) l a | 
3 7 T A ( j ) r 3 v ë A ( j ) 3 

» ( P . ( N ) 2 " N ) - 1 E : l a v M t U v ) l 
vTA(j ) V 3 

> ( p . ( N ) 2 - N ) - 1 |£3 a J i W I 
3 v T l f i ) v 3 

»(p . (N)2 - N r l (1 - | 1 - 2Z a j U v ) I ) 
3 v^A( i ) V 3 

> , ( p . ( N ) 2 - N ) - 1 ( 1 - ( C 1 + C 2 + C 1 C 2 ) 2 - 3 N - 4 ) 

and 

( 8 1 2 ) Ç A 1 2

 | a v 1 > ( P 1 ( N ) P 2 ( N ) 2 - 2 N ) - 1 ( 1 - ( C 1 4 C 2 ^ 1 C 2 ) 2 - 3 N - 2 ) . 
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Thus 

£ 7 I a r |> ( 2 N

P ; 1 ( N ) + 2 N p 2

1 ( N ) + ( 2 N p " ; 1 ( N ) ) ( 2 N p - 1 ( N ) ) ) ( 1 - ( C ^ + C ^ " 3 1 ^ 2 ) 
V F Q ( N ) 

= 9 ( N ) say. By this argument we have shown that > ; a Y,X e) = 1 

v>Q(N) v 

for ail eeE 1 T V T U E O X Î U E 1 0 1 V T implies 3 ! I a , J ^ 6 ( N ) > i . e. we have shown that 
1 N 2 N 1 2 N v T t ( N ) V 

E 1 N UE U E 1 2 N has A A + constant at least 0(N) . Since 6(N) C J + C 2 + C^C2, 

part B is proved. 

Proof of (i) and ( i i ) . Using the fact that if E ç F with E , F closed then, if 

F is A A + with constant C 0 then E is A A + with constant C . < C 0 , we see 
3 4 39 

from Part B that the A A + constant \ ^ 2 of E 1 U E 2 U E 1 2 is at least 

C 1 + C 2 + C^C2. But by Part A the A A + constant ^ of E 1 is at most * C 1 and 

the A A + constant * 2 of E 2 is at most C 2 < Since ^^2^ *1 + 2̂ + N *2 

(Lemma 4.1 ( iv)) , it follows that A 1 = C 1 , * 2 = C 2 , \ ^ 2 = C 1 + C 2 + C-jC^. 

Proof of ( i i i ) . This also splits into 2 parts but the proof s are so much simpler that 

we have not bothered to separate them formally. First we note that 

II*P(0,j2k-n,k) \, „ C(FV - llU/t^ \ < 2 ~ 2 0 ^ k + 4 ^ 0 as k+00 sothat F. is Dirichlet 

[1 4 j <c n] . (Thus in particular remembering Lemma 4.1 (ii) and (iv) we know that F^ 

is A A + with constant 1 and U F . has A A + constant at most 2 n - 1). 

On the other hand, fixing N temporarily, we can make (as in Part B) the follo

wing observations. By Lemma 7.7 (vi) , (vii) and (viii), writing Q ( N ) = P(0 , 2 N + 1 + 1 , N ) , 

we can find disjoint subsets A(S) ̂ { v £ Z , v » Q(N )J J0 ^ S = { 2 N " n , 2 . 2 N " n , . . . 

. . , n . 2 N " n J = U sayj such that 

(a) |jl N ( v ) K < 2 " 3 N - 4 if v £ U A(R) 
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(b) I »I S N ( v ) - il (v) | s< 2 ~ 3 N 4 if v e U SnT^R^0 A(R) . 

Now suppose Y~\ aT X, (e) = 1 for ail eG U F . X T . 

vT£>(N) V V j=1 J N 

If > ,' I a | >, 2 n ~ then we have done, so suppose not. 
vTQ(n) v 

By (a) we have 

(c>s 11 - TZ „ 12, a

v ^ s ( v ) kl 1 - Z I a

v M v > I 

+ Z I v£u{A(T):S2T^0j l a v I I M v ) 

< IJC1 - ZZ: \ K ) à \ ^ + I2 l a r l 2 " 3 N - 4  

I J vT^(N) v*tt(N) r 

= Z Z \% I 2 " 3 N - 4 

By (b) this gives 

< d ) s i 1 - E Z / w E l S=T#S vëA(T) VTa

v M
v ) K i 1 - Z Z C a v M v > 1 S3T^0 v£A(T) 

+ 5Z „ E i a v ! I M V > - M ^ 1 

< E Z l a v l 2 - ^ - 4

+ I Z I a v l 2 - ^ 

< T~Z I a l 2 - 3 N - 2 , < ( 2 n - 1 ) 2 - 3 N - 2 

< 2 " 2 N [0 ^ S ç U ] . 

Considering the ( d ) 0 as inéquations in J 1 a fi™(v) we may solve them step by 
S v ^ A ( T ) v T 

step (first consider ( d ) g with card S = 1, then with card S = 2 , and so on) to 

obtain 

( e ) T I 1 - E Z a

r M v > ' < n 2 " 2 N [0 ^ T ç U ] . 
1 v £ A ( T ) 

Since lM- T(v) I ^ ||M-TII = 1 this gives 
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( 6 ) T 2 Z , , 
la | > , 1 - 2 - 2 N 

whence 

E l l ^ l > E ] E ] l a v l > / ( 2 n - 1)(1 - n 2 " 2 N ) . 
v T ^ ( N ) r OFT^f vGA(T) V 

We have thus shown that U F has A A + constant at least (2 n - l ) (1-n2"" 2 N ) = 0(N) 
3=1 3 1 N 

say. Since 0 ( N ) ( 2 n - 1 ) as N+<*>9 (iii) is proved. 

Remark 1. We draw the reader 1 s attention to the fact that in Theorem 7.1 (i) we 

construct sets with any given A A + constant C > 1. Theorem 7.1 (ii) could thus be 

(uselessly) sharpened by replacing "at most C.." by "exactly C i " . 

Remark 2. Although Theorem 7.1 (iii) gives ail we need from the point of view of 

the rest of the paper ( i . e. "gets the biggest A A + constant from the fewest well 

behaved sets") it is clear that,combining the methods of (i) and (ii) with that of (iii) we 

can get the following improvement on (iii) : -

THEOREM 7.1 ( iv) . Given n > 1 f C 2 , . . . , C > 1, e > 0 , we can find 

closed sets E ^ E 2 , E n such that E ^ E . . = {xj [i ^ j j for some xGT 

(respectively E. HE. = 0 for i ^ j) such that UE. is independent, E. has 
i=1 1 1 

A A constant C. [ U W n ] , yet U E. has constant 5 ' C. + 3 1 C .C . + . . . 
1 i=l 1 1 tfi 1 3 

+ C . jC 2 . . . C n (respectively A A + constant at least YH C i + Ç Z C i C j + • • • + C 1 C 2 * • 

. . C n - e ) . 

We now show that the sets described in Lemma 7.7 can in fact be constructed using 

Lemma 5.5. The reader will see firstly that the ideas used are simple and secondly that 
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by removing some of the conditions (e. g. independence) we can get much simpler proof s 

Proof of Lemma 7.7. Choose x£2nQ. Our construction is inductive. Suppose 

that at the n t h stage we have constructed 2~n >y e(n) > 0, E(S,t) closed disjoint sets 

together with measure n s t CM + (E(S,t)) , | |M« s J | = 1 [Sc{r : U r < 2 t + 1 J ] for ail 

1 t̂><n. Suppose further we have constructed a séquence of integers P(u,r,t,n) 

[K<uN<t-1 , U r ^ 2 t + 1 + 1 , U<t] such that 10 + u 1 + r 1 + t1 < P(u 1 , r 1 ,t 1 ,n) 

< P ( u 2 , r 2 , t 2 , n ) 

whenever O^u^u,^, r 1 = r 2 , t

1 = * 2

 o r r i < r 2 ' *1 = *2 o r t 1 < t 2 w i t n t n e 

following properties (we write E(t) = U . - E(S,t)) : -
0^Se{ l ,2 , . . . , 2 t + ' j 

( i i ) n U E(t) is independent. 

Suppose eGE(S.t) [ S ç (i , 2 , . . . , 2 t + 1 ] n>,Ul] , 0 « u « k - 1 , U r < 2 k + 1 , 

Ut^n. 

(iii) If lot we have n 

lXP(u,r,k,n) (e)-1l<2-2°(k+4) if u = 0 

|Xp(u,r,k,n)(e> " 1 I » 2 " ' " 4 otherwise. 

(iv) If t = k we have v 'n 

l X p ( u , r , k , n ) ^ - l - - 2 0 ( k + 4 ) i £ u = t> 1 + L r ë t J e s 

| X . , ( e ) - 1 | » 2 - k - 4 

P(u,r,k,n) v 7 otherwise. 

Further, if |x-e kefn), n>k 

K I V ( u , r , k , n ) ( e ) - 1 ' ^ - 2 ° ( k 4 4 ) if u = 0 

P(u,r,k,n) v ' otherwise 

Whilst for ail k 
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<v>k 

| X P ( u . r . k . n ) ( x > - 1 
< 2 - 2 0 ( k + 4 ) 

| X P ( u , r , k , n ) < x ' 
- 1 | » 2 - k " 4 

if u = 0 

otherwise, 

Finally ( iv) , (vii) , (viii) of Lemma 7 . 7 hold under the additional condition n > t > 1 . 

Applying Lemma 5 . 5 we can find integers P ( u , r , k , n + 1 ) with disjoint closed sets 

E ( S , n + 1 ) c [x-e(n) , x+e(n)] (with E(n+1) H E(t) = 0 for n > t > 1 , x £ E ( n + l ) ) , 

measures Mo K l ^iCM + (E(S ,n+1) ) with H/î  -.Jl = 1 such that , n+ i K3 , n+ i 

n+1 
( i i ) n + 1 |xj U U E(t) is independent 

(a) 1 P ( u , r , t , n ) = P ( u , r , t , n + 1 ) for U u i t - 1 , U r < 2 t + 1 + 1 , U U n n+ i 

( b ) n + 1 P ( u , r , t , n + 1 ) = P ^ i ^ ^ r ^ n ) for some k>t 

( c ) n + 1 P ^ ^ r ^ t ^ n + I ) < P ( u 2 , r 2 , t 2 , n + 1 ) whenever 04u^ < u 2 , r 1 = r 2 or 

r 1 < r 2 ' * 1 = t 2 o r t l < t 2 

( i i i ) n + 1 Suppose eGE(S,n+1) [ S ç 1 , 2 , , „ , 2 n + 1 ] , 0 < u < k - 1 , 1 < r « 2 k + 1 , 

1x<t, k>n+1 then 

l X P ( u , r , k > n + l / e ) - 1 ' ^ - 2 ° ( k 4 4 ) « - 0 

|XP(u ,r ,k ,n + 1)<e) " 1 l>2"k"4 otherwise. 

( i v ) n + 1 If t>k, we have 

' X P ( u , r , k , n + l ) ( e ) - 1 l < 2 - 2 ° ( k 4 4 ) « « « * . 1 + ( p j ] e s 

|XP(u,r ,k,n+1)(e) " 1 l>2_k"4 otherwise. 

Strictly speakLng Lemma 5 . 5 does not imply (ix) directly but the reader can either 

verify that the proof of Lemma 5 . 5 given can also be made to give (ix) or make some other 

simple modification of our construction. 

Further, ( iv) , (vii) , (viii) and (ix) of Lemma 7 . 7 hold for t = n+1. 
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Observe now that ( i i i ) n , ( b ) n + 1 and ( i i i ) n + 1 give ( u i ) n + 1 , ( i v ) n , 0>)N + 1 and 

( i v ) n + 1 give ( i v ) n + 1 , and ( v ) n with ( b ) n + 1 give ( v ) n + r From ( v ) n + 1 and continuity 

it follows that ( v ) n + 1 will hold, provided only we take (as we immediately do) 

e(n+1) - e(n)/2 sufficiently small. We can restart the induction, (incidentally we remark 

that to start the induction at the O t n stage it suffices to note that, since X £ 2 Ï Ï Q , 

-x-

lim sup | 1 - X n (x ) I = 2, lim inf I 1 - X n (x ) |=0 and it follows that (v) , the only non 

vacuous condition when n = 0, can be satisfied by a suitable choice of P ( u , r , k , 0 ) . ) 

Setting P ( u , r , t ) = P ( u , r , t , t ) CVu«t-1, W r * : 2 t + 1 + 1 ] the conditions of 

Theorem 7.1 can be read off from the corresponding inductive conditions (with n suf

ficiently large). 

We now turn to Theorem 7.2. To prove the full resuit we shall require arguments 

similar to those of Theorem 7.1, together with a very simple version (Lemma 7.9) of an 

argument which we shall use again in the last part of this section and in Sections $ 8 

and § 9. However, the reader may well be satisfied with the following simpler resuit 

(in which case he may résume reading after the conclusion of the proof of Theorem 7.2). 

LEMMA 7.8. Given K > 1, we can find closed disjoint sets F ^, F 2 and subsets 

A(1), A ( 2 ) ç Z + \ | 0 ) such that F± is A A ^ . j with constant 1 [ i = 1 , 2 ] , F 1 U F 2 

is independent, but Y ~ ) r£A(l)UA(2) r I a | < K implies 

Il 1 - 7 Z a x | | , x > 0. 
?GA(1)UA(2) r r C ( F 1 U F 2 > 

Proof. Consider the statement of Lemma 5.5. Take F = 0, ij = 10" —2K , choose 

e> 0, xGT arbitrarily and set m = 2. Let F 1 = E 1 , F 2 = E ^ E 1 2 . Take 

A(i) = (M.(j)+s : | s k j , j » 10KJ [i = 1 , 2 ] , Then by condition (i) | | x r - 11 l C ( F i ) 0 
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as r oo, rGA(i) and so, by the arguments of Lemma 4.1 ( i ) , is A A ^ Q ) w i t n 

constant 1, 

On the other hand, by condition (i) again H x p - 1 WQÇF ) * 2~^K so that 

lM.(r) - 1 I ^ 1/10K , |/i 1 2 ( r ) - 1 |< 1/10K for ail rGA(i) [i = 1,2] whilst by 

conditions (iv), (ix) and (v) |\i ^ r ) | < 1/10K for ail rGA(2), I M 2 ( r ) I < 1/10K for 

ail rGA(1) . Thus 

3lh - r^l(1)uA(2) a r x r " c ( F 1 U F 2 ) J fev(l)uA(2) r r 1 1 

+ [[d " ZZ?GA(1)UA(2) a r X r ) d i U 2 l+ I J ( 1 C f e v ( l ) U A ( 2 ) r X r ) d , i 1 2 

^ M - J Z a M , ( r ) l+ M - C a J ( r ) | + h - E a r ^ ( r ) ^ a l ( r ) | -
r f e v M ) r 1 fêA(2)V 2 i f e v O ) F 1 r€A(2) r 2 

> 1 - 2/5 = 3/5 > 0. 
2 Z Z l a

r l / 1 0 K 

and the proof is complète. 

Theorem 7.2 is stronger than Lemma 7 . 8 not so much because we replace K by 

oo, but because we claim not merely that no relation of the form 1 - I Z a r X > ) = 0 
rfev(l)UA(2) r r 

for ail e G E 1 U E 2 can hold, but that no non trivial relation of the form 

r^OJ U A( 1 ) U A(2 ) U - A( 1 ) U - A(2 ) 
a r x p ( e ) = 0 for ail eGE 1 U E 2 can hold. The reader may 

convince himself that the proof of Theorem 7.2 will require a new idea by seeing how the 

proof of Lemma 7.8 breaks down for 
£ V ( 1 ) U A ( 2 ) U - A ( 1 ) U - A ( 2 ) 

a with I a_ - a _ r r r - r 

small, although it worked for 
rS.(1)UA(2)U{0} 

a r A ^ with a = 1 . 

The new idea is, however, not very difficult. 

LEMMA 7.9. Suppose e>0, ô>0 , R>1 and N a positive integer are given. 

Then we can find x (e , S> ,R) > 0, x ( e , S , R ) £ Z + , and, given xGT together with some 
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T[ > 0, closed disjoint intervais 1̂ , I 2 , . . . , 1̂  say with U L ç; [x-e , x+e] such 

that for ail R » T~) a >, h we have 
r=-N r 

(i) sup inf \\Y2 a

r X r - X I L . v < T| 
k»i»1 XGÇ r=-N r r M V 

( i i ) sup WfZ, a

r x J L / T x»x(e ,S ,R) . 
k»i»1 r=-N r r 

Proof. By translation, if necessary, we may suppose x = 0. Consider 

T = \) ; a x~ I L-e, e ] : R > > ] I a | ̂  bl. By elementary results on trigonométrie 
r=-N r r J 

polynomials o £ r . But r is a compact subset of C( [-e,e]) (because, for instance, 

T is a bounded subset of a finite dimensional subspace). Thus 

inf |||f l l C ( E ) : f C r ] >y 2x(e, % ,R) for some x(e, h ,R)> 0. Now we can find a finite set 

of points x 1 , x 2 , . . . , x̂  say with x.£(-£,e) [/Ui^k] such that 

inf 11 - x. |N< (RN)" 1 x (e, h,R) for ail te [-e, e] . Under thèse circonstances 
k»i»1 

inf \ZZL a

r X r ( t ) - H ; a

r X r ( x . ) k< X Z la IN sup | x -t k<x(e, h ,R) 
k»i»1 r=-N r=-N 1 r=-N k»i>1 1 

whenever > la |N<R. It follows that 
r=-N 

(ii)' sup '2Z a Y r ( x . ) b x ( e , î ) , R ) 
k>i»1 r=-N 1 1 1 

for ail R > ) [ (a I >/ h. Now choose ]f > 0 so small that 
r=-N r 

jv<min( min |x.-x.|, min |x . -e | , min |x.+el)/4 and also RN Y* «n|/2. 
kU>j»1 1 3 k»i»1 1 k»i»1 

Setting L = [x^ -y , x̂  + ]f] we have at once that the L are disjoint and L ç [-e,eQ. 

Since x ^ L , (ii) 1 gives (ii) whilst we obtain (i) from the observation that 

(i)' sup | £ ] a r x r ( t ) - £ a

r X r ( ^ ) | < I I la IN sup | x - t | < l 
t e ^ 'r=-N r r r=-N r r 1 1

 r = - N r tel. 1 1 
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IN 
for ail R >, Y2 I a I . 

-N 

Using this simple fact, we can now give the 

Proof of Theorem 7.2. Choose xjÉ2KQ. By Kronecker1 s theorem we can find 

1 < P 1 0 ( 0 ) < P 2 > 0 ( 0 ) < P 1 > 0 ( 1 ) < P 2 > 0 ( 1 ) < P 1 > 0 ( 2 ) < integers such that 

l xP . ( r ) (x ) - 1 U2"F [3= 1'2 ; F>'°]- Set F1,0 = F 2 , 0 = W ' e(0)= V(24P2>Q(0)). 

We shall obtain E^, E 2 as the union of sets F l r , F

2 r °^ constructed induc-

tively as follows : -

Suppose that at the beginning of the n+1 t h step we have constructed closed 

disjoint sets F 1 Q , F 1 r , F 2 p [ l*r<n] , integers 

1 < P 1 , n ( 0 ) < P 2 , n ( 0 ) < P 1 , n ( l ) < P 2 , n ( l ) < P 1 , n ( 2 ) < a n d e ( n ) * 0 s u c h t n a t 

writing Q(n) = P 9 (n) we have 

(i) F n = U (F- ̂ UF^ J is independent 
n r=0 , r ' 

( i i ) n l l x P . ( r ) " 1 , I C(F. p ) 4 2 r f j = 1 , 2 ; r > 0 ] 

(iii) n e(n)Q(n)«2- n - 4 . 

By Lemma 7.9 we can find 1 > x(n)> 0 and closed disjoint intervais 

I1,n* ^ n ' ^(n),!! such that for ail 
Q(n) 

r ^ Q n) 
a r l > n - 1 

Uinj 
(iv) sup inf \ \ Y Z a^r^-X^r(i \<x(n)/lO 

n k(n)»i»1 XGÇ r^Q(n) r r C{1i,n} 

Q(n) 
(v) sup \\JZ a^x^c(i \»*(n) • 

n k(n)»i>.1 fefe(n) r r C 1 I i . n ' 

Using Lemma 5.5 repeatedly (with T| = x(n)/lOO, m = 2, taking F to be successively 

p(n)^ p ( n ) y c i n , F ^ U G 1 n U G 2 n , . . . ç: [ x _ e f x + e ] t o 5e successively 
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*1 n' *2 n' *3 n' and extracting coarser and coarser sub-séquences of P 1 n ( r ) , 

P 2 n ( r ) ) , we can find G i n = G ^ U G i n 2 U G i n 1 2 with G ^ , G ^ , G ^ disjoint 

from each other, G i n ç I , a séquence of integers 

1 < P 1 , n + 1 ( ° ) < P 2 > n + 1 ( 0 ) < P 1 > n + 1 ( l ) < a n d measures ^ i n j e M ^ ) , 

K t f " - 1 ' în12 £ M+<Ginj>' llfiin12H=1 such that 

k(n) k(n) 
( i ) n + 1 Ifweset F , ^ ^ ^ ^ , F2,n +1 = ̂  < G

i n 2
 U Gin12> 

then F n + 1 is independent 

( i i ) n + 1 P. + 1 ( r ) = P ^ n + 1 ( s ( j , r ) ) for some s ( j , r ) > r , further s(j,r) = r 

for 04 r 4 n+1 . 

( i i ) » + 1 | | x p ( r ) ~ 1 l l c ( F )<2" rK(n)/(100n) for ail r > n+1 
j,n+1v ' v j ,n+r 

( v i ) n + 1 l M i n 1 ( 6 P 2 > n + 1 ( r ) + s ) l <x( n ) /( lOn) for ail | s | « r , r > n + 1 , 0 =+1 

^ in2' 0 P 1 n + 1 (
r M k < t ( n ) / ( 1 0 n ) for ail | s | s <r, r > n+1, 9 =+1. 

We note that as an immédiate conséquence of (ii)^ + 1 we have 

<v i i>n+1 l^i n+1 i { 9 P j , n + 1 ( r » " 1 1 ' n+1 12<6 P j , n + 1 < r » - 1 "< *<")/<«*») 

for ail r > n+1, 9 = +1 [j = 1,2 ; W U k(n)]. 

Condition (ii) 1 holds (because of (i) , the first part of (ii)' . and (ii)" for n+1 'n' r n+1 n+1 

r > n+1 ; because of ( i ) n , the second part of ( i i ) n + 1

 a^d (iii) n for 0* r^ n). 

Thus setting e(n+1) = 2~ /Q(n+1) (so that ( i i i ) n + 1 is satisfied) we may restart the 

induction. 

Since F 1 n U F 2 n Ç [ x-e(n) , x+e(n)] and e(n) 0 we see that 

E 1 = U F n , E 9 = U F 9 are closed. Since the F. are disjoint for r > 1 
1 r=0 l ' r r=0 ' r 1 , r 
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we have Pi E2 = { x j . By condition (i)n E^ UE2 is independent. By condition 

(ii) and the fact that (by the second part of condition ( i i i ) ' ) P. (n) = P. (m)=P.(m) n n+1 j , m j , m j 

say for ail n > m we have || x p (m)+s " x s " c ( E . ) 0 and so> writing 

A(j) = {Pj(m)+s : i s km, m >0j, E.. is (by the arguments of Lemma 4.1 (i)) an A A ^ ̂  

set with constant 1 [j = 1,2J . 

On the other hand Ê UÊ ^ cannot be a ZAr set with 

r = A( 1 ) U A(2)U -A( 1 ) (J -A(2 ) U{0}. For suppose <*>>Y2 I ar ' > 0 • Tnen we can find 

an n such that n> ) ; la |> n" . By (v) we can find an k(n)^ i > 1 
rCT, |r|<Q(n) 

such that || J * a X J L / T \ (n). 
r ^ , | r k Q ( n ) r rC(l i ,n> 

To simplify the notation, we shall write x = x(n), Q = Q(n), G = Q ^ , I = L^, 

Mj = Minj [j = 1,2] , M 12 = ̂ in12 • By (iv\i We can find a X sucn that 

Il y~* a - I U / T \ < x/10 (and automatically |X I»9*/10). 
rGT, IrkQ F r C(I) 

We now argue as in Lemma 7.8 

3 l l l J V < r l l c ( G ) fet, lr|>Q r r C ( G ) rCT, |r|>Q 
a r X r - X | l C ( l ) > 

*3 (I |X 
S , |r|>Q 

a r X r

l l C ( G ) - X / 1 ° ) 

I J lFTfeA(1),|r|>Q 
a Y )dM -i 

10 fFTt A(2), |r|>Q 
a r X r )dM 2 

u 1rleA(1)UA(2). lrl>Q 
a r * r ) d M 1 2 - W 1 0 

1 É T t A ( l ) f | r | > Q 1 , V i < r > | + l x 
1 1 rrTeA2), r > Q r J 1 

| x - 7 I a M / r ) - T - ) a M (r) | - 2 ̂  a x/(10n) - 3x/l0 
1 F f e A d ) r 1 |7TeA(2) r J 1 rëÉ r 

> |X I- 5X/10 > 2x/5 > 0. 
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Hence | | a

r * r H c ( E 1 U E 2 ) >y "2^J, a r X r " c ( E ) > 0 a n d t h e p r o o f i s c o m P l e t e -

The proof of Theorem 7.3 requires a resuit similar to, but more délicate than, 

Lemma 7.9. 

LEMMA 7.10 (i) Suppose I is a closed interval, then A + ( l ) = A + ( l ) ; 

(ii) If I is a closed interval (with non empty interior) than I is not a Z A + 

set 

(iii) Suppose e > 0 given. Then, for ail R > 0, we can find 1 > x(e,R)> 0 

with the following property. Suppose N > 1 given, then we can find a positive integer 

k(e,R,N) and a jf(e,k,N)> 0 such that, given x€T together with some TJ > 0, 

we can find disjoint intervais L , I Q , . . . , L say with U I. ç: [x-e , x+ej , 

inf II. | >, having the following property. If > ; la |S<R then 
k»i»1 1 r=1 r 

(1) sup inf 11(1 - T a v J - X\L(J v < \ 
k»U1 x e c F = f r r c u i ' 1 

(2) sup ||1 - 2 ^ a x j l * x(e f R). 
k»U1 r=T r 1 

Remark. The important thing hère is that x does not dépend on N and 7j 

does not dépend on x. 

Proof. (i) We follow word for word the standard proof ( p ] , p. 46) that A(l) = A(l). 

Note first that, if PF + ( l) = { T + : < T + , f> = <T,f> for ail fGA +(l) and some TGPF(E)}, 

PM+(I) = [ T + : <T + , f> = <T,f> for ail fGA +(l) and some TGPM(E)], then A + ( l ) 

isthedualof PF + ( l ) and PM +(l) is the dual of A + ( l ) . If fGA +(l), then 

IffdM U l l f l l ^ l l /Lt | | p M + m = l l f l l ^ sup |/i(-n)| \à I A + ( I ) PM (I) A + ( I ) n > ^ 0 
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for ail jiGM(l) and so for ail /iGM(l) PlPF ( I ) . By the theorem of Hahn-Banach 

applied to the dual of P F + ( l ) the linear continuous functional on M(l) Pi P F + ( l ) 

[i + <f,/i> = Jf d/i 

can be extended to a continuous linear functional on P F + ( l ) , i . e . to a member of A + ( l ) , 

and so there exists an f Q G A + ( l ) with <f ,/i > = <f Q , / i > for ail / i£M(l) H P F + ( l ) . In 

particular, by the lemma of Riemann-Lebesgue Jf d^ = J f ^ M f o r a 1 1 absolutely conti

nuous measures on I and so f = f Q G A + ( l ) . 

(ii) This is an immédiate conséquence of Jensen's inequality (if f(z) = 1 - ) a z r 

r=1 r 

oo 

for I z | <r 1 and > ; l a | < <» then, writing \i for Haar measure on T 
r=1 r 

0 = log f(0) s< f log I f ( e 1 0 ) I d/Li 
J0GT 

and so in particular {eCT : f ( e l 6 ) = 0 j = {OGT : 1 - £2 a

r X p ( © ) = Oj must have Haar 

measure 0) but we may obtain the resuit by weaker means. 

Suppose I a Z A + set, then we can find ) ^ I a p I > 0 with ) ] a r x r ( e ) = 0 

for ail eGI. By multiplying by ^ X _ n > if necessary, we may suppose a Q = 1. Choose 

x x 9 , . . . , x such that U (x + I) = T . Writing f. = a Y J ^ O X - , we have 

f . G A + and f .(e) = Y~] a Y - t e - x.) = 0 for ail eGx.+I [ U U m ] . 

Setting g = f1 f2 . . . f we have gGA, g(e) = 0 for ail eCT and 

g(0) = 1 which, by the uniqueness of Fourier représentations, is impossible. 

(iii) By translation we may suppose x = 0 (thus, in particular, reducing the 

définition of y to a triviality). We remark first that inf [|| 1 - > ; a

r X r l l C ( j j -
oo 

> ; l a | 4 R } >/ 2x(R) for some x ( R ) > 0. For suppose not. Then, since 
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I|X_1 - YZ a r x r " c ( l ) = I' 1 " a r x r " c ( l ) ' we nave X_.|GA+(I) (indeed 

llx 1 H < E ~ < R ) a n d s o b y ( i ) x 1 C A + ( I ) and x i(e) = C a r X > ) for ail eGI 
_ 1 A + ( E ) _ 1 ~ 1 F=0 r r 

and some Y"] I a I < oo (indeed V~] I a | < R ) . Thus 1 - T~) a \Ae) = 0 for a] 
r = 0 1 r = 0 1 r = 1 r 

eGI and I is a ZA set, contradicting (i i) . The first sentence of this paragrap 

is thus true. 

Now we can find a finite set of points x -j, x 2 , , x^ say such that 

inf It-x. k<(RN)" 1 x(R) for ail tG [ - e , e ] . Automatically 
k»i>/1 1 

(2)' S U p | 1 - f2 V r f c i ) 1 - X ( R ) f O F Z Z I *n I < R 

k»i>x1 r = 1 r r 1 r =1 r 

whilst choosing 

0 < î < min( min l x . - x . I, min | x . - e I , min Ix .+e I , i [ /RN ) /4 
k » i > j » 1 J k » i » 1 k » i » 1 1 

we have , on setting I. = x.*)"] that the I. a re dis jo int , I. ç C - e , e J and 

IN IN JN 

( D ' lld - g a r x r ) - (1 - g , a r x r ( x ) ) H c ( l i r < I a r |N sup I x . - t I < t|. 

Conditions ( 1 ) and (2) follow at once from ( 1 ) 1 and (2)' . 

We shall also need the following complicated statement of a trivial fact : 

LEMMA 7 . 1 0 ( iv) . Let E 1 , E 2 be closed sets and 1 > s >, 0 . 

Suppose A(p , t ) , A(t) are infinité subsets of Z + with A(p,t) c A(t) 

[ U p « m , W t « k ] . If 

lim inf sup inf cr 
u+oo a G M ^ E ^ | |a | |=1 Wt^k r G A ( t ) , r » u 

xGE 1 : l x r ( x ) - 1 I « a j » s 

and 
lim inf sup inf 
u+oo a G M + ( E 2 ) | |a | |=1 Up^m rGA(p,t ) ,r=u 

a ( x G E 2 : I X r ( x ) - 1 I < a j » s 
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for ail cx> 0, then 

lim inf sup inf a { x G E . . U E 2 : \ \ ( x ) - l k a j > s 
u-*» crGM(E l UE 2 ) , | | a | | =1 U t « k , U p s < m r G A ( p , t ) , r » u 

for ail <x>0. 

Proof. This consists simply in interpreting the statements. Suppose e > 0 given 

We can find a u^(e) such that 

inf sup inf c r - I x e E - : I x J x ) - 1 I <r a \ » (s-e)B. 
o - ^ M ^ E ^ J I o r J I ^ UUk r € A ( p , t ) , r > u o

 1 1 J 

inf sup inf a 2 ( x G E 2 : k r ( x ) - 1 I * a ] > ( s - e ) # 2 

o- 2 GM + (E 2 ) , | | o - 2 H=/3 2 Vp«cm r G A ( p , t ) , r » u Q 

so that in particular, if C T £ M + ( E 1 U E 2 ) , then taking = cr | E 1 , a 2 = or -

Q = 1 ,2 j we know that there exists a 1<:p<m and a 1^t«:k such that 

inf a { x G E 1 : I x J x ) - 1 | < a U ( s - e ) I al ( E 1 ) 
r G A ( t 1 ) , r > . u o

 1 1 r J 1 

inf a { x G E 2 \ E 1 : | x r ( x ) - 1 k a ] » ( s - e ) I a l ( E 2 \ E , , ) . 
r G A ( t 1 , p 1 ) , n u o 

Since A(t^) 3A{t^9ç>^) is infinité, we have at once 

inf a {xGE U E 2 : | x r ( x ) - 1 k a ] » ( s - e ) l a | (E U E 2 ) 
r G A ( t 1 , p 1 ) , r ^ u Q 

and the required answer follows. 

We now embark on the proof of Theorem 7.3. Since this is closely related to the 

proof of Theorem 8.1 and since we présent the 2 proof s independently, each could be 

treated as heuristic for the other. To separate the various stages of the construction, 

we split it up into parts corresponding to the statement of the following lemma. 

LEMMA 7.11 ( i ) . Suppose we are given 1> s^O, K > 1. Then we can find an 
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1 > e(s,K)> 0 together with an m(s,K) >1 with the following property : -

Given % > 0, we can find an N(8 ,K,s) » 1 with the following property : -

Given xGT, F a closed set in T such that GpF £ T and A(1), A(2), . . 

A(k) infinité subsets of Z + , we can find A(p,t) [ l«p«m(s,n)] infinité subsets 

of A(t) [l̂ t<Tk3 together with E çz [x-b , x+ÎT] a closed independent set with 

GpE n GpF = {O} such that 

(1) lim inf sup inf afxGE : | x r ( x ) - 1 I ̂  a] > s 
u-K» aGM + (E), ||a||=1 K<p«rm rGA(p,t),r»u 

for ail oc>0, U U k . 

< 2 > " l ' ^ V r - ' l l c f c r - Z Z l - r l « ) » « -

LEMMA 7.11 (ii). Suppose we are given 1 > s»0, n> 1, Ç>0. Then we can 

find an x(s, n, Ç ) > 0 with the following property : -

Given Q we can find a Q'(Q,s,n,Ç)»0 with the following property : -

Given xGT , F a closed set in T such that GpF ^ T and A(1), A(2), . . . 

A(k) infinité subsets of Z + , we can find a k ! » 1 and A(p,t) D* P * k ' 3 

infinité subsets of A(t) D * t « k ] together with E ç [x-Ç , x+Ç] an independent clo

sed set with GpE f | GpF = {oj such that 

(1) lim inf sup inf a 
u+oo aGM + (E), ||a||=1 Vp^k' rGA(p,t),r>„ u 

{xGE : l x r ( x ) - 1 U< a } » s 

for ail a>0, U U k 

U ' - l 
(2) If £ ^ | a r l < n, I a p | < x ( s , n ) then l|l - T~] a

r X r l l C ( C ) ^ x(s t n) 

( 2 ' ) H & Q . ' a r ' ^ n ' ^ l | l - | g Q 1

a r ^ l C ( E ) ^ ( s ' « ) 
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LEMMA 7.11 (i i i ) . Suppose we are given 1> s^O, n>1, Ç> 0. Then we can find 

a x (n , s ,Ç ) with the following property : -

Given Q we can find a Q " ( Q , s , n , C ) with the following property : -

Given xGT, F a closed set in T such that GpF ̂  T and A(1) , A(2) , 

. . , A ( k ) infinité subsets of Z + we can find a k" » 1 and A(p, t ) [ U p « k " J 

infinité subsets of A(t) [ K t * k l together with E ç [x-Ç , x+Ç J an independent 

closed set with GpE f | GpF = {o} such that 

(1) lim , i n f

M

 S U P i n f cr{xGE : | x (x)-1 I «: a ) » s 
u+oo crGM ( E ) , ||cr||=1 Ups<k" r G A ( p , t ) , r » u 

for ail cx>0, U U k 

(2) If JZj l a

r l ^ n t n e n II 1 - T ^ a

r X r l l C ( E ) > * ( s , n , g ) 

( 2 ) ' I f jEZ „ | a

r

l < n t h e n I ' 1 - ^ Q l f

 a r x r " c ( E ) > x ( s > n > Ç ) -

LEMMA 7.11 ( iv) . Given any 1> s » 0 , we can construct an E satisfying the 

conclusions of Theorem 7.3. 

Proof of ( i ) . This is essentially a restatement of Lemma 5.8. To reduce confusion 

we label the quantifies in the statement of Lemma 5.8 by a superscripted star (so e. g. 

C ( K , X ) becomes C * ( K , A . ) ) . 

Set E ( S ,K ) = l / (2C*(2K,s ) ) , m ( s , K ) = m*(2K,s) and N (ô , K , s ) = N*(8 , 2 K , s ) . 

Since A(1) , A(2), A(k) are infinité, we can select the M p ( j ) so that 

A(p,t ) = [ j : M*(j)GA(t)} is infinité for ail 1«p<m, U U k . Taking E = E * , 

T = T , we have the required construction ( (1) follows from ( i i ) 1 and (2) from 

( i i i ) ' ) . 
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Proof of (ii). We use Lemma 7 .10 (again adopting the convention of star ring 

quantifies appearing in the Lemma quoted). Set x(s,n,Ç) = x (Ç,n)e(s,n/x (Ç,n)), 

w = k*(Ç,4n/x*(s,n,Ç),Q) and Q' = N(y*(C ,n,Q),4n/x*(s,n,Ç )s) (where N,e 

are as in part (i) of this lemma and TJ = x(s,n)). We know that we can find disjoint 

intervais I 1 , I 2 , . . • , I w ç (x-Ç , x+Ç ] such that IL I >/ j-*(Ç ,n,Q) and if 

E 2 l a r U n 

(a) sup inf ||(1 - Z Z V < T i > - x l l r f T ^ » x ( s , n , Ç ) 
w>i>n XGC r=1 r 

(b) sup ||1 - 7^ a r X r l l - { T ) ^ 4x(s,n,Ç). 
w^ixn r=1 i 

Using part (1) we can construct sucessively closed independent sets E 1 t E 0 , , E 

with EI ç:L and infinité subsets A'(p.j, p 2 , p^ t ) c A 1 (p^, p 2 , P ^ , t) 

[l^t<k, 1^:pjX<m] (where A ! (t) = A(t), m = m*(s,4n/e(s,n))) such that 

(c.) GpE.PlGp(FU U E ) = {0} so Gp(F U U E ) ^ T 
1 1 K<j<i J 1x<jx<i 1 

(1) lim inf sup inf cr{xGE : I X r ( * ) -1 I < s 
u*oo aGM +(E.), | |a||=1 U p ^ m rGA f (p 1 , p 2 , . . p i , t ) , r» u 

for ail <x>0, Up.^m D U j « i - l ] , U U k . 

(2). inf {|| I Z ^ X r " 1 , I C(E. ) : C 1 a r l<n/x(s,n,Ç )} 

" 1 " c ( E . ) : ' a

r k n / x ( s , n , Ç ) } ^ e(s,4n/x(s,n,Ç)). 

From (2)A we have at once that if | X |^ x(s,n,Ç ) then (on multiplying (2^ through 

by X ) we have 

(2)» inf {H 2 ^ , a r X r " X H c ( E . ) : ^ 1 a r ' « n j > *< s > n ' £ ) -

w 
Write E = U E.. Combining (a) and (2)!1, and setting 

i_i 1 1 

> " l n f f " S î . a ^ ~ l | l C ( E i ) 
YZ l a p k n / x ( s , n , Ç ) j > e ( s , 4n / x ( s , n , Ç ) ) . 

From (2)^ we have at once that if | X x(s ,n ,Ç ) then (on multiplying (2)^ through 

by X ) we have 

( 2 ) » inf a r x r " X H c ( E i ) s m I a p k nj » * ( s , n , Ç ) . 

w 
Write E = U E . . Combining (a) and (2)!1, and setting 

i = 1 1 1 
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X . = 5 1 a X (x . ) for some x .GI. , we have that for ail J , | a I n and 
i ^ri r A r x i' i i' ^ r 

[a |<c x(s,n„ Ç) we know sup I X . | >3x ( s ,n ,Ç ) and so 
r = ^ r n » i > 1 

(2) lh - g a r x r l l c ( E ) ^ ^ s u ^ ||1 - g a r X r l l c ( E i ) 

> sup ||1 - Z > X - I I > r X r I U E ) " Z Z | a r 1 

w » i » 1 r=1 r r r = Q i r r r =d ' r 

> sup ( | X . I-||X - YZ v J ' r f R 0- x ( s , n , C ) 
w » i » 1 1 1 F=3' r r C U V 

> 3 x ( s , n , C ) - x ( s , n , Ç ) - x ( s , n , Ç ) 

= x ( s , n , C ) 

as required. 

ïï we set k' = m w , A ( l + ( p r 1 ) + (p 2 ~l )m + . . . + ( p w - 1 ) m w ~ ) = A 1 ( P 1 , P 2 , . . , P w , t ) 

[K<t N <k, 1><piN<m] then condition ( 1 ) follows from Lemma 7 . 1 0 (iv) and ( l ) i # That E 

is independent and GpF HGpE = { o ) follows from (c^ and the independence of E^. 

Condition (2 ) 1 follows on considering (2 ^ for any fixed i. 

Proof of ( i i i ) . Choose v an integer with (v-1 )x ( s ,n ,Ç ) >n+1 (taking x as in 

part ( i i ) ) . Set Q (0 ) = Q , Q ( r ) = Q ! ( Q ( r - 1 ) , s , n , Ç ) [ lx<r N <v] , Q " ( Q , s , n , Ç ) - Q ( v ) . 

Using part (ii) we can construct successively closed independent sets E ^, E 2 , . . . , E v 

with E^ ç: [x-Ç , x+Çj and infinité subsets A 1 (p 1 , p 2 , . . . , P i , t ) ç A ' ( p 1 , p 2 , . . ^ P ^ ,t) 

D x< t x< k, 1 x< p. x< k ï for some k ï f ixed] (where A 1 (t ) = A(t ) ) such that 

(c). GpE. H Gp(F U U " E . ) = {Oj so Gp(F U U E . ) ^ T 
1 K<j<1 J 1x<j<r 1 

(1 ) . lim inf sup inf cr {xGE.: | x J x ) - 1 k< a] > s 
u+oo c r G M ^ E . j J l a l k l Vp .x<k' r e A ' ( p 1 , p 2 , . . p . , t ) , n u 1 r J 

for ail a > 0 , U p . A j L l v < j v < i - 1 J , U tx< k . 
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(2). inf ( l l T ~ : a r X r - l l l C ( E ^ : 7 ^ I a p | N< n, Ç l a p U< x ( s , n , Ç ) j >y x ( s , n , Ç ) . 

Now suppose YZJ I a I n • Then J Z J Z Z ) ' a ^ ' x < n a n d s o w e c a n f i n d 1 < J* v 

such that J"J"̂  I a r I N< x ( s , n , Ç ) . But then we may use (2). to obtain (on setting 

E = U E ) 
i=1 1 

(2) inf { l l î Z > r X r - 1 H C ( E ) : | Z J l a r l < n } > , x ( s , n , Ç ) . 

I f w e s e t k " = k » k£ . . . k ^ , A ( 1 + ( p r 1 ) + (p 2 +1)k} + . . . + ( p y - 1 ) k } k£ . . . k ^ , t) 

= A(p^, p 2 , . . . , P y t ) L1<tv<k, K< piS<mJ then condition (1) follows from Lemma 

7 .10 (iv) and (1 ) i # That E is independent and GpF D GpE = {oj follows from (c)± 

and the independence of E i # Condition (2)' follows on considering (2)^ for any fixed 

i . 

Proof of ( iv) . Choose xj£ 27TQ . By Dirichlet 1 s theorem we can find A(0) ç: Z + 

an infinité set such that sup | x (x) - 1 l-»0 as n 00. By part (iii) we 

r G A ( 0 ) , r » n r 

can construct inductively x(n) , Ç(n)> 0, N(n) , M(n), Q(n), m(n) positive integers, 

E(n) a closed independent set and A(n, 1), A(n ,2) , . . . , A(n,m(n)) infinité subsets of 

Z+ such that writing F(n) = U E ( r ) we have 
— r\ 

(a) E ( n ) c [ x - Ç(n-1) , x + Ç(n-1) ] 

(b) GpE(n) H GpF(n-1 ) = {0} 

( c ) n lim inf sup inf a {yGF(n): I x J y M k ex} > s 
n u+00 aGM + (F(n) ) , | | a | |=1 K<pv<m(n) r G A ( n , p ) , r » u 

for ail a>0, 

(We obtain ( c ) n from ( c ) n ^ condition 1 of part (iii) and Lemma 7 .10 ( iv) ) . 
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(d) H 1 2 la r l s<n then ||l - a

r X r l l C ( E ( n ) > » x ( n ) 

( d V H Y~2 la k n then lh - T~2 a x j l r , w n x \ > *(n) . 
n 1rT>Q(n) r lrT>Q(n) r r C < E ( n > > 

The conditions which follow define M(n), N(n) and £(n). By ( c ) n and the fact 

that the A(w , v) are infinité, we can find 2n 4 M(n) <N(n) such that 

(e) inf sup inf a{yGF(n) : I x J y M k 2 " n " 1 } > s. 
" aGM"*"(F(n)),||a||=1 K<Ps<m(n) r G A ( n , p ) , r » u 1 

We choose Ç (n-1 )/2 » Ç (n) > 0 such that 

( f ) n C ( n ) N ( n ) < 2 - n " 5 

so that, in particular, if F çF(n) + [Ç(n) , - Ç ( n ) ] , then 

( e V inf sup a { y G F : | X p ( y ) - 1 I < 2" n j » s. 
n a G M ^ F ) , ||a||=1 N ( n ) » r » M ( n ) 

We claim that E = U E(n) satisfies the conditions of Theorem 7.3 with 
n=0 

e (R,s ) = x( [ R j + 1). Observe first that by condition ( a ) n and the restriction 

Ç ( n ) « Ç(n-1)/2 we have E closed, whilst by ( b ) n (and the restriction E(n) 

independent) we have E independent. That lim sup a | y : | x (y)-1 I < ^ s||a|| 

m*oo 
for ail S > 0, a € M + ( E ) follows directly from ( e ) n . Finally, using ( d ) n and ( d ) n , 

oo 
we have for ail YZ I a p k R < [ R ] + 1 that 

r=—oo 

H 2 = ; v < r - i i i c ( E ) ^ s z 
a r X r - l l l C ( E ( [ R ] + 1 ) ) * * < K 1 + 1 > > 0 

and. similarlv. 

l & J f K U , » V r - ' « c ( B ) * l & < K u 1 , W l l c ( B ( K k . » * « < * > • • » ° 

as required. 

The proof of Lemma 7.5 follows the pattern of the proof s above very closely. A s 

usual, we split the démonstration into several parts. 
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LEMMA 7 . 1 2 . ( i) Suppose 1> e>0 and N a positive integer given. Then we 

can find a p ( e , N ) > 1 such that for any xGT we have H) ; a x I L r - i \ > 2 
r i _ IV ^ ^ ^ IX—£,X+£jj 1 ~ " i N 

whenever ) \ la I >y p ( e , N ) . 
r = - N r 

(ii) Suppose 1> e>0 and N a positive integer given. Then we can find a 

1 > x ( e , N ) > 0 such that for any x e j we have l | l-7"~) a x I U / r l \ > x ( e , N ) 
l7lrk<N r r M | x - e f x + e j ) 

for aU a p e ç [1 N< | rU<N] . 

(iii) Suppose 1> e>0, ^ > 0 , p > 1 and N a positive integer given. Then 

there exist j f ( e , , p , N ) > 0 and k(e, 7 ( , p , N ) G Z + such that, given xGT , we can 

find closed disjoint intervais 1 ,̂ I 2 , . . . , ç: Qx-e , x + e ] = I with | L | > ^ such 

N 
that for ail p = YZ I a - I 

r = - N 

N 
(1) sup inf \\YZ a

r X r - ^ H C ( i ) < \ 
k » i » 1 ÀGC r = - N r r 

(2) sup a

r x r l l c ( I ) ^ H Z Z v ^ ' c a r V 

k » i » 1 r = - N 1 r ^ V V r = - N 

(iv) Suppose we are given 1> s>0, x > o and w G Z + . Then we can find an 

x ^ r j ( s , K , w ) > 0 and an integer m(s, x , w ) with the following property : -

Given j- > 0, xGT , F a closed set in T such that GpF ̂  T and 

A(1), A(2), . . . , A ( q ! ) infinité subsets of Z + , we can find A(p,t ) [ U p><m(s,K,w)] 

infinité subsets of A(t) [l4Ct^q ! ] together with E ç: [ x - j w

 f x + f ] an independent 

closed set with GpE H GpF = (0J such that, writing A (w) = \j ^n^v : n.GA(p,t) 
i=1 

for some W p « m , Ut<tq ' , UvN<wJ , 

(1) Um inf sup inf cr{xGE: | X r (x) -1 k< a 1 > s 
u-̂ oo aGM (E),||cr||=1 K<px<m(s,K,w) r G A ( p , t ) , r » u 

for ail a > 0 , U U q ' 
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(2) 11X2 a Y ^ - x l l > i î ( s , x , w ) f o r a l l YZ l a J < 0 ° -
rGA*(w) r r r£A*(w) r 

(v) Suppose we are given 1 > Ç > 0, n and Q positive integers. Then we can 

find a x Q ( Ç , n , Q ) > 0 with the following property : -

Given xGT , F a closed set in T such that GpF ̂  T and A(1), A ( 2 ) , . . 

. . , A(q) infinité subsets of Z + , we can find a q" » 1 and A(p, t ) [ U p « q " ] 

infinité subsets of A(t) [ l^tx<q] together with E ç [x-Ç , x+Çj an independent 

closed set such that 

(1) lim inf sup inf afxGE : l x ~ ( x ) - 1 I < a } > s 
u-*oo o~GM +(E), ||cr||=1 Up N <q" r G A ( p , t ) , r » u 

for ail ex > 0, U t^q 

( 2 ) " S A ^ n ) 3 ^ " 1 " ^ ) * * o « . " . Q > 
n 

where A**(n) = [YZ l^+j : ^ A ( p , t ) for some V p < q " , UUq and 1<v<nj. 
i=1 

(vi) Given any 1> s^O we can construct an E satisfying the conclusions of 

Lemma 7.5. 

Proof. We remark first that, by translation, we can and will take x=0 in the 

proof of ( i ) , ( i i ) , (iii) and ( iv) , 

N N 
Proof of ( i ) . Consider T = { J \ a Y - 11 : YZ I O = 1 1 where I = [-e, e ] . 

r = - N r = - N 

This is a compact subset of (C( l ) , || IIQ(JJ) (because, for example, T is a bounded 

subset of a finite dimensional subspace of C ( l ) . ) Further 0£r (because, for example, 

the éléments of r can take the value 0 at most 2N+1 points). Thus 

inf { l l f l l c / j \ : f C r j > o > 0 for some b > 0 and, setting p(e ,R) = 4 o ~ 1 , we have the 
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required resuit. 

Proof o f ( i i ) . Set r 1 {(YZ a r X p - 1 ) l l : YZ la l N < p ( e , N ) } 
1« r k N 1 4 |r k N 

where I = D-£,EG . As above, is compact and Of£r, so there exists a 

1 > X U , N ) > 0 with { H f l L m : f e r - } > x ( e , N ) . Since, if f = UlrkN a r X r - 1 ) l E 

with T ~ ] TTTrkN | a k p ( e , N ) . Part (i) gives ||f |Lcu'v >, 1 > K ( e , N ) , we have the required 

resuit. 

Proof of ( i i i ) . If p > YZ I O > tnen 
r = - N 

N JN N 
\YZ a r X r ( y ) - I Z aXr(z)\<YZ la | | r | |y-zk< P N | y - z U < V 8 
r = - N 1 r = - N r = - N 

whenever | y-z k 1/( 8pN). Set Q = [ l 6 n p N ] + 4 , then, taking jj- = ÏÏ/2Q and 

L to be those intervais [2ï ïr/Q - ïï/4Q , 2/rr/Q + it/4Q] which lie entirely within 

I = [-£ , eH we have the required resuit. 

Remark. Parts ( i ) , ( i i ) , (iii) taken together correspond to Lemma 7.9 in the proof 

of Theorem 7.2 and Lemma 7.10 (iii) in the proof of Theorem 7.3. To prove part (iv) 

which corresponds to the main part of the proof of Theorem 7.2 and to the main part of 

the proof of Lemma 7.11 (i) (itself the main step in the proof of Theorem 7.3) we require 

calculations along the lines of Section § 3. Note, however, that the case r = 1 can 

be handled directly in the manner of Theorem 7.2 which indeed gives the required resuit 

with s = 1/2, A = A(1) U A ( 2 ) . It is very possible that the reader will be satisfied by 

re-reading the proof of Theorem 7.2 and ignoring the détails that follow. We adopt the 

notation of Section § 3 until further notice. 

LEMMA 7.13. (i) Let m,q,w be integers such that m»q+w-1 and q » w-1 . 

Then the System of équations 
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A T = 1 

A T = 0 

[S C <S>(m,q)] 

for card T >, w 

has no solution. 

Proof. Call the system of équations ( * ) . By Lemma 3.5 the gênerai solution of (*) 

is given by 

A T = ( - 1 ) c a r d T " 1 ( 1 - B u ) fcM T C { 1 , 2 , . . . , m j ] 

where B ^ = 0 if card U > q, but otherwise may be chosen freely subject to 

A T = 0 for card T > w, 

i. e. sub ject to 

0 = 1 + > ; B T j for card T > w . 

(Hère and in what follows the condition T , U , V c (i , 2 , . . . ,mj and so on is implied). 

Call the 2 conditions on the B ^ ( * * ) . Then, writing S for the permutation 

group on [ 1 , 2 , . . . ,mj , we know that, if the B ^ satisfy ( * * ) , then so do the B ^ 

for ail fixed crCS (here crU = [au : uCU] ) . Thus, by the linearity of the conditions 

(**) it follows that C u = YZ B y / c a r d { v : card V = card U j = A C A R D u say 

card V=card U 

also satisfies ( * * ) . We have thus shown that (*) has a solution if and only if 

o = x p for m » p > q 

o = 1 + E ] ( ? ) x t for m >y s » w 

has a solution. In other words, (*) has a solution if and only if 

o = i + g ( t

s U t 
[m^s>/w3 

has a solution. But writing K u, v for the uxv matrix with ( s , t ) élément 

( U + ^ " S ) [0«cs, t « v ] , we have (on subtracting the i*h row from the i + 1 t h row f or 
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i = v-1 , v-2, . . . , 1 and using Pascal 1 s triangle) that det K = det K „ (if 9 9 9 to u,v u,v-1 v 

the reader writes out the case v = 4, u = 1 say, the resuit will be obvious), and 

so by induction det K y y = det K y 1 = 1. Thus det K m _ q _ 1 q + 1 = 1 ^ 0 and the set 

of équations 

0 = D t ) x t [m>y s>, m-q] 

has a unique solution which is, obviously, X 1 = X 2 = . . . = X^ = 0. Thus the set of 

équations 

o = i + g ( t

s U t 
[in » s » w ] 

has no solutions, and so, retracing the argument,(*) cannot hold. 

LEMMA 7.13. (ii) If m, q, w are given as in ( i ) , then there exists a 

T(m,q ,w)> 0 suchthat,if l E

S , T " 1 ' ' ^ S T ' N < I for ail 0 ^ S , T ç { l , 2 , . . . ,m] , 

then the System of inéquations 

l ) ! e Q rpA + Y ~ ] o A - 1 k T [SG3>(m,q)] 
S2T^0 fa'A 1 S?T^0 1 

A T = 0 for card T > w 

has no solutions. 

(uij If m, q, w are given as in ( i ) , then there exists a T(m,q ,w)> 0 such 

that, given a collection of functions f g k : £P {i ,2, . . . , m ] -*C (from the set of 

subsets of (1, 2, . . . , m} to C ) with | X g k f g k - 1 | V< T if S 2 T ^ 0 , 

|Xg ^fg k ( T ) i « T otherwise for some X g k G C , then 

sup \£2 A f (T) - 1 | > T 

sG3>(m,q),cardT«: w 1 , K 

for ail choices of A T k G C . 
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Proof of ( i i ) . We use the fact that if a finite set of linear équations has no solution, 

then neither does any (sufficiently mildly) perturbed set. (This is obvious géométrieally : 

- if an affine subspace of R n ( i . e. a "plane") does not contain a point, then this 

situation persists under mild perturbation.) Alternatively, the algebraic proof of (i) 

will also show ( i i ) . 

Proof of (i i i) . This is a restatement of ( i i ) . 

Proof of ( iv) . If (iv) is true for x = 1, then a scaling argument shows that it is 

true for ail x > 0 (with T J ( S , X , W ) = X T J ( S , 1 , w ) , m(s,x ,w) = m(s, 1 , w ) and 

E , A ( p , t ) the same for ail values of x ) . We therefore set x = 1, m = m(s, 1,w) and 

prove the resuit for this case. 

Choose m, q in such a way that q/m > s , m » q+w-1 and q » w-1 (this is 

certainly true if we put q = m-w and choose m suff iciently large) . Take f > y ! > 0 

such that n f 1 < T 2 " " 2 ° ( m + 8 ) (where T = r(m(s, 1 ,w) ,q ,w) with the notation of 

Lemma 7.13). 

By Lemma 5.5 we can find integers N > n, M p ( j ) ^ N [j«:p«m, CKj] closed 

sets E ç [ x - j - 1 , x + j f ! ] and measures j L t s £ M + ( E s ) with ll/igll = 1 

[ S ç ( l , 2 , ,mj J such that 

(i) l x M ( j ) ( e ) - l k < r 2 - 2 0 ^ 8 ) 

(ii) l M g ( r ) | > T 2 - 2 0 ( m + 8 > implies û ( r ) - M ( r ) | < T 2 - 2 0 ( m + 8 ) 

(iii) l M S n T ( r ) l > max( | , x s ( r ) , ^{r) \) - T2~20^S'VI>+^ 

for ail S , T e { l , 2 , . . . , m j , | r | > N 

(iv) l L ( r ) k r 2 - 2 0 ^ s ' w ) + 8 ) for ail | r | > N 

(V) Writing E = U E ^ we have E independent c 
S Ç { 1 , 2 , . . . , m } 
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GpE H GpF = O 

(vi) For each 1 < p N< m, K< t « q' we have A(p,t) = {M p ( j )£A(t) : j > i ] 

infinité. 

The essential content of ( i ) , ( i i ) , (iii), (iv) and the condition p 4 t 2 " * 2 ° ( m + 8 ) 

from our point of view is 

(vii) | e ± 1 X S s ( ± ( M p ( l ) ( j ) + M p ( 2 ) ( j ) + . . . + M p ( u ) ( j ) K v ) - e S f [ p { , ) M 2 ) f . . . , p ( w ) ] | ^ 

where K< p(1) N< p(2) x< . . . 4: p(u) 4 m, 1 « v4 w, e s T = 1 if S = > T , e g = 0 

otherwise. 

Now writing E = U [ E g : S£<£>(q,m)j (so that ail the conditions of Lemma 7.12 (iv) 

- except perhaps (2) - are satisfied, for example (1) follows from condition (i) on the list 

in the paragraph above), we have for ail SG<$(m,q) 

J rë"k*(w) 
a Y - 1)d/i„ 

F£A*(w) r S 

2 \cardT^w v=-n 1 ' v S T 

where A - e " e 7 T l v x is the sum of ail those a with r£+ J \ U A(p,t)+v and 
A , + V R DCT t=1 

T " E S T ' ^ T ' B Y L E M M A 7-^3 (iii) w e have, therefore 

sup (r-; 
Se$(m,q) I J r£A*(w) 

a r X r - D 4 i S | > T 

and so (since llMgll = 1) 

F£A*(w) r r C ( E > 

for ail ) ] | a r I < 00 . Setting TJ(S,W) = T we have the resuit. 

Remark. From now on the proof is plain sailing. Parts (v) and (vi) correspond 

almost exactly to parts (iii) and (iv) of Lemma 7.11 and to the remainder of the proof 

of Theorem 7.2. 
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Proof of (v). Using the notation of parts (i), (ii), (iii), (v), set 

^ 0 = x o (Ç,n ,Q) = îj(s,x(Ç,Q)/8,n)/8 and put k = k(Ç , X q / 4 , p(Ç ,Q),n). By (iii) 

we can find disjoint intervais I.., I 2 , , L e [x-C , x+Ç] such that for ail 

Q 
P r=-Q l a

r 

(1) sup inf V < r - X | L r T , < x ( Ç , Q ) / 8 
k»i»1 XGC r=-Q r r ^Ki> 

( 2 ) * sup | | £ V < r l l ? " 2 Z V ^ ' c C k - C x + C l ) - x ( C » Q ) / 8 . 

Using (iv) we can construct, successively, closed independent sets E^, E 2 , , E^ 

with and infinité subsets A ' ( p 1 , p 2 , ,P i , t ) Q A 1 (p^ , p 2 , >Pj_i>t) 

iutsk, K<p.^m] (where A'(t) = A(t), * m = m(s, x(Ç ,Q)/8,n)) such that 

(3). GpE. HGp(FU U E.) = {o] (so Gp(F U U E . ) ^ T ) 
1 U j < i J Ujti 

(4) lim inf sup inf a{x£E : lx r(x)-1 I « o}>s 
U-J-0 crGM (E^), ||cr ||=1 U p . a rGA' (p 1 , p 2 , . . . ,p . , t ) ,r»u 

for ail oc>0, Up..«m [ U j « i - l ] , U U k . 

V\ WTZ . , V < r - * « ' Q > / 4 : < E . ) * 8 x o f o r a U G . , . I a r l < ° ° |r|€A*(n,i) v i' r€A*(n,i) 
. n 

where A*(n,i) = { £ Z Ej + u : ^ U A f p ^ p ^ ...fPi9t), Uu4Q] . 

We are particularly interested in the conséquences of ( 5 )^ . 

k 
Set E = U E., q" = m , A(1+( P l -1) + (p9-1)m + . . . + (p,-1)mK) = 

A ! ( p 1 f p 2 , , P k , t ) [VtN<k, K p ^ m l (so that condition ( 1 ) of part (v) follows 

at once by repeated use of Lemma 7.10 (iv) and (4).). Suppose > ; |rfeA**(n) r la |< oo. 

H Z Z I a | > p , then, setting 6 = p / £ Z I ^ I ( s o t n a t Z Z l 9 a^ 1 = P>> 
K l r k Q U r ^ n i7Trk<Q r 

we have that, since 0 < 1 
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| r T £ A * * ( n ) 
a r x r - 1 ) " c ( E ) • " " S É A - W ^ r - ' U c C E ) 

|rT£A**(n) 
a r * r ~ C(E) 

and since e Q ] I a | + 1) > p 
UlrkQ 

FîeA**(n) V < r - 1 ) l l c ( k _ C , x + C ] ) S X < Ç ' Q > -

On the other hand, if ) ' | a | ^ p , then automatically 
l7Trk<N 

"irTèA**(n) 
V < r - l | | C ( [ x - Ç , x + a ) * K ( C Q ) . 

Thus, if we can prove that ^2 l b

r k < P , \\Y2 b r X r ' ' c ( f x -c * x+Cl) -X^'Q) 

and ) lb i<°° (where A*(n) = A * * j [ n ) \ { r : 1 « r « Q } ) together imply 
frîëA*(n) r 

\\ }lrïëA**(n)U{Ojb x lU^t7\ — x 9 w e s n a H have proved condition (2) of (v ) . 

Let us therefore suppose that b r are given in accordance with the hypothèses of 

the last sentence. By (1)* and ( 2 ) * we can find an U i ^ k and a XGC such that 

X > x ( Ç , Q ) - 2 x ( Ç , Q ) / 8 = 3 K ( C , Q ) / 4 and D Y - X|| ( .4 x Since 

A (w) ç A (n , i ) , (5^ gives 

(5).' \\T2 b v - X | L > > 8x X ( x ( Ç , Q ) / 8 ) ^32x 
1 F l£A*(n) r r ^î' ° ° 

so 

( 5 » IjZZ , , , V r l l C ( E ) - ' C , , b r > < r - x | l C ( E ) " ' C C V r " * Hc(E ) 1 |rlGA**(n)U{0} F r C U V F l £ A * ( n ) r r C U V r = - Q r r C U V 

> 32x - x > x 
o o o 

and we have proved condition (2) of (v ) . Since the fact that E is independent and 

GpF Pi GpE = [o] are immédiate conséquences of (3)^ and the independence of the E^, 

we have completed the proof of (v ) . 

154 



THE UNION OF AA SETS 

Proof of (vi) . This follows the proof of Lemma 7.1 (iv) almost word for word. 

Choose x j£ 2ïïQ and write E(0) = {x} , K(0) = Ç (0) = 1. By Dirichlet ' s theorem 

we can find A(1,0) ç j Z + an infinité set such that sup | x (x) - 1 I 0 as n oo. 

r £ A ( l , 0 ) r 

B y part (v) we can construct inductively x (n ) , Ç(n)>0, N(n) , M(n), m(n) positive 

integers, E(n) a closed independent set and A(n, 1), A(n,2) , . . . , A(n,m(n)) 

infinité sub sets of Z + such that, writing F(n) = U E ( r ) , we have 
r=0 

( a ) n E(n)ç: [x-Ç(n-1) , x+Ç(n-1)] 

( b ) n GpE(n) H GpF(n-1 ) = (O) 

(c) lim inf sup inf a{yGF(n) : | X Jy) -1 k a ] > s 
" û oo a £ M + ( F ( n ) ) , ||a 11=1 U p « m ( n ) r G A ( n , p ) , r » u 

for ail oc>0. 

(We obtain ( c ) n from ( c ) n - 1 , condition (1) from part (v) and Lemma 7.10 ( iv)) . 

( d ) n Writing A**(n) = {f^t l± + u : P. G A(p,n) for some K<p«m(n), 

U u ^ N ( n - 1 ) j wehave ||l - 2ZHIFÏGA^(n) r F C(E(n)) ar .X J U f R f n ^ - x ( n ) f o r a 1 1 HZ FlCA**(n) rla l<oo. 

The conditions that follow define M(n), N(n) , Ç(n). By ( c ) n and the fact that the 

A ( n , r ) are infinité, we can find N(n) + 2n4 M(n) < N(n) such that 

(e) . inf sup inf a îyGF(n) : | x Jy ) -1 I < 2 ~ n _ 1 j > s. 
aGM + (F(n) ) , | | a | |=1 K<Px<m(n) rGA(n,p) 

We choose Ç (n-1 )/2 > £ (n) > 0 such that 

( f ) n C(n)N(n) « 2" n " 5 

so that, in particular, if F ç:F(n) + [Ç(n) , - Ç ( n ) ] , then 

(e) ' inf sup a f y C F : | x _ ( y ) - 1 I < 2" n ] >y s . 
n crGM + (F), 1=1 N(n)>r»M(n) 

oo 
We claim that E = U E(n) satisfies the conditions of Lemma 7.5, if we put 
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A = U U{N(n) > r >M(n) : rCA(p,n) for some 1 p < m(n)) , e(n,s) = x(n). Observe 
n=1 

first that by condition (a)^ and the restriction Ç(n)^ Ç(n-1)/2 we have E closed, 

whilst by (b) n (and the restriction E(n) independent) we have E independent. 

That lim sup cr{y : I X m (y) - l l « k j > s | | c r | | for o > 0, creM+(E) follows directly 
m->-oo 

from ( e ) n . Finally, using (d) n and the observation that (in the notation of Lemma 7.5) 

A(n) ç: A**(n), we have 

1 1 1 **XrHc<E) * 1 1 1 - U A ( n )

 a r X r l l C ( E ( n ) ) * *<"> = * « , s ) > 0 

for ail ) ] la |< oo as required. 
l r ïëA**(n) r 

This complètes the section. The author hopes that, although the results in it are 

separately not immensely interesting, together they will be found to give rather exact 

information about how the structure of A (E) can dépend on A and in particular 

about the relations between the cases A = Z , A = Z + and A arbitrary. 

§ 8. N SETS AND ZERO SETS. 

The object of this section is to prove the existence of weak Dirichlet sets (i.e. 

N sets) which are not zéro sets for A + ( T ) . We shall prove two versions of the resuit, 

a strong one : -

THEOREM 8.1. There exists an independent weak Dirichlet set which is not Z A + , 

and a weak one : -
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THEOREM 8 . 1 1 . There exists a weak Dirichlet set which is not Z A + . 

Our proof of Theorem 8.1 1 is technically much neater than that of Theorem 8.1, 

and dépends only on the first 3 sections (indeed almost entirely on those parts of the 

first 3 sections needed to prove Lemma 1.11) and the very simple remarks placed under 

the heading of Lemma 7.10 ( i ) , ( i i ) , ( i i i ) . The version of Lemma 7.10 we shall need is 

LEMMA 8.2. (i) For ail e > 0, R > 0 there exists a 1 > X Q ( e , R ) > 0 such 

that 

i g : v r - i i ( c ( [ - . e f d ) * x o < e ' R ) 

for ail YZ, | a r , l < R -
r=1 

Proof. This can be proved as a direct conséquence of Lemma 7.10 (iii) or , more 

neatly, by repeating and simplifying the argument used there. 

We shall, therefore, prove Theorem 8.1 1 first. Then we shall briefly discuss the 

relation of the resuit and the proof to the results of the first 3 sections, and finally 

prove Theorem 8.1. The proof of Theorem 8.1 uses some of the results of the first part 

of this section together with some of the results of Section § 5. The inductive construc

tion required is quite complicated. However, although a knowledge of the contents of 

Section $ 7 would be helpful, it is not needed. It would, perhaps, also be helpful if 

the reader briefly tries to prove the results himself, using the existence of a weak 

Dirichlet set supporting a true pseudof unction. In this way he will see that a new idea is 

required (the more so as we know the existence of weak Kronecker and thus both weak 
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Dirichlet and Z A + sets which support a true pseudof unction). However, the new idea 

is very simple and the reader, particularly if he has read Section § 7, may already 

have seen it. 

LEMMA 8.3. Suppose E is a closed set with the following properties : -

Given n > 1 we can find x(n)> 0, a positive integer m(n) with m(n)x(n)>4n 

and a séquence of integers 0 = N(0,n) < N(1 ,n) < < N(m(n),n) with the following 

properties : -

N ( j , n ) 

Given 0 « j < m ( n ) - 1 and £ 2 l a

r k n , we can find T G ( A ( E ) ) ' ( i . e. 

T in the dual of A ( E ) ) with 

W I M I P M < 2 

N ( j , n ) 
(ii) | < T , 1 - X 3 a v r > I ^ x(n) 

r=1 1 1 

(iii) | T ( r ) k< x(n)/4n for ail r > N(j+1,n) . 

Then, under thèse conditions, E cannot be a Z A + set. 

Proof. Suppose E is a Z A + set. Then we can find 0< > ; la |< oo such 
r=0 

that a x (e) = 0 for ail eGE. Let s be the smallest t such that a^O. We 
r=0 

have, on multiplying by a g x _ s , 1 - T~) ( ~ a

r J*z ) x r ( e ) = 0 for ail eGE. So 

without loss of generality we may assume a Q = 1. 

Consider now some ) \ I a | < oo. There exists an n >1 with > ; I a k n. 
r=1 r=1 

Using the notation of the theorem we have 

m(n)-1 N(j+1,n) 
Z 2 Z Z l a r k < n 
j=0 r=N(j,n)+1 

and so there exists a 0 < k4 m(n)-1 with 
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N(k+1,n) 
7 ^ la | < n/m(n) 4 x(n)/4. 
r=N(k,n)+1 

But we know that we can find a TCPM(E) with 

( D I W I p M < 2 

N(k,n) 
(ii) | < T , 1 - C V < r > l * X W 

r=1 

( i i i ) | T ( r ) I s< x(n)/4n for ail r > N ( k + 1 , n ) 

and so, in particular with 

i < T > 1 - E ^ a

r x r > i 
N(k,n) 

> \<T,1-Z2 a r X r > l 
r=1 

N(k+1,n) 

r=N(k,n)+1 
T , a r x r > l K T , a r X r > l 

r=N(k+1,n)+1 

N(k+l,nJ 
> x(n) -

r=N(k,n)+1 
a r H l T | l p M - E ( k + i > n ) + i 

l a r I | T ( r ) | 

> x (n) - 2x(n)/4 - nx(n)/4n 

> x(n) /4 . 

Since TG(A(E) ) ' , we have (1 - J 2 a

r X r ) lE ^ 0 and, since the a p were arbitrary, 

we have shown that E cannot be a zéro set for A + . 

Remark. It is ver y important that T belongs not merely to PM(E) but to the 

subset ( A ( E ) ) 1 the dual of A ( E ) . For if S G P M ( E ) \ ( A ( E ) ) 1 , then we know that 

there exist fGA with f(e) = 0 for eGE, yet < f , S > = 0 (this being another way 

of saying that ( A ( E ) ) ! is the set of synthesisable pseudomeasures), and the last 

sentence of the proof above would not necessarily apply with S in place of T . We 

shall return to this point in the remark following the proof of Theorem 8 .1 ' . 

We now commence the séries of lemmas which will put us in a position to use 

Lemma 8.3. 
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L E M M A 8.2. (ii) Given 1> e> Ç > 0 and M a positive integer, we can find 

an N Q ( Ç , M ) such that for ail P > 2 N Q (Ç , M ) we know that the set 

E ( x , e , P ) = J2rrr/P : 2 i rr /P G [x-e , x+eQ} has the following property : -

Given yG [x-e , x+e] we can find a J U G M + ( E ( X , e , P ) ) , | | / i | | M = 1 such that 

(1) k ( r ) - & ( r ) \ 4 C f o r a l l | r | < M 

(2) l f i ( r ) | < Ç for ail N Q ( Ç , M) 4 r4 P - N Q ( Ç , M ) . 

LEMMA 8.2. (iii) Given 1 > e > Ç > 0 and m a positive integer, we can find a 

séquence of integers 0 = N ^ O , Ç ) < N ^ 1 , Ç ) < . . . < N ^ m , Ç ) with the following 

property : -

If P > 2 N 1 ( m , C ) , then the set E ( x , e , P ) = {2icr/P : 2;rr/PG [x-e , x+e]} has 

the following property : -

Given yG [ X - E , x+e] and 0< j v <m-1 , we can find a /LiGM + (E(x ,e ,P)) , 

| |jn | l M = 1 such that 

(1) l M ( r ) - 8 y ( r ) | < C f ora l l | r | < N ( j , Ç ) 

(2) l i x ( r ) k C f o r a l l N ^ Ç V4 P - N ^ Ç ,J+1). 

Proof of ( i i ) , This is an immédiate conséquence of Lemma 3 .1 . Set 

N Q ( C ,M) = [160Ç~ 2(M+1)] + 1. If P > 2N 1 (Ç , M ) , then we can certainly find a 

w G E ( x , e , P ) such that yG [w-Ç/4(m+1) , w+Ç/4(m+1 ) ] ç: [x-e , X+e] . 

Set \i = M ç / 4 ( m + i ) p * & w ( i n the notation of Lemma 3.1) . By Lemma 3.1 (i) 

j u G M + ( E ( x , e , P ) ) , H/Lill = 1. Since supp jLt çz [w-Ç/4(M+1) , w+Ç/4(M+1)] , we have 
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l x r ( y ) - X r ( v ) k l r | | y - v | < I r I Ç/2(M+1)« Ç f o r a l l | r | < M and so 

(1) lM(r) - 8 ( r ) I « C f o r a l l | r | < M 

whilst by Lemma 1.8 (ii) 

(2)' \p(r) | < Ç f or ail 40.(Ç/4(M+1))" 1 Ç" 1

N < r < P ^ O . l C A M + l ) ) " 1 ^ 1 

and so in particular 

(2) | ^ ( r ) U C for ail N Q (Ç , M ) « r « P - N Q ( C , M ) . 

Remark. A s usual, the fact that P may be chosen freely will play an important 

rôle in what follows. 

Proof of ( i i i ) . Setting N 1 ( 0 , C ) = 0, N ^ r , Ç ) = N ^ N ^ r - 1 , Ç ) + 1 , C) for 

1« m, we obtain (iii) as an immédiate conséquence of ( i i ) . 

Combining Lemmas 8.2 ( i) and (iii) we obtain a finite version of the hypothèses of 

Lemma 8.3. 

LEMMA 8.2. (iv) Given 1 > £ > 0 and n > 1 we can find x ( e , n ) > 0 , a 

positive integer m(e,n) with m(£,n)x(e,n) > 4n and a séquence of integers 

0 = N(0 , £,n) < N ( 1 , e,n) < . . . <N(m(e ,n) , e,n) with the following properties : -

Choose P > 2N(m(e,n),£,n), xGT and set E ( x , £ , P ) = {2KV/P : 

N ( j , £ , n ) 
2/rr/P G [ x - £ , x + £ ] J . Then, given 0 < j < m ( £ , n ) - 1 and 7 ; la | < n , we can 

r=1 

find a / iGM + (E(x , £ , P ) ) such that 

a ) I I M I I M - I 

N ( j , e , n ) 
( i i ) | < ^ , 1 - 2 _ J a r x r > l > 2K(e,n) 

(iii) | f i (r) I < K(£,n)/4n for ail N( j+1 ,£ ,n)< r < P-N( j+1 ,£ ,n ) . 
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Proof. (We remind the reader of the convention > ; a r = 0, ) With the notation of 

(i) set x (e ,n) = X Q ( e , n ) / 3 . Take Ç = min(e/2 , x(e ,n) /4n) , m(e,n)=4n( [ x ( e , n ) ~ 1 ] + 1 ) 

and (with the notation of (iii)) N ( j , e, n) = N 1 ( j , Ç ) for 0< j « m(e,n). 

N ( j , e , n ) 

Suppose now P > 2N(m(e,n), e ,n) , xGT , 04 j4 m(e,n) - 1, J \ I a p | <: n 

chosen. By (i) and compactness, we can find a y e [x-e , x+el with 

| N ( j , e , n ) , , N ( j , e , n ) , 
C a

r X r ( y ) - 1 > 3 x ( e , n ) , i . e. with < 2 ^ a x r - 1 , ?> > > 3 x ( e , n ) . 
r=1 r=1 y 

By (iii) we can find a jxGM + (E(x, e , P ) ) such that 

d ) I I M I I M - I 

(iii) l M ( r ) k Ç<x(e,n)/4n f o r a l l N(j+1, e,n)«r r * P -N( j+1 , e,n) 

( i i ) ' | | u ( r ) - 8 ( r ) k C < x ( e , n ) / 4 n fora l l | r k N(j+1 , e , n ) . 

Using ( i i) ' we have, at once, 

N ( j , e , n ) 
(ii) I <2Z a v - 1 , M > 

r=1 

N(j ,e ,rv N ( j , e,n) 
- Ç | a r N M ( r ) - 8 y ( r ) | 

> 3*(e,n) - nx(e,n)/4n 

> 2x(e ,n) 

a r X r - 1 ' V 

as required. 

At this point the proof s of Theorems 8.1 and 8.1' diverge. We want to obtain, from 

the measures of Lemma 8.2 (iv) with support contained in a finite set,the pseudomeasures 

of Lemma 8.3 with support contained in a weak Dirichlet set. In the proof of Theorem 8.1 

we shall attack this problem directly, but the fact that we do not require independence 

enables us to use a slicker but very much more indirect method in the proof of Theorem 

8 .1 ' . The purpose of the next 3 lemmas (Lemmas 8.4, 8.5 and 8,6 ( i)) may not become 

clear until the proof of the fourth (Lemma 8.6 (ii)), containing the proof of Theorem 8.1') 
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has been read. 

LEMMA 8.4. We can find a monotonie increasing f unction h : Z+ + 2Z+ (such 

that h(r) > 2r) and a monotonie decreasing f unction x : Z + + R + with the following 

property : -

Suppose we choose 0 < P(0) < h(P(0)) < M*(1) < P(1)< h(P(l )) < M*(2) < P(2) < h(P(2)) 

< M (3) < integers such that M ( r ) is an intégral multiple of P (r -1 ) and 

P ( r ) an intégral multiple of M ( r ) | j < r j . Then we can find a closed countable set 

E with 0 as unique accumulation point, having the following properties (for ail 

n > 1) : -

( a ) n l l x s M * ( n ) ~ 1 , l C ( E ) < 2 " n f o r a 1 1 0 < s M ( n ) < P ( n ) 

( b ) n We can find a positive integer m(n) with m(n)x l (P(n-1)) > 4n and a 

séquence of integers 0 = N(0,n) < N(1 ,n) < < N(m(n),n) < h(P(n-1))/2 such that, 

N ( j , n ) 
given 0 ^ j < m ( n ) - 1 and ) ^ l a ^ | < n . we can find a JLX€M (E) such that 

(i)„ y i M - i 

( i i ) n K / i , 1 - Ç j a r x r > l > 2 x 1 ( P ( n - 1 ) ) 

( i i i ) n | / i ( r ) I « x ^ p f n - l ) ) / ^ for ail N( j+1 ,n)< r < M*(n) - N(j+1,n) 

and so, in particular, 

( i i i ) n IM ( r ) k X 1 ( p ( n - 1 ))/4n for ail h(P(n-1 ))/2 < r < M*(n)-h(P(n-1 ) ) / 2 . 

Proof. Set e(r) = 2 " r " 4 / r , h(r) = 2N(m(e(r) ,r ) , e (r ) , r ) + 2r + 2 and 

x ^ r ) = x ( e ( r ) , r ) (in the notation of Lemma 8.2 ( iv)) . We shall construct E inducti-

vely. At the beginning of the n th step we have a séquence of integers 
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0 < P ( 0 ) < h(P(0))< M*(1)< P(1) < h(P(1) )< . . . < P(n-1) and a finite set E(n-1) 

satisfying conditions (a) and (b) for n-1 > q > 1 and additionally having 

M*(n-l)E(n-1) = 0. (Of course, if n = 1, then we can take E(0) = 0 and have the 

conditions vacuously satisfied). Choose for M*(n) any intégral multiple of P(n-1) 

having M*(n) > h(P(n-1)) and set (again in the notation of Lemma 8.2 (iv)) 

F(n) = E(0 ,e(P(n-1)) ,M(n)) , E(n) = E ( n - 1 ) U F ( n ) (so E(n) is finite). We note that 

( c ) n E ( n ) \ E ( n - 1 ) cF(n) ç E 2 " n " 3 / P ( n - 1 ) , 2 - n " 3 / P ( n - 1 )1 ç: [_-2'n~3 , 2 " n ~ 3 J . 

In particular, therefore, ||xp - ^ c ( F ( n ) ) * 2~U for a11 'r p(n~"1) and so (a)q 

is true for E(n) and K< qN< n-1. On the other hand, the définitions of e (r) , h(r) 

and x^(r) in terms of quantifies defined in Lemma 8.4 (iv) imply that (b) is true 

for F(n) and so for E(n) . Finally, if P(n) is chosen to be a positive intégral 

multiple of M*(n), then, since M*(n)E(n) = 0, condition ( a ) n follows at once for 

E(n) (indeed | lx s M *( n ) - 1 1 ' c (E(n) ) = 0 f o r a 1 1 s e g ) . 

Set E = U E(n) . Using (c) and the finiteness of E(n), we .have E closed 

and countable with 0 as unique limit point. Since (a)^ is true for ail E(n) , (a) 

is true for E \j< q], Since E(n) ç E , the fact that ( b ) n is true for E(n) 

implies the truth of (b) for E D < n] and E satisfies the conditions of the Lemma, 

Lemma 8,4 parodies, in some sensé, half of the conditions of Lemma 8.2 with E 

Dirichlet. In Lemma 8.5 (ii) we imitate the other half and in Lemma 8.6 we combine the 

two halves. But first we require a version of the Central Lemma. 

LEMMA 8.5. (i) Given K > 1, 1 > X > 0 we can find an 1 > E ( K , X ) > 0 and 
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an m(K,X ) G Z + with the following property : -

Suppose P a positive integer and 1 > Ç , e^> 0 given with P e 1 > 1 , then 

M(0) = 1 + [ P Ç ~ 1 e ~ 1 ( K , 0 ] has the following property : -

Given o > O, we can find a monotonie increasing function h : Z + Z + (such 

that h(r)> r ) with the following property : -

Given M ( 0 ) < h(M(0)) < M ( 1 ) < h(M( 1 )) < M(2) < . . . < h(M(m)) < M(m+1 ) such that 

M ( r + 1 ) is an intégral multiple of M ( r ) [ K < r < m ] we can find a finite set 

E ç [ -e 1 , e..] and TGM(E) = PM(E) such that 

(i) M(m+1)E = 0 

(-) i i m - 1 z : x M ( r ) - i i i c ( E ) < s 

(iii) | | T | | p m = T ( 0 ) = 1 >K sup | T ( r ) | 
™ M(m+1 ) - M ( 0 ) > r > M ( 0 ) 

(iv) | T ( r ) - l | < C foral l | r | < P . 

Remark 1 . If we used Lemma 5 . 2 1 instead of Lemma 2 . 1 in the proof below, we 

could drop the condition M ( r + 1 ) a multiple of M ( r ) . 

Remark 2 . Looking at the first sentence of the proof of Lemma 1 . 7 we see that we 

can take N(e ,K,X ) = ( [-e~1J+ 1 ) N 2 ( K , A ) ( i . e . N(e ,K,X ) = e _ 1 N 2 ( K , X )) in the 

statement of Lemma 2 . 1 . If we choose not to use this fact then, a priori, ail we know is 

that the M ( 0 ) of Lemma 8 . 5 (i) dépends on P , Ç , K and X . However, the resul-

ting weaker statement remains strong enough to prove Lemma 8 . 5 (ii) and this is ail we 

need. 

Proof. Set e Q ( K , X ) = ( 2 0 0 ( C ( K , X ) + 1 ) ( N 2 ( K , X ) + 1 ) r 1 and take m(K,X) as in 
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Lemma 2.1. Suppose P , Ç , , M(0) taken as indicated. Take e = Ç/(20C(K,X )P) 

and choose h as in Lemma 2.1. We have N(e ,K,X ) = ( [e" 1 J +1 ) N 2 ( K , X ) < 

( 2 0 C ( K , X ) P Ç " 1 + 1 ) N 2 ( K , X ) < : e o ( K , X r 1 P Ç " 1 / l O <M(0)/2 so that by Lemma 2.1 it 

follows that, given M(0) < h(M(0))< M(1) < h(M(l)) < M(2) < . . . < h(M(m)) < M(m+1 ) we can 

find a finite set E ç [-e , e ] c [ -e 1 , e^j and TGM(E) = PM(E) such that 

(i) M(m+1)E = 0 

(ii) l k n - 1 g x M ( r ) - i l ^ ( E ) < 8 

(iii) | |T 11 = T(0) = 1 > K sup | T (r ) | 
M(m+1 )-M(n)>r>M(m) 

(iv) | | T | | M < C ( K , X ) 

whence 

(iv) | T ( r ) - 1 | < | | T | | sup M - x J x ) ! 
M xGE r 

< | r | | | T | L sup |x | 
xGE 

- l r l e l W I M 

= Clr|/20P < Ç for ail | r | < P 

and we have shown that E has ail the required properties. 

Remark. Here the important thing is not (as in the construction of a pseudof unction 

on a Helson set) that the mass of T is bounded independently of M(m+1), but that the 

mass is bounded independently of the interval Q-e , e ] in which the support of T is 

made to lie. In particular, by taking e small, we can make T behave like a point 

mass at the origin,at least with respect to characters x p with long wavelength ( i . e . 

for r not too large). This control is vital in what follows. 

We now prove a version of Lemma 1.11 incorporating this élément of control (and, 
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as promised.imitating half of the conditions of Lemma 8.2 with E weak Dirichlet). 

LEMMA 8.5. (ii) Given r(n) •» 0, we can find a monotonie increasing f unction 

h : Z + •+ Z + (such that h(r)> r ) and a function p : Z + Z + with the following 

property : -

Suppose we choose 0 < P(0) < h(P(0)) < M(1 ) = M(1,0) < h(M(l ,0)) < M(1,1 ) < h(M(1,1)) 

< . . . < M(l,p(l>t-1) = P ( l ) < h ( P ( l ) ) < M ( 2 ) = M(2,0)<h(M(2,0))<M(2, 1)< . . . < h(M(2 ,p(2))) 

< M(2,p(2)+1) = P(2)<h(P(2) )<M(3) = M(3,0)< . . . integers such that M(r,0) = M(r)> 

h ( P ( r - l ) ) and M(r,0) = M(r) is an intégral multiple of P (r -1 ) , M(r , s )> h(M(r,s-1)) 

and M(r , s ) is an intégral multiple of M(r , s -1 ) , P ( r ) = M(r,p(r)+1) [1 « s < p(r)+1, 

1 <r r ] . Then we can find a closed set E with the following properties (for ail 

n > 1) : -

( a ) n l l p ( n r 1 I ^ M ( n , s ) - 1 W 2 ~ n 

( b ) n There exists a T n G P F ( E ) H(A(E))' (the set of synthesisable pseudo-

functions on E) such that 

( i ) n T n ( 0 ) = | | T n l l p M = 1 

( i i ) n | T n ( r ) - 1 | < r(n) for ail | r k P(n) 

( i i i ) n | T n ( r ) | < r(n) for ail | r UM(n+1). 

Proof. Without loss of generality suppose T decreasing. By Lemma 8.5 (i) 

we can find for each n a p(n)GZ + (such that h(r)> r ) with the following property:-

Suppose we choose 0 < P(n-1)< h n (P(n-1) )< M(n) = M(n,0) < h n (M(n,0)) < M(n, 1 ) < 

h n (M(n, l ) )<M(n-2) < . . . < M(n,p(n)+1 ) = P(n) < h n (P(n)) < M^(n+1 ) such that M(n,r+1) 
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is an intégral multiple of M(n,r ) and M*(n+1) an intégral multiple of P(n) 

[ b < r< p(n)] . Then we can find a finite set E(n) c [-2~ n~^/p(n-1 ) ] and 

M GM(E(n)) = PM(E(n)) such that 

(1) M(n+1)E(n) = 0 

( 2 ) n l b ( n r 1 ^ X l l ( n f r ) - l l k 2 - « * - 6 

<3>n l l M n l l p M = ^ ( 0 ) = 1 S 2 » + & r ( n r 1 sup 
M*(n+1 )-M(n)>r>M(n) 

l M n ( r ) l 

( 4 ) n l M n ( r ) - 1 k 2 " r , - ° T ( n ) for ail | r | < P ( n - 1 ) . 

Set h(n) = 2 max h (n) . Then, if P ( r ) , M(r ) , M ( r , s ) are chosen in 
n+1>r>1 

accordance with the hypothèses of the lemma with M(r) = 2M*(r), they automatically 

satisfy the hypothèses of the paragraph above (with, for example, P(r -1 ) > r-1 so that 

M*(r) = M(r) > h(P(r-1)) /2 > h r ( P ( r - 1 ) ) as required). We may therefore choose E(n) , 

u as above. Note that (3) f gives at once n n 

<3>n H M n l l p M = M n ( 0 ) = 1 ^ 2 " + 6

T ( n ) - 1 sup 
M(n+1)>r>M(n) 

l M n ( r ) l . 

It is clear that E(n+1) + + E(n+r) converges topologically to a closed set 

F(n) ç; Q - 2 - n - 4 / P ( n ) , 2 ' n " 4 / P ( n ) ] and (using ( 4 ) n and ( 3 ) n ) that M n + 1 * . • . * M n + r 

converges weakly to a pseudomeasure T f having properties ( i ) n , ( i i ) n and ( i i i ) n 

T n has support in F(n) ç: F(0) = E say and supp /i m c F(n-1 ) c E , so 

T n € P F ( E ) Pl(A(E)) ! . By ( i ) n M(n , s ) (E( l ) + E(2) + . . . + E(n-1)) = 0, and by the fact 

that F(n) c G - 2 " n - 4 / P ( n ) , 2" n " 4 /P (n )3 we have l l x p ( n ) - 1 H C (F (n) ) = = 0 s o ( a ) n 

follows at once from (2)^ and we are done. 

We are now in a position to marry the 2 halves of Lemma 8.4 and Lemma 8 . 5 . 
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L E M M A 8.6. (i) We can find x ( n ) > 0 , positive integers m(n), p(n) with 

M(n)x(n) > 4n, a séquence of integers 0 < P(0 )< M(1) = M (1 ,0) < M (1 ,1 ) < M ( 1 , 2 ) < 

. . < M (1 ,P (1)+1) = P(1) < M ( 2 ) = M ( 2 , 0 ) < M (2 ,1) < . . . < M(2 ,p(2>4-1 ) < P(2) < a closed 

set E ̂  and a closed countable set E 2 with 0 as unique accumulation point with 

the following properties (for ail n> 1 ) : -

<a>n1 
Il 1 P ^ 

llP(n) g * M ( n , s ) 
- 1 |IC^E j< 2" for ail K s < p(n) 

(b) There exists a T C P F C E J n ( A ( E 1 ) ) ' such that 

(i) , T (0) = | | T | L X , = 1 x 'ni rv ' " n"PM 

( i i ) n l l T n ( r ) - 1 | < K ( n ) / 4 n f o r a l l | r k P ( n - 1 ) 

( i i i ) n l |T ( r ) | < K ( n ) / 4 n f o r a l l | r | > M ( n + 1 ) 

<a>n2 I ^ M ( n , s ) - 1 ' l c ( E ) < 2 for ail 1 «: s « p(n) 

( b ) n 2 There exist positive integers 0 = N(0,n) < N(1 ,n) < . . . < N(m(n),n) < P(n) 

N ( j , n ) 
such that, given 0 4j4 m(n)-1 and ) ] |a | < n , we can find a /LtGM ( E 2 ) such 

r=1 

that 

Wn2 I ^ M = 1 

(u ) n 2 K M , 1 - Ç j f V ^ ' - 2 x ( n ) 

NU,nJ 
JZ a

r X r > l — 2x(n) 

( i i i ) n 2 lM(r )kx(n) /4n for ail P ( n - 1 ) « r < M(n+1). 

Proof. This follows at once from Lemmas 8.4 and 8.5 ( i i ) . (Take x(n) = x ^ P f a - I ) ) 

as in Lemma 8.4, m(n) as in Lemma 8.4, take T ( n ) = x(n)/4n in applying Lemma 

8.5 (ii) (since P(n-1) dépends only on T(n-1) this is not circular), take p(n) as 

in Lemma 8.5 ( i i ) , choose M*(m+1) > 2M(m+1) in applying Lemma 8.4 (so that ( i i ) n 
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of Lemma 8.4 yields (iii) n2 above), and observe that certain of the sM*(n) of Lemma 

8.4 (a) coincide with the M(n,s) of Lemma 8.5 (ii) (a) giving (a) 1 and (a) 0 . ) n n n i x\£ 

LEMMA 8.6. (ii) If E^, E 2 are in ( i ) , then E = E 1 + E 2 is weak Dirichlet 

but not a Z A + . 

Proof. If e ^ E ^ e 2 G E 2 , then by ( a ) n 1 and ( a ) n 2 

P(n)" 1 g1 P(°) X M ( n , s ) < e 1 + e 2 ) - 1 I « | p ( n ) - 1 gx1 P ^ ) M ( n > s ) - 1 I < 2 " n + 1 

s o f o r a l l orGM (E) 

u i n J p ( n ) J ' X M < n ' s > - l | d < T 4 J ' P ( n ) S * * " . - ) " 1 ' d 0 r < 2 M ' 

Thus E is weak Dirichlet. (Alternatively we could use the fact that if and F2 

are weak Dirichlet, so is * tne Proof of tnis is easv*) 

N(j ,n) 
On the other hand suppose 0 4 j <r m(n)-1 and > ; la | < n . By (b) 0 we can 

r^T 

find a M CM ( E 2 ) satisfying ( i ) n 2 , ^ ^ 2 ' ( m \ i 2 # S e t T = M * T n # U s i n S 

(ii) - and ( i i i ) - . we obtain ni ni 

(i) l l T l l p M ^ l l M l l p M l l T n l l p M = 1 < 2 

( i i ) l < T , 1 - j _ J a r X n > l ^ l < M , 1 - E j a r x r > l - g | a r l | / * ( r ) - T ( r ) | 

N( l ,n ) 
> 2 x ( n ) - l i l a r H U I I p M H - T n ( r ) 

r«=1 

> 2x(n) - 2nx(n)/4n > x ( n ) 

(iii) | T ( r ) k m i n ( | T n ( r ) | | l M l l p M , IM (r ) I l l T | | p M ) < x(n)/4 fora l l | r | > P ( n ) . 

Thus the conditions of Lemma 8.3 hold and E is not a zéro set for A + . 

Remark. The above proof of Theorem 8 .1 1 shows strong connections between the 
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existence of a weak Dirichlet set which supports a true pseudofunction and the existence 

of a weak Dirichlet set which is not a Z A + set. However, it does so at the expense, 

at least in this présentation, of obscuring the motivation of the proof. The proof may be 

expressed differently and in a natural manner in terms of measures only (and indeed was 

first so obtained, though in a cruder way ; we remind the reader of the discussion in the 

introduction running from Lemma 1.9 to Lemma 1.11). Lemma 8.3 is replaced by 

LEMMA 8.3' . As for Lemma 8.3 but with the penultimate sentence reading : -

N(j ,n) 
Given 0 < j < m(n)-1, I a p | < n and Q, we can find crGM(E) with 

r=1 

(D 1 W I P M < 2 

N(j ,n ) 
(ii) K c r , 1 - 2ZJ a r x r > l ^ x < n ) 

(iii) | cr(r) | < x (n)/4n for ail Q > r > N(j+1 ,n ) . 

Proof. Since > ' |a |<oo we can find a Q with > ' |a | < x ( n ) / 8 . 
r = ï r r^b r 

The proof now runs as for Lemma 8.3 until the 3rd sentence of the 2nd paragraph which 

now reads : -

But we know that we can find a crGM(E) with 

(i) l l o - | | p M < 2 
N( j ,n ) 

( i i ) K o - , 1 - 2 Z a r X r > l ^ " ( n ) 
r=1 

(iii) | cr ( r ) |< x( n ) /4n for ail Q > r > N(j+1 ,n) . 

By the arguments of Lemma 8.3 

K c r , 1 - 2 3 V < r > l ^ K o - , 1 - E I a

r X r > l - 2 ~ ; l a l | o ( r ) | 
r=1 r=1 r=Q+1 
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> x (n ) /4 - | | a | | p M x ( n ) / l 6 > x ( n ) / l 6 > O 

so 1 - ) ] a r x r is not identically 0 on E and the proof of Lemma 8.3' is complète. 
r=1 

The proof of Lemma 8.6 (ii) (and so of Theorem 8.1 1 ) goes through as before with 

the pseudomeasure T replaced by the measure cr= \i * ^n+-\ * ^ n + 2 * • • • * ^ n + m 

for m large enough. 

The reader may feel that we have replaced one proof by an almost équivalent one. 

In reply I would remark that such a procédure is not always possible so trivially 

(consider Theorem 1.1). By giving the two proof s we have shown that the problem of the 

existence of a weak Dirichlet non Z A + set lies on the borderline between those 

problems only involving measures (e. g. those concerning the union of Helson sets and 

the existence of independent Helson sets) and those appropriately treated using pseudo-

functions (e . g. those concerning the existence of E with A ( E ) not closed in A(E) 

(for an illuminating example, see Varopoulos 1 proof in D l 9 ] ) , and the existence of Helson 

sets not of synthesis). Possibly the force of this remark may appear greater after our 

proof of Theorem 8.1, but since many readers will skip this we have placed the remark 

here. 

We conclude this section with the 

Proof of Theorem 8.1. Choose x£2ïïQ . We construct inductively the following 

objects : 

( a ) n e(n+1)>0 

( b ) n P(n) , M(n) positive integers with P(n) > 4M(n), N(n) = P(n) - M(n) 

(c)^ x ( n ) > 0 , m(n) a non négative integer with m(n)x(n) > 4n 

( d ) n A séquence of integers 0 = N(0,n) < N(1 ,n) < . . . < N(m(n),n) < M(n) < N(n) 
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(e) n A finite set E(n) with P(n)E(n) = 0 

such that x(r) decreases and M(n+1) > P(n), satisfying the following conditions : 

( 1 ) For each 1 <: r ^ n we know that 

( 1 ) n r For each r < k < n we have an A ^ independent of n such that 

( 1 ) n r k Given 04 34 m(r)-1, 2ZZ N(j,r) I a

s

 r we can find nrkGM^E^n^ with 

( i )nrk H^nrkUpM^ 2 " 2 " 1 1 ' ^ n r k L ^ r k 

^ n r k < « V k > 1 - l ! : , r ) a s X s > l ^ x ( r ) ( 1 + 2 " n ) 
s=1 

( i i i ) ^ i M ^ s ) I < x(r)(1-2"n)/4r for ail N(k) > r > N(j+1 , r) 

(2) n Taking E O (K ,X ) as in Lemma 8.5 (i) we have M(n)e(n+1) > 1, 
N(n)>1 + M(n)2 n + 8 n(x(n ) r 1 e(2 n + 8 n(x(n)) - 1 , 1-2"n-1)"1 j . 

To start the induction we set e(1) = 1/10, P(0) = 16, Q(0) = 2, M(0) = 1, 

x(0) = 1/10, m(0) = 0, E(0) = 0. The n t n step is as follows, By Lemma 8.51 (and 

Dirichlet's Theorem applied to {x} to give (4) n ), we can find e(n+1)/4 > e'(n+1)> 0, 

P'(n)> M !(n)> P(n) with M'(n) an intégral multiple of P(n), N'(n) of M !(n), a 

set 0GF(n+1) ç [-e(n+1)/2 , e(n+1)/2] and a Tn + lGM(F(n+1 )) such that 

(3) P'(n)F(n+1) = 0 

(4) n We can find q(n+1) an integer and P(n) < M(n, 1)< M(n,2) < . . . < M(n,q(n+1)) 

<M'(n) such that 

llq(n+1)-1 g 1 ) X M ( n > s ) - l H C ( F ( n + 1 ) r < 2 " n + 1 a n d l x M ( n , s / x > " 1 k 2 ~ " 

for ail ^4 s<q(n+1) 

( 5 > J I T n + l H p M = Tn +1< 0> = 1 > 2 n + 8 n(x(n))-1 
S U P l Tn4-l( S)l 

P !(n)-N(n)>s>N(n) 
( 6 ) n l T n + 1 ( s ) - 1 | < 2 - n " 8 x ( n ) /n 
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( 7 ) n M'(n)e'(n+1)4 10~ 2 .2~ n ~ 8 min x (n)/n 

( 8 ) n P(n) - N(n) > 12800 [ 2 n + 1 2 e' (n+1 ) " 1 n / x ( n ) ] 

(conditions (7) and (8)^ will be used when we apply Lemma 5.6). 

Set E ' (n+1 ) = E(n) + F(n+1 ) . We note that 

( 9 ) n E » ( n + I ) ç : E(n) + [-e(n+1)/2 , e(n+1)/2j . 

If E çz(E1 (n+1 ) U x ) + [-e'(n+1) , e ! (n+1)] then, by ( e ) n , (4) and (7) 

we have 

n . i 2O2+ 1) 11 n . 2 

(10) n Ik(n+1) g X M ( n > s ) - l l l c ( E ) < 2 " + 2 . 

With the notation of the inductive condition set [i . = a * T . 
*n r n+1 *n r n n+1 

Conditions 0 ) n r n , ( 5 ) n and ( 6 ) n give 

( i ) n r n + 1 " % r n + l " p M s < 2 " 2 " M n r n+1 "M s < " Tn+1 "M A r n 

«">n r n+1 ' < " „ r n+1 ' 1 ~ Ç N(j,r) V s > ' * ^ X ^ " " - 2 — 2 ) 

( i i i ) n r n+1 l j L tn r n + 1 ( s ) ' 4 X ^ U 2 " + 2! ) /4r for ail P(n)-N(n)>r>N(j+1 , r ) . 

By Lemma 5.6 (using ( 7 ) n , ( 8 ) n ) w ^ can find an e"(n+1) «r e'(n+1)/8 such that, 

provided only we take P(n+1) large enough, we can find a linear map L n : M(T) M(T) 

such that for ail crGM(T) 

( I 1 ) n P(n+1) supp L Q a = 0 

(12) inf sup le - e 1 |<e f (n+1) /8 
n e 1 CsuppL ncr eCsupp cr 

( I 3 ) n l ( L n a - c r f ( r ) | s< 2 - n - 8 x (n ) | | c r | | / 8 for ail | r I < M'(n) 

( I 4 ) n | (L n cr H r ) I « l a ( r ) I + 2" n "" 8 x(n) | |cr | | /8 for ail r 
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N(j,n+1) 
( i i ) n + 1 n + 1 n + 1 l < M n + 1 n + 1 n + 1 , 1 - | 3 a

s X s > l * x(n+1)( l+2- n - 1 ) 

( i i i ) n + 1 n + 1 n + 1 n + 1 n + 1 ( s ) I < x(n+1)( l -2-"-V4(n+1) 

for ail p( n+1)-N(j+1,n+1) > r > N(j+1 , n+1). 

Select M(n+1) so that 

(19) - M(n+1) > N(m(n+1) , n+1) + P(n) + 64( [(e"(n+1))" 1 ] + 8). 

Then, provided only that P(n+1) is large enough, we have P(n+1) > 4M(n+1) and 

( 2 ° ) ^ i N ( n + 1 ) = P ( n + 1 ) - M ( n + l ) 

( I 5 ) n | ( L n c r H r ) I < 2 " n " 8 x(n)||cr||/8 for ail P(n+1)-P ' (n) + N(n) > r > 
P ! (n) -N(n) 

(16) n HL n cr | l M =llcT|l M 

( I 7 ) n Given K 2 4 n, y^, y 2 , . . . , yg G supp cr , with | y . - y . . | > 2 ~ n 

for i ^ j , we have, for ail |y^ - x^ |< e"(n+1), |a>Q |< n, 0 ^ |ca |< n integers, 

2 ^ co. x. + u x ^ 0. 
i=1 1 1 ° 

By Lemma 8.2 (iv) we can find 0 < x(n+1)< x(n), m(n+1) a positive integer with 

m(n+1) (n+1) > 4(n+l), and a séquence of integers 0 = N(0,n+1)< N(1 ,n+1)< N(2,n+1) 

< . . . < N(m(n+1),n+l) such that, provided only we take P(n+1) large enough, we 

have 

( 1 8 ) n + 1 n+1 n+1 G i v e n 0< j ^m(n+1)-1, 2 3 N(j,n+1) | a g k n + 1 , we can find a 
s=1 

A * n + 1 n + 1 n + 1 e M({2;ir/P(n+1) : |x - 2*r/P(n+1) | < e(n+1)/8J) with 

^n+1 n+1 n+1 "Mn+1 n+1 n+1 " P M = 1 4 2 " 2 ° + 1 > 

"Mn+1 n+1 n+1 " M = An+1 n+1 s a y 

> 1 + M ( n + l ) 2 n + 9 ( n + 1 ) ( x ( n + l ) ) - 1 ( e ( 2 n + 9 ( n + l ) ( x ( n + l ) ) - 1 , i _ 2 - n - 2 ) ) - 1 . 
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Each of the last 3 paragraphs is true sub ject only to P(n+1 ) being taken large 

enough. We take P(n+1) to be sufficiently large in the sensé of the last 3 paragraphs 

and choose e(n+2) = e"(n+1)/4, so that 

(21) n + 1 e(n+2)< e(n+1)/32 . 

We set E*(n+1 ) = U {supp L n + 1 c r : o"£M(E ' (n+1 )) j , E**(n+1 ) = [2*r/P(n+1 ) : 

I x - 2*r/P(n+1 ) I < e(n+1 )J and E(n+1 ) = E*(n+1 ) U E**(n+1 ) . Checking through 

^a\i+1 ' ^b\i+1 ' ^n+1 ' ^ d\i+1 9 ^e\i+1 w e s e e t n a t t n e ^ u a n t i t i e s n a v e t n e r i ë n t form. 

Using (20) n + 1 we see that ( 2 ) n + 1 is satisfied, and ail that remains is to check 0 ) n + 1 . 

Note first that (18) n + 1 n + 1 n + 1 gives 0 ) n + 1 n + 1 n + 1 • To obtain ( D n + 1 r k with 

r 4 k 4 n+1 we set % + 1 p k = L n + 1 M n r k - We obtain ( i ) n + 1 p k from ( i ) n p k , 

(14)n and (16) n. We obtain ( i i ) n + 1 r k from (i i ) n r k and ( I3 ) n . We obtain ( i i i ) n + 1 r k 

from (iii) n r k (15) and (19) n+1 1 . (Note that the conditions with k = n+1 are not 

found under (i)^, but in the paragraph after 00) n ) . Before restarting the induction we 

observe 

(22) n + 1 E**(n+1) c [x - e(n+1) , x + e(n+1)] 

(23) n + 1 E(n+1) c E(n) + [-3e(n+1)/4 , 3e(n+1)/4] . 

We can now begin the next inductive step. 

Let E be the topological limit of the E(n). By (23) .j and (21) 

E ç: E(n) + [-e(n+1) , e(n+1)] so by (I0) n we have, for ail n, 

it 1 c l ( n + 1 ) 11 N + 2 
! l « < n + 1 > g X M ( n > s ) - l l l c ( E ) < 2 — 2 

so that E is weak Dirichlet. Using ( 2 3 ) n + 2 > ( 1 7 ) n and the définition of e(n+2) 

together with ( 2 2 ) n + 1 , we see that E is independent. (For suppose x Q = x^ x 2 , 
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. . . , x CE distinct and y J m r x r = 0 # T n e n > provided only n is so large that 

n > B + 2 3 |m |+ 1 and inf |x. - x. | > e(n-2),2""n~8, we can, by (23) - and 

(22) n + 1 , find y.GE*(n) [l « i « ni with I y. - y | > 2~n for 1 < i < j « E and 

| y. - x. |< e"(n+1). Using (17) we have at once m = m1 = m9 = . . .= mn = 0). i i n o i ^ c 

We claim also that E is not a Z A + set. To show this we use the ideas of 

Lemma 8.3 and the remark following Lemma 8.6 (ii) (including Lemma 8.3' ) . Suppose 

r > 1, O4 3 4 m(r)-1 and N(j,r) la |< r fixed once and for ail. Fix k > r 

temporarily and consider the u n r K , given in (i) n r K. , for n > k, We have 

HM r k l l M < A

r k so that ( ^ n r k ) has a weak * limit point (i^ k G M(T), Since 

u . G E(n), we have /i . GM(E). Further, using (1) . we have •n r k " r r k v / ' & / n r k 

( « ) r k I U r k H p M < 2 , l l M r k l l M « A r k 

N(j ,r) 
( 8 ) r k l < M r k . 1 - Z : a s x s > l > x ( r ) 

s=1 
(Jf)r k l M r k ( s ) k * (r)/4r for ail N(k) > r > N(j+1 , r ) . 

Since N(k) •» <*> as k 0° Lemma 8.31 shows that E is not a Z A + set and 

Theorem 8.1 is proved by construction. 

Remark 1. Let us see how the proof works with pseudomeasures. Consider the 

M r k given above with k allowed to vary. Since ||/Ltr k l l p M < 2 the (/i p k ) has a 

weak limit point S^GPM. Since jup k G M(E), we have S rG(A(E))' (i.e. we once 

again emphasize the fact that S is synthesisable on E) and using ( a ) r k > (# ) r k > 

( | ) r k

 w e have 

(ex) | | s r l k 2 
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( 0 ) l < S r , 1 - g a s x g > l > x(r) 

(y) I S ( s ) |< x(k)/4k for ail s > N(j+1 , r ) S r G P F ( E ) 

and we can apply Lemma 8.3. 

Remark 2. As usual it is easy to see that by being a little more précise we could 

ensure ^n r k * Mp k> as n * 00> Mr k * ^r as k * 00 (in tne weak * topology) 

instead of using gênerai considérations to prove the existence of limit points. 

$ 9. TILDE ALGEBRAS. 

Varopoulos has shown 

LEMMA 9.1. (i) There exist disjoint closed sets E.̂  of bounded synthesis with 

constant 1 such that ( J E . is closed and of synthesis but not of bounded synthesis. 
i=0 1 

(In fact he stated a slightly weaker resuit DsÛ 

LEMMA 9.1 1 . (i) There exists a closed set E of synthesis but not of bounded 

synthesis. 

However it is not difficult to extract from his proof a démonstration of the stronger 

resuit ; in the tradition of the cited author we leave this as an exercise). 

We shall give a proof of Lemma 9.1 1 based on différent and rather more direct 

techniques. If the reader only wants to see the ideas on which this section is based and 

is prepared to take various obvious or easily believed results (which we prove in Lemmas 

9.5 and 9.6) on trust he should skip at once to the proof of Lemma 9.1 (which is found 
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after Lemma 9.6) and read it through quickly. 

We shall then obtain 

LEMMA 9.2. There exists a translational set F with A ( F ) not closed in 

(A(F) , || | | f f ( p ) ) . 

The interest of this resuit lies in the fact that every symmetric set (ensemble 

symétrique, see [5] , Chapter 1) with constant of dissection a Pisot number is by a resuit 

of Meyer necessarily of bounded synthesis (see référence to question 1 in the Appendix). 

It is unknown whether every symmetric set is of synthesis and possible that some might 

be of synthesis but not of bounded synthesis. 

We conclude the section with our main resuit on bounded synthesis. We prove : 

THEOREM 9.3. (i) There exist sets E^, E 2 of bounded synthesis with constant 

1 such that E 1 Pi E 2 = {0} yet E 1 U E 2 is not of synthesis, 

by proving the stronger resuit : 

THEOREM 9.3. (ii) Given e(n) + 0 we can find Q(n) oo and sets E>2 

of bounded synthesis with constant 1 such that card E ^ PlE 2 = 1, E ^ U E 2 is 

independent, E ^ E , çz D U Q(n) [2nr/Q(n) - e(Q(n)) , 2ïïr/Q(n) + e(Q(n))J yet 
' Z n=1 r=1 

E 1 ^ E 2 i s n o t ° * t > o u n c i e d synthesis. 

We shall also obtain in passing 

LEMMA 9.1. (ii) Given e(n) 0 we can find Q(n) oo and disjoint closed 

sets E^ 0 f bounded synthesis with constant 1 such that U E is closed 
i=0 1 ' 
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independent with U E. ç H U [2/Tr/Q(n)-e(n) , 2nr/Q(n)+e(n)] and of synthesis 
i=0 1 n=1 r=1 

but not of bounded synthesis. 

Observe that we have also obtained 

LEMMA 9 .1 ' . (ii) There exists an independent set which is of synthesis but not 

of bounded synthesis. 

Proof. This follows at once from Lemma 9.1 (ii) or more instructively from 

Theorem 9.3 (i) and Lemma 9.4 (ii) below. 

LEMMA 9.4. (i) Suppose xGE a closed set and E \ (x-e , x+e) is of synthesis 

for ail e > 0. Then E is of synthesis. 

(ii) If E 2 are sets of synthesis with E 1 D E 2 = {x} . Then E 1 U E 2 is of 

synthesis. 

(iii) If E 1 , E 2 are closed disjoint sets then A ^ U E ^ = {f : f l E ^ A ^ . . ) ] . 

(iv) Suppose E^, E 2 are disjoint closed sets which are of synthesis (respec

tively bounded synthesis). Then E^UE 2 is of synthesis (respectively bounded synthe

sis) . 

(v) If E^ is of synthesis and E^ E Q = { o j topologically as i oo then 
oo 

U E. is of synthesis . 
i=0 1 

Proof. (i) Let T€PM(E) . Let h n be the trapezoidal f unction which is 0 

outside [x - 1/n , x + 1/n], 1 on [x -1 /n 3 , x + 1/n 3 ] , linear on 

[x - 1/n , x - 1/n 3 ] , k + 1/n3 , x - 1/n] . Since | | h n T | \ < 3 \ | T 1 1 we may suppose 
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extracting a subsequence, that hnT -» a8 x weakly. But ( 1 - h n )TePM ( E \ ( x - ^/nJ , 

x + 1/n3)) so we can find a net ( { M ^ } ^ ^ ^ ) 9 > n ) of measures with 
, . 00 

^(n) ^ _ h n ) weakly. Now define a new net ({M a } a e A , > ) where A = Z + x TTA(n) 
a - - n=1 

and writing oc = (<x(0), a(l), . . . ) we have Pa

 = V$$o)) a n d 2f > Ê if and only if 

oc(0) > £(0) and a(i) X 0(i) 5 > 1] . We claim that \x + ah T weakly. For 
1 - x

0 

suppose fGA(T), e>0 given. Then for each i > 1 we can find #(i)GA(i) such 

that | <(1-hi)T - / i^,f>l< e/2 for ail a>.i5 [cxGA(i)] . Further by the définition 

of a we can find a 0(O)GZ+ such that | <hnT - a& x , f > I < e/2 forall a > £(0) 

[aCZ + ] . Thus | < M ( X + a8^-T , f>|= \<l$$0)) + a -T , f> I 

< | < M

( o c ( 0 ) ) - (1-h , JT , f>|+ I <a8 - h , vT,f>|«e for ail ex > p. 
a(a(0)) a ( 0 ) 0 a ( 0 ) " " 

(ii) The proof runs as for (i). 

(iii) Since E^, E 2 are closed and disjoint we can find an hGA(T) with h = 1 

in a neighbourhood of E ^, h = 0 in a neighbourhood of E 2 . Now suppose 

Î^CME^), f 2 GA(E 2 ) . Then we can find g| n ) GA(T), llg"llA ( T ) « I M A ^ E . ) S U C H 

that Hsj^lE^fJl^g. M)+0 as n * ~ [ i = 1 , 2 ] . Set g ( n ) = hf^ + (l-h)f^n ) 

and define fGC(E) by f | E i = f.. Then g^GA(T) , H g ^ H A ( T ) < 

HhlU^ jHf^feE^^d H- l iHlU ( T ) )l lf 2 IIX( E 2 )
 a n d l ^ n ) ~ f l l G ( E ) ^ ° - T h U S 

f G A(E^ U E 2 ) as required. 

(iv) By (iii) it suffices to prove the resuit for synthesis. Suppose TGPM(E 1UE 2). 

Take h as in (ii). Then hTGPM(E^), (l-h)TGPM(E 2). (For suppose fGA(T), 

supp f DE 1 = 0. Then, using the fact that h is zéro in a neighbourhood of E 2 , 

supp fh D (E 1 UE 2 ) = 0 and <hT,f> = <T,hf> = 0. Thus supp hT c E 1 and 
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similarly supp(1-h)T ç E 2 ) . It follows that we can find nets ( { M ^ } a e A ' 

( {ji^J p e B , > 2 >
 W I T H ^ W E ^ , l i j W ) , M (

a

1 ) -hT , f i J^O- lOT. Write 

(cx,j8)>(af ifandonlyif a ^a' , B >^B* [a.ac'GA ; # ,£ 'GB] . Then 

( { M ^ 1 ) + M ^ } , > ) is a net and if fGA(T) we have <p,^ + , f > = < M ( ^ + , 

hf + (l-h)f > = <M (

0 [
) , hf > + <M (^ , d-h)f> = <hM

(

flJ> , f> + <(l-h)M

(^ , f > 

= <M(

Q|
) , f >+ < M ( | ) , f> <hT , f>+ <(l-h)T , f> = <T,hf > + <T , (l-h)f> = <T,f>. 

Thus + T and we have the required resuit. 

(v) This follows from (1) and (iv). 

Remark. I strongly advise the reader to run through the proof of Lemma 9.4 (i) 

in the particular case when E N (x-o , x+8) is of bounded synthesis. (In our cons

truction for Theorem 9.3 (ii) this is indeed the case). The nets t > a) may then 

be replaced by séquences 0 * ^ ) but none the less (since E = E 1 U E 2 is not of bounded 

synthesis) there exists a pseudomeasure on E obtainable only by the use of nets. The 

proof that E is of synthesis consists in constructing such nets. 

Let us prove some further useful results in the same spirit (Lemma 9.4 (viii) is 

one of the folklore versions of a famous resuit of Herz [3l ) 

LEMMA 9.4. (vi) Suppose integers 1 « q( 1 ) < q(2 ) < . . . and closed sets 

E n ç \jt42-M"M , x + 2 - ^ n ^ 1 ) j given with B n = sup {| |f | | A ( E } : | | % ( E } < 1, 

fGA(E ) } - • < » . Then setting E = {xjU U E n we have A(E) not closed 
n=1 

(vii) Given 1 > h > 0, B >1, QGZ + we can find an e(B,Q,8) > 0 such that 

if F ç;{2nr/Q : K r « Qj and E c F + G-e,e] is closed the relations 

Ç < Q a r X r = 0, E ! a r k B imply | | ^ ^ , ^ < J 
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(viii) (Herz) We can find en 0 with the following property : -

Suppose E is a closed set such that we can find Q(n) oo with 

E c C-eQ(nj 9 6Q(n)-'+ {2ïTr/Q(n) : 2Kr/Q(n)CE , rGZ] . Then E is of bounded 

synthesis. 

Proof (vi). Let h be the trapezoidal f unction which is 0 outside 

(x + 2 - < 4 ^ 3 ) , x ^ " ^ n > M ) ) > 1 on Cx+2-(4q(n)+2) ^ x+3>2-(4q(n)+3)J and linear 

on [x+2-(4q(n)+3) > x+2-(4q(n)+2)] and [x +3.2-< 4 cl< n^ 3> x + 2 -(4q(n)+1)_ l > W e 

know that ||h | lA/T\^ 2. B y the définition of B we can find an f GA(T) such 

that ||fn | EnllA(E j > Bn - 1 yet there exist gmGA(T) with llg™ llA(T) 1 and 

| |gM|E - f |E |LM&n nnnMC(E ) as m ^ oo. Set Fn 2 n = i f h | E , Gm = gmh | E . x n7 

Clearly F n € A ( E ) , llFnllA(E) > ||Fn I E J I ^ = |g fn I E J I ^ J > ] ( B n - 1 ) . » as 

n * » . On the other hand G™eA(E), l l c £ | l A ( E ) < Il \ hnllA(E)||g™|E|lA(E) < 

Il \ hnllA(T)||g-||A(T) < 1 and | k £ - F j l c ( E ) = |En - fn l E j l c ( E n r 0. Thus 

"Fn"A(E) < 1 and so sup l " F ' k ( E ) : " F " A ( E ) < 1 } = 00 as required. 

(vii) Take e(B,Q ,8) = Q"7B"4S"410"12. Since | | f | E | | A ( E ) < 

||f |F + [-e, e] llA(F+ Q.e e] ) for a11 fCA(T) we may suppose E = F + [-e,e] . 

Let hx be the trapezoidal f unction which is 0 outside (x-2e , x+2e), 1 on 

(x-e , x+e) and linear on (x-2e , x-e),(x+e , x+2e). Given fGA(E), îj > 0 we can 

find for each xGF an fxGA(T) with fx | x+ [-e, e] = f | x+ [-e,e] and 

llfxllA(T)<llf|x+C-e,e]|lA(x+[_£>e])+r?.Set g = E V x - Then « ' E - f and 

H g l l A ( T ) < g , K W M A ( T ) < 2 & ' M A ( T ) < 2 Q X S ^ ' M A C T ) - THUS 

' ^ ^ ( E ) ^ 2Q SUP"F'X+^"E,E- ' 'U( x+E-e,e] ) ' In Particular taking J~2 agxg as given 
|s 
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and writing g = ) ; a x Ie w© have 
I F F Q S S 

||g|lA(E) < 2Q supF | | ^ a s x s |x+ l-e,el HA(X+ L_E>E] ) 

= 2 ° xeF " S Q *sXs ' £ > s * s < X » | X + [ - £ ' E ] LLA(x+ [-e,e] ) 

<2QxeF S Q l a s l l l x s - ^ X ) | X + ^ ^ H A ( x + [ - E , e ] ) 

= 2 Q E Z l - . l l k x B - i ) I C - « . d l l A ( [ : . « f 0 

< 2QB | |(x T - D I L-Qe , Qe] |IA( C_Qe>Qe;] j 

«? 5 

using the formula of Lemma 4.1 (i). 

(viii) We define a number B(n) as follows. Suppose F ç{2nr/n : 1 < r< n] and 

X ci | r : 0 4 r< n-lj is such that A(F) is spanned by £xr I F • rGX] . For each 

fGA(F) B(F,X,f) = inf sex lt> I : T2 s sGG s s b Y c IF = f ] . Since A(F) is finite dimen-

sional B(F,X) = sup |B(F,X,f) : l lfllA(F) « 1} < oo. Thus B(n) = sup(sup B(F,X))< OO. 
F X 

We claim that the lemma is true provided only we take en = e(B(n)+4 , n , 2~n)/2. 

For suppose TGPM(E) where E satisfies the hypothèses above. Set 

Fn = F(Q(n)) = E PI {2Rr/Q(n) : 1 < r < Q(n)} . Take a basis x a ( l ) I Fn , x a ( 2 ) IFn> • . 

Xoc(r)'Fn for Fn & < a(l) < a(2) < ' • ' < a(r) < Q(n)^ ' Set 

S n ( ^ a t xa(tj I Fn) = T( Z ^ a t Xa(t))' Then Sn is a continuous linear maP 

Sn : A^Fn^ * C ' i#e# (since Fn is finite) SnGM^Fn^ Xt follows tnat sn can be 

extended to a measure \i with </in,f> = <Sn,f|Fn> for ail f GC (T ) . 

Now we wish to estimate <Mn,Xm> for | m |< Q(n). By the définition of 

184 



T I L D E A L G E B R A S 

B(Q(n)) we can find a1, a9, . . . , a with t=1I a. | « B(Q(n)) + 1 and 

x j F = g > t X a ( t ) l F . By(v i i ) I l<X m - g o ^ ) I (E - C - ^ , ^ ) | | A ( E + ^ ^ ^ 

< T 2 " Q ( n ) andso I < T , x n > - < V n > l = I < T , X m - £ V t } | < 2"Q(n)||T|lPM' 

Since Mn(m) is periodic with period Q(n) we have 

IUnllpM= sup lMn(m)l< sup | T ( m ) | + 2 - Q ( n ) | | T [ | p M < ( l + 2 - Q ( n ) ) | | T | | p M so 

lim sup IUnllpM = I|T|lpz>M- ° n *ne other hand fixing m and letting n oo we obtain 
n*oo 

|T(m) - Mn(m) l < 2"Q^n^llT||pM ^ 0 . Thus Mn T weakly and T is synthesised 

boundedly with constant 1 by measures ^nGPM(E). The lemma is proved. 

Remark. We have already remarked when considering Theorem 1 . 1 1 how délicate 

Herz1 s resuit is. Our construction for Theorem 9.3 will give further évidence of this. 

It is therefore profitable to look carefully at proofs of this resuit to see why we might 

expect such a délicate balance between the hypothèses and the conclusion. In the proof 

above for example we used the fact that F was finite to define an e(n) such that for 

a certain class of fGA(F) ail extensions gGA(F + [-e(n) , e(n)J ) satisfying certaii 

conditions are close in A(F + [-e(n) , e(n)] ) norm. We used it again to see that any 

SnG(A(F))' is in fact a measure. The fact that Fn was an arithmetical progression 

enabled us to bound I ^n^PM ^ *ne suPremum ° * lMn(m) I for m close to 0 

(in fact |m | < Q/2 ) . Finally without the condition F ç E the fact that the \x 

synthesised T would not have shown that T was synthesised by measures on E . 

A not her version of Herz1 s resuit is 

LEMMA 9.4. (xi) (Herz) Suppose E is a closed set such that there exist 

Q(n) *oo with inf I 27rr/Q(n) - e | < 2?r/Q(n) if and only if 27r/Q(n)GE . Then E 
eGE 

185 



Th. KORNER 

is of synthesis and for any given TGPM(E) we can find MnGM(En{27rr/Q(n) : 

1<r<Q(n)}) with M n - T , l l / i n l l p M ^ I I T | I P M . 

Proof. See \_5~] pp. 122-124 for a démonstration. 

Having collected together thèse results for later use we are now in a position to 

start proving the results announced at the beginning of this section. 

To prove Lemma 9.11 ail we shall need is the following refinement of Lemma 1.11. 

LEMMA 9.5. (i) Given e > 0, there exists a closed set E ç: [-e,e] and a 

séquence 3 < M(1) < M(2) < . . . < M(r) < . . . of integers with M(r+1) and intégral 

multiple of 2M(r) and M(r+1)>3 M(r) such that 

(a) lim inf J | X M ( r ) - 1 I d/x = 0 for ail /iGM +(E). 

(b) E carries a true pseudomeasure S, synthesisable on E (i.e. SG(A(E)) !). 

(ii) We can choose E in (i) such that additionally 

(c) E is of synthesis. 

Proof. The proof of Lemma 1.11 consisted precisely of constructing a set E with 

the property (a) (i.e. E weak Dirichlet) and (b) (from which we deduced E not of 

uniqueness). We use the note at the end of the first paragraph of the proof to get 

M(r+1) > 3 M(r). To get E ç D-e,e3 we replace the quantifies in the first sentence 

of the proof given in Section § 1 by T Q = O q , e1 = e/10, M q(1) = 4N(e 1,2,2~ 1 ) . 

(ii)Let F satisfy (a), F c Q-e/2 , e /2] , M(t) > 100e"1. Set 

F = U (277s/M(r) : inf |x-27rs/M(r) | < 277/M(r)j . F is countable and its limit 
r>t xGE 
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points are precisely the points of F . Thus F U F is closed and, if J U G M ( F U F * ) , 

then, for each 7? >0 we can find \x ,jGM+(F), JLZ2GM+(F*) with supp finite, 

and /LZ^GM+(F^) with ||JU^||M < 77 such that \i = /i1 + n2 + n^. Since every point 

of F * has the form e = 2îTs/M(k) and thus satisfies I XM(r)(e) - 1 I = 0 for ail r 

suff iciently large, and since supp JU2 is finite we have J l x M ( r ) - 1 |d/i2 = 0 for ail 

r suff iciently large. Hence 

limmf J l x M ( r ) - 1 IdM < Mm inf { j l x M ( r ) - 1 l dMl + j l x M ( r ) - 1 + ] l x M ( r ) - 1 ldM3} 

< Uni inf j | x M ( ) - 1 I d/i + 277 = 277 

and since 77, y were arbitrary E = F U F * satisfies (a) . Since E ç F , (b) is 

trivial and (c) itself follows from Lemma 9.4 (iv) (Herz's condition). 

Proof of Lemma 9 .1 ' . By Lemma 9.4 (vi) (and the fact that A is a translational 

invariant algebra) and Lemma 9.4 (v) it suffices to show that, given e>0, K>1 we can 

find a closed F çj [-e e] of synthesis with sup ||f|L /T-,\/llf HAVT^\ ^ K. 
O^fGA(F) A ( F ) A ( F ) 

Take E and S as in Lemma 9.5 (ii) with E Q Q-e/2 , e/2] . We may suppose 

without of loss of generality that S(0) = 1 = HsllpM« (H n°t, use the existence of a 

kGZ with S ( k ) = | | s | | p M and consider X_kS / | | s | | pM) . Since S(n) 0 as |n I * 00 

there exists a k with | s ( k ) | < K foral l | k | > k . Choose an r such 

that M(rQ) > 100 max(e" , KkQ). Set x = * / M ( r ) . Automatically XM/p\(x) -1 
r=r 

as r 00. 

Now by the proof of the lemma of Kaufman and Bjork (Lemma 4.1 (iii)) applied to 

E we can find for each r a ^ , a ^ , . . . > 0 with ] T [ ] a ^ = 1 and 
s=r 

" 2--' a s xM(s) " 1^C(E) * ° ' By tne last sent^nce of the last paragraph 
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" HZ ag *M(s) + 1 " c ( E + x ) * 0 and SO writinS f(e) = 1 for eeE> f(e) = ~1 for 

e£E+x we have sup l > ]al XM(£\(e)~ f(e)l-»0. We deduce at once that 
eGF s=r 

f G A ( E U ( E + x ) ) , H f l l A ( E U ( E + x ) ) - 1 f fec(E U ( E + x ) ) , E , ( E +x ) are closed disjoint 

sets. 

Set F = E U ( E + x ) . Since E f | ( E +x ) = 0 and E , E +x are closed we know 

that fGA(F) . We wish to estimate I H I A ( F ) ' To this end consider the pseudomeasure 

T = S - 8X * S. We have at once <f ,T> = <f , S - S ^ s ) = < 1,S> + <-1 , - & x * S> 

= <1,S> + < 1,S> = 2. On the other hand if lk |<kQ then | T ( k ) | = 

| s ( k ) - 8 x ( k ) s ( k ) | = | s ( k ) l h - 8 x ( k ) | = | s ( k ) | h - x k ( x ) l < I k x l | s ( k ) | < 

2kQ | x | | | s | |pM<2K"1 whilst if l k l > k Q we have | T ( k ) | < l s ( k ) | + |8 (k) | I S(k) I 

< 2 K ~ 1 . But since SGA(E)' (and so by translation &x * S G A ( E + x ) ' ) it follows by 

arguments similar to Lemma 9.4 (iv) that T G A ( E U ( E + x ) ) ' . Thus H F H A ( F ) 

> | <f ,T > K I I T | I P M > K and we are done. 

Remark. Suppose E is a Helson set. Then F=EU(y+E) is also Helson (if we 

demand E f ï ( x+ E ) = 0 this is trivial) and so, even if F supports a true pseudo-

function, we have A ( F ) = C(F) = A ( F ) . The argument above works because S is 

synthesisable on F . 

The set E which we constructed in Lemma 9.5 and with which we worked above is 

not of translation because we had to adjoin points to make it of synthesis. However if 

we drop the condition E of synthesis we can certainly take E a translational set. 

Under thèse circumstances F = E U ( x+ E ) becomes a translational set with 

I 1̂1 I A / p \ 
sup ttfffcr— — K- Using this hint we can construct a translational set with 

O^fGA(E) l|tMA(E) 
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sup — v 7 = oo. Let us give yet another form of Lemma 1.11. 
O^fGA(F) l l f l l A ( F ) 

LEMMA 9.5'. There exists a translational set E together with séquences 

0 = q(1) < q(2) < . . . and 3 < M(1) < M(2) < . . . < M(r) < . . . of integers with 

M(r+1) intégral multiple of 2M(r) and M ( r + 1 ) > 3 M(r) 3r and a séquence ( a p ) of 

positive numbers such that 

qls+1) 

(a) YZ 
r=q(sKl 

a = 1, r 9 

q(s+1) 

I = q ( s ) + 1 
a r * r - 1 H c ( E ) ^ 2 " S [ s > 1] 

[b) E carries a true pseudof unction synthesisable on S. 

Proof. The set E constructed in Lemma 1.11 is indeed a translational set. By 

the note at the end of the first paragraph of the proof we can certainly find M(r+1) 

> 3 3 M(r) with lim inf J l X M ( r \ - 1 Id/Li = 0 for ail jueM+(E). But by the arguments 

of Lemma 4.1 (iii) given a set and a q(s) > 0 we can always find q(s+1) and 

a q ( s ) + r a q(s)+2' a q ( s + l ) - ° ' 
q(s+1) 
El 
r=q(s)+1 

a = 1 with r 
M q(s+1) 
l i n : 

r=q(s)+1 
a r X M ( r ) " l | l C ( E ) 

< 2 s . The lemma is proved. 

Proof of Lemma 9.2. Take E, q(s) , M ( r ) , a r as in Lemma 9.5 1 . As in the 

proof of Lemma 9.1' we may take S(0) = lls|| p M = 1. Now take A(1), A(2), . . . 

infinité subsets of Z + with A(i) f| A(j) = 0 for i ^ j and r > i+2 for ail 

q(s+1) oo 
rGA( i ) . Set x. = 7"^ Y~\ 7 r / M ( r ) . Since Y~2 |x. | < Y"") T T / M ( T ) < ir 

1 i ^ A ( i ) r=q(s)+1 feT 1 F ê Z + 

the set E = | ^ ; : e.̂  = 0 or = 1J is a well defined translational set and 

so F = E + E* is a translational set. 

Now if q(s)+1 < r < q(s+1), s€A(j) we have 
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I *M(r)Q^ eixi) - 1 1= I . " ( X ^ r ^ ) ) 1 - 1 l< 3~qKS). In particular writing 

^ E + Ç ^ x . r s ^ O or e i = 1 > eJ = ° } 

F̂ .2 = E + ^x. : e. = 0 or e. = 1 , e.. = i ] and taking L(e) = 1 for eGF^ , 

f .(e) = -1 for eCF we have sup iq(s+1) ar)(yfr\(e)r M{r) - f,(e) I < 3 q { S ) 0 as 
3 J eGF 'r=q(s)+1 

s ^ œ , sGA(j) . Thus f ,GA(F) , | | f | | - ( F ) < 1 , f GC(F) , F and F are 

disjoint closed sets, f \GA(E). 

We now wish to estimate ||f - l l ^ / p \ . In order to do this, consider the pseudo

measure T = S - S * SGPM(F) . Since |x . | < Y~2 r>J+2 * /M(r) < 3 23 we have at 

once tT (k) | = | S(k) | | 1 - xk(x) l< 3 3 | k | < 3~3 for ail | k | < 33 whilst 

I T(k) | < | S(k) I + |8V (k) I | S(k) | < sup | S(k) | . Since S is synthesisable on 
Xj |k|>33 

E , T is synthesisable on E U ( x . + E ) ç ; F . Thus 

l|fjNA(K)^ 
<T,fj> 

Î I T Ï I 

2 > _ 2 . 
| max(3 j , sup I S(k) | ) 

™ |k|>3J 

oo as j oo. it follows 

that, as stated, A ( F ) is not closed in (A(E) , || l l A / p \ ) « 

To illustrate further the kind of proof we shall use we give a proof of Lemma 9.1. 

Since we shall obtain much stronger results later the reader should not bother with the 

détails of the proof of Lemma 9.6. 

LEMMA 9.6. Suppose we are given wGT, 8,e,77 > 0 a séquence e(r) > 0 

decreasing with e ( r ) o o and integers 3 < P ( 1 ) < P ( 2 ) < . . . such that 3P(k) 

is a factor of P(k+1). Then we can find a séquence q ( l ) < q(2) < . . . of integers, 

a translational set E , points x, yGT and a pseudomeasure T synthesisable on 
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E such that 

(i) | | T * & X - T * &yllpM^ T ( 0 ) = 1 

(ii) (x+E ) U (y+E ) <= [ w - 8 , w+ 8] 

(iii) (x+E) H(y+E) = 0 

(iv) Writing f(t) = 1 for tGx+E, f(t) = - 1 for tGy+E we have fGA(E) , 

"F " A ( E ) - 1 (and so trivially I lf I k(E ) = 1 * • 

(v) E çz [-6p(q(n)) , e p ( q ( n ) p + {2*rr/P(q(n)) : 2T7r/P(q(n))GE, rGZJ. 

Before constructing such a set let us see how by using this resuit we can prove 

Lemma 9.1. 

LEMMA 9.7. Suppose e^> 0 chosen as in Lemma 9.4 (viii). With the notation 

of Lemma 9.6 x+E , y+E are of isometric synthesis but writing F = (x+E) U(y+E) 

f G A ( F ) , IWIA(F) ~ and SO is 3 translational set of bounded synthesis but with 

constant greater than T?""1 . 

Proof. That x+E , y+E are of isometric synthesis follows from condition (v) 

and Lemma 9.4 (viii). That (x+E) U(y+E) is of bounded synthesis then follows from 

condition (iii) and Lemma 9.4 (iv). To show I W I A ( E ) ~
 w e a r S u e a s i n Lemma 9.1' 

and Lemma 9.2 that since S = T* h - T*S CA(F) ' we have 

l , f | ! A ( F ) - ï ï ^ - 2 T T - 7 7 ' 

Proof of Lemma 9.1. By condition (ii) of Lemma 9.6 and the conclusions of Lemma 

9.7 we can find sets F c [ 2 " ( 4 n + 3 ) f 2 - ( 4 n + 1 ) ] such that F is the union of 2 
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disjoint sets of isometric synthesis F ^ F n 2 but sup ( l l f l l A ( F \ : H f H A ( F ) ~ 1 > 

fGA(F ) \ > 2 n oo. Thus E = U F U {o} is the closed union of disjoint sets of 
n J n=l 

isometric synthesis [o ] , F ^ , F 1 2 , F 2 1 , F22' F 3 V ( s o by Lemma 9.4 (v) of 

synthesis) but (by Lemma 9.4 (vi)) not of bounded synthesis. 

It remains to show how to construct the set E of Lemma 9.6. 

Proof of Lemma 9.6. Suppose 8 > 3~n. By considering only |p (r ) : r > 2n+2^ 

we may suppose y^n+Md g j a c t o r Qf P(r). Then if E , x , yQ satisfy conditions 

(i), (ii), (iii), (iv), (v) with w replaced by 0 and h replaced by 8/2 it would 

follow that (setting k = ^w3^n+6^/2TT |) E = E Q + 27rk/3n + 6, x = x , y = yQ 

satisfy the original conditions (i), (ii), (iii),(iv), (v). vVe may therefore suppose w = 0 

(we can then take y = 0). 

Our proof now runs much as Lemma 1.11. We construct inductively T N , E n , 

q(n), x , o n such that 

(i) P(q(n))En = 0 , E n ç^( l -2 - n ) / 2 

(ii) T n £M(E n ) 

(iii) T n ( o ) = 1 = | | T | | P M 

(iv) ||T - T * S I L „ < T?(I - 2"n)/2 
\ / n n x PM " 

(v) P (n )x n =0 , | x n l < ( l - 2 " n )S / 2 

(vi) S n P ( q ( n ) ) S 2 - 2 n - 1 ° E p ( q ( n ) ) 8 . 

By Lemmas 1.9 and 1.9' we can find an m(n+1), a q(n+1) > q(n) and 

Q(n) = M i ( 0 ) < M 1 ( 1 ) < M A2) < . . . < M , (m(n+1 )+1 ) = P(n+1 ) together with a ' n+1 ' n+1v ' n+1 ' n+1 ' ' to 

measure S . such that n+1 
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(vii) Mn+I(m(n+1>+-1) = P(q(n+1)) 

(viii) | Sn+1(u) | < 77/8 for ail Q (n ) < I u | < R(n+1 ) - Q (n ) 

(ix) Mn+l ( l )£210 +10r7-1Q(n) 

(x) Mn+1(r) is a factor of Mn+1(r+1) 

(xi) Mn+I(r+1)> 108 T?"1 Mn+1(r) Qo<r<m(n+l)] 

(xii) R(n+l)supp Sn+1 = 0 

(xiii) supp Sn+1 c &n/8 

(x iv ) H s n + 1 l l p M = S n + 1 ( 0 ) 

i m(n+l) 
(xv) I k m d H - D ) " 1 ^ 

r=1 XMn+1<r>"1"C<suPPSn+1> ' ' 

Set 

m(n+1) 
( a ) x n = Y~2 T T / M ( r ) + 

" r=1 n+ 

(b) En+1 = En + supP Sn+1 

<c> T n + 1 = T n * S n + T 

Conditions ( i ) , ( i i ) , (iii), (v) of the induction are satisfied more or less trivially 

(using (xiii), (xiv), (xv) and (x)) . To check (iv) we consider the value of 

T n + 1 ( u ) - ( 8 x * T n + 1 ) ( u ) in the 2 cases | u | < Q ( n ) , P ( n + l ) / 2 > | u | > Q ( n ) . 
n+1 

If lu | < Q(n) then (using (ix) and (a)) 

|Tn+1<u> - (T i * Ô 
n+1 xn+1 

(u)I^HSn+1llpM l T n ( u ) - ( T N * 8 X ) ( „ > 
n+1 

* lK+Au I T ( U ) - ( T * & H u ) Irr ' x n x ' v ' 

+ l l S n + 1 l l P M H T J p M l l - 8 x <u>l 
n 

s I T (u) - ( T N * S x )"(u)\+v2-n-4 
n 

< T)(l-2-n-1)/2. 
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If |P(n+l) | > lu | >Q(n) then (using (viii)) 

lTn+1(u) - (Tn+1*Sx Hu) I* 2||sn+1HpMl|Tnl|pM ^ V/4 ^ V(y-2-N~')/2. 
n+1 

Thus (iv) is satisfied and taking °n+^ to satisfy (vi) the induction may continue. 

We note that by (b) (vi) and (xiii) 

(xv i ) En+1 C L-ep(q(n)/2 , ep(q(n)/2] + (2ffr/p(q(n))€En+r r £ Z } 

whilst for the same reasons (and by condition (ii)) 

(xv i i ) En <= En+1 e En + C-ep(q(n_l))/2 , ep(q(n_ ! ) / 2 ] 

( xv i i i ) If f£A(T), lltllA(T)=1, f ( r ) = 0 for r > Q(n) = P(q(n)) 

then ||f|lc(En+i) , llf|lc(En) + 2-2-2 , l l f l lC(En+1+xn+1) * MC(B^N) + ^ 

Finally we note from (x), (xi), (a) and (xv) 

(xix) ||m(n+l)"1 
m(n+l) 

r=1 
- i l l < <?~n-3 

(xx) ||m(n+l)~ 
m(n+l) 
IZ 
r=1 

lll < 2"n~3 
M J r ) - 1 1 ^ 1+x , ) ~ 2 n+1 7 n+1 n+1 

Now let E be the topological limit of the En and let xn x (note that 

|x - xn_1 | < 2"n). By (i) and (v) E , x + E çj [ - 5 , 5 ] . Let T be a weak limit point 

of the T. From (ii) TG(A(E))' , from (iii) T(0) = 1 = HT|Ipm, from (iv) 

HT - T *&x||pM ^ V/2. From (xvi) and (xvii) E c L>_p(q(n)) , eP(q(n)p+ {.2irr/P(q(n)) : 

27rr/P(q(n))GEj . Finally using (xix), (xx) and (xviii) we see that E Pi (E+x) = 0 and 

that writing f I E = 1, f | E+x = -1 we have fGC(E U(E+x)) and 

IW">" g : X M n ( r ) - f l l c ( E U ( E + x ) ) ^ 2 - . 0 as n^oo so fGA(EU(E+x)), 

"fl'A(EU(E+x))~ K 

The reader may have wondered if the proof of Lemma 9.1 given above could not be 

modified to give Theorem 9.3 (i). His suspicions would be justified, and originally 
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I intended to présent a proof of Theorem 9.3 (i) rather than Lemma 9.1. However as 

written it turned out to dépend on manipulations which though based on principles simpler 

than those needed in Theorem 9.3 (ii) are just as délicate. Possibly the reader may find 

a simpler présentation. Mine depended on 

LEMMA 9.4. (x) We can find e^n) 0, e2(n) *» 0 with the following property. 

Suppose E is a closed set such that we can find x n -*0, Q(n) <» with the following 

properties 

(a) £ l ( n ) > | x n l > e^(n)/2 

(b) If eGE then either le | < e2(n) or | e - x - 277r/Q(n) | < e2(n) 

for some rGZ, 

Lemma 9.4 (x) and the results we shall give below show that although Herz's 

criterion is already so fine that no useful deep gêneralization (except to Pisot numbers) 

is available, there are a large number of ad hoc modifications which may be used to help 

construct particular thin sets. Let us give as an example. 

LEMMA 9.7. (i) Given E a closed set with GpE ^ T, 8 , e>0 , QGZ + , 

and F c(2irr/Q : 1<r<Qj we can find a closed independent set F with 

F* ç; F + [-e, e] and GpF* HGpE = {0} such that given /iGM(F) we can find a 

/i*GM(E) such that 

(a) I M I P M * U I P M , I I M * I I M S I M I M 

(b) M*(r)+0 as |r|*-oo 
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(c) | ^ ( r ) - M * ( r ) | f S SIIMIIM for | r | < Q . 

Moreover given a closed interval I with int I H F* ^ 0 we can find a aGM+(l HF*) 

with a(r) + 0 as |r |-*oo. 

(ii) Given E an independent closed set and £ > 0 we can find E* an 

independent closed set with E ç; E* c; E+ [-e,ej and E* of isometric synthesis. 

(iii) There exists an independent closed set E* of isometric synthesis such that 

given I a closed interval with Int I p|E* ^ 0 we can find 0 ^ crGM+(l DE*) with 

|cr(r) |* 0 as |r|* oo. 

Proof (i). By Lemma 5.6 we can construct inductively, ^ n G Z 

E c:{27rr/N : 1 < r < N \ , e > 0 and a mapping L : M(E J M(E ) such that n~~ ̂  n nJ n n n-1 n 

E o = F ' e o = e / 4 

<1> ' M U l ^ W K ^ ^ M f o r a U " £ M ( E

n - 1 > 

(2) | ( L n M M r ) l < 2- n||MllM forall N ^ ^ ^ S | r | < N n - N n _ p 

HCM(En_:), n > 2 . 

(3) l(LnM - M ) " ( r ) l ^ 2 - 2 N " 8 8 forall | r |<nN(0) , neiA(E^) 

(4) | ( L n f / M r ) | < Û ( r ) l + 2 _ n | H I M forall r, nCM(En_^) 

(5)(a) supp L n fiç supp/x + C - e ^ / 2 , e n _ / 2 ] forall n€M(En_^) 

(5)(b) E n c E n _ 1 + [ - e^ /2 , 

<6> E n ^ e n - / 4 

(7) If x r x 2 , . . . , xmGE are distinct, y 1 , y 2 , . . . , y m £E n + [-e n, e n ] 

I y. - y. | > e n - 1 for i ^ j , then Sn.x. + E n ^ = 0, S|n. I , S I nj I < n imply 

n. = n 0 = = n, = n! = n ' = — = n' = 0. 
1 2 m 1 2 m 
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Clearly E n F* topologically where F* is a closed independent set with 

F* c F + [ - e , e l GpF* H Gp E = 0 . 

Again if /LXGM(E) then L ^ L ^ - j l ^ ^ • • • L^0" converges weakly to a measure 

ji* = L/Lt with properties (a) , (b) , (c) . Finally note that if Int I Pi F* we can find x G E n 

with x + L-e(n) , e(n)]çi I . Setting o*m = L m L m _ 1 . , . L n + 1 & x we see that o m 

converges to 0^aGM(F* Hl) with a ( r ) + 0 as | r | * o o . 

Remark. The reader can easily construct a rather simpler proof using the ideas of 

[10] Section § 7 . 

(ii) By Lemma 9.4 (ix) for conditions (1), (2), (3) and the resuit just proved for 

(4), (5) and (6) we can construct inductively Q(n), e(n), K(n), F(n) , F*(n) such that 

writing E*(n-1) = F*(1 )UF*(2) U . . . U F * ( n - l ) U E 

(1) e ( n ) < £ ' ( n ) < min(e(n- l ) , e , ( n - l ) - e ( n - 1 ) / ( 2 n Q ( n - l ) ) , e ( l ) < e / 4 

(2) F(n) c (E*(n-1) + C-e(n),e(n)] ) f | {27rr/Q(n) : 1 < r < Q(n)] 

(3) If TGPM(E*(n-1)+ [-e'(n) , e ! ( n ) ] ) and | | T | | p M < n then we can find 

\xGM(F(n)) with H M I I F M ^ I I T | I P M , | | M I I m ^ K(n) such that | T ( r ) - ]x ( r ) | < 2 - n for 

ail | r | < n. 

(4) If /iGM(F(n)) and l l M < K(n) then we can find jz*eM(F*(n)) such that 

| | / u * | | p M < I U I I P M and | / x * ( r ) - A i ( r ) | < 2" n fora l l | r | < n 

(5) F * ( n ) C F ( n - 1 ) + [-e'(n*1j-e(iH-1) ^ E ' ( n + l M n + D " 

(6) E*(n) is independent and closed. 

Clearly E*(n) tends to a topological limit E* say with EçE* ç E+ G - e , e l , 

E* independent. Since E* c E + [-e'(n) , e'(n)] conditions (3) and (4) show that E 

is of isometric synthesis. 
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(iii) Set E = [en] and perform the construction of ( i i ) . Note that by (i) we may 

take the F(n) of local strong multiplicity and so have E* of local strong multiplicity 

as desired. The reader faced with resuit (ii) above may reasonably feel that we have 

simply drowned a set E in a much larger set E* which bears no relation to E at 

ail. The point, after ail, of the classical Herz theorem is that given any closed set E 

we can find E * 2 E of isometric synthesis such that E* contains only countable many 

points not contained in E . But we are not seeking illuminating results but simply tools 

for particular constructions. In this case we obtain the resuit of Lemma 9.7 (iii) which 

is new (even if not deep). The reader unconvinced of the utility of ad hoc adaptations of 

Herz's theorem should try and use the standard tools to obtain (iii) . 

However the use of such adaptations does dépend on establishing a strong enough 

connection between E and E*. For our purposes the following results suffice. 

LEMMA 9.8 ( i ) . Suppose M(1) < M(2) < M(3) < . . . , q ( l ) < q(2) < . . . increasing 

séquences of positive integers and a séquence e(r) > 0 given with M(r+1) a multiple 

of M ( r ) and M ( r + l ) > 1 0 1O10F M ( r ) . Suppose E a closed set with GpE ̂  T , F 

a finite set Q > 1 with F c [2ITr/Q : r G Z ] and 8 , e > 0 given. Then we can find 

h : Z + Z + strictly increasing such that given Q < p(0) < h(p(0)) < p( l ) < h(p(l)) < 

p(2) < can find a closed independent set F* c F + [-e, e ] such that 

GpF* Pi GpE = { 0 } and given M £ M ( F ) we can find a M * C M ( E ) with 

(a) M I P M * I I M I I M , I M 1 m = I I M I I M 

(b) l M * ( r ) - M ( r ) | < 8 l l / i l l M for | r | < Q . 

Further we have 
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(c) " x M ( r ) " ( -1)S"c(F*)~ e(r)/003M(r)) fora l l q(s)<r<q(s+1)-1, 

h(p(t ) )< s < p(t+1)-1. 

(ii) Suppose M(j), q(j) , e(j), e > 0, E given as in (i) such that 

^xM(q(s))~1 ^C(E) ~ £(^(s))/4 whenever s is a multiple of 6. Suppose further e(j) 

satisfies the conditions of Lemma 9.4 (viii). Then we can find p(0) < p(0)+5 < p( l ) < 

p(l)+5 < p(2) < . . . with p(r) a multiple of 6 and a closed independent set 

E ç: E* c [ -e ,e ] which is of isometric synthesis and such that for each eGE* and 

each p(t) < s < p(t)+3 we have either 

( i ) lxM(r)(e) - (-1)S l< e(r)/(103M(r)) for ail q(s) < r < q(s+1)-1 

or 

(ii) l e - e1 | < e(r)/(l03M(r)) for some e'GE and ail q(s) < r < q(s+1)-1. 

Moreover if E c U [x + 2~4n"7/4 , x+2"4n"3/2 U {x ] we can ensure that 
n=1 L J 

E* ç: U f"x+2-4n"3 , x+2"4n-1 . 
n=1 L J 

Proof (i ) . We shall leave the détails of the construction of h to the reader. 

We construct inductively finite sets En Q (2Trr/M(q(n)) : r G Z ] and on > 0 in the 

following manner (taking EQ = F , eQ = e/4). By Lemma 5.6 we can find h'(q(n)) 

and En+1 çj [27rr/M(h' (q(n)) : r G Z ] together with a mapping Ln : M(En) M(En+1) 

such that 

(1) | | L I ! I M | | P M < | I M I I P M , H L - M I I M ^ M I M f o r a U »€M(E^) 

(2) | (L'NM - n )\r) | < 2-2n~8S for ail | r | < M(p(n)) 

<3> E n ^ E n - 1 + t - S n _ / 2 , 8 ^ / 2 ] 

(4) ^<?>n_i/&f M(h' (q(n ) ) )8n> 100 
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(5) If x 2 , . . . , x m G E are distinct, y 1 , y 2 , . . . , y m ^ E

n + C - e n , e n ] , 

|y. - y | > e n _ 1 for i ^ 3 then En.x. + Sn^y. = 0 , T In. | , £ Ia» | < n imply 

n 1 = n 0 = . . . = n = ni = n' = . . . = n' = 0. 
1 2 m 1 Z m 

Now choose p(n+1)> h'(p(n)), set E = E 1 - +x where 

p(n+1)-1 q(s+1)-1 
X = Z Z HZ 

s=h'(p(n)) r=q(s) 
tf(l-(-lf )/2M(r), set L n + 1 / z = L ^ / i * § x , choose 

8 = min(e(p(n)), 8 n)/(l0 1 0M(p(n+1))) 2 and restart the induction 

On taking F* to be the topological limit of the E n and /i* to be the topologi-

cal limit of the E and jx* to be the weak limit of L L , . . . the results 

desired may be read off as in Lemma 9.7 ( i ) . 

(ii) Assume without loss of gênerality that e(n+l) < e(n)/200. Using Lemma 

9.4 (viii) and the resuit just proved we can construct inductively p(n), F(n) , K(n) > 1, 

F*(n) and A(n) ç Z + such that A(n) contains arbitrariy long séquences such that 

writing E*(n-1 ) = F*(1 ) UF*(2) U . . . U F * ( n - 1 ) UE we have p(n) > p(n-l)+5, 

p(n) + r G A(n-1) for 6 > r > 0, p(n) a multiple of 6 

(1) F(n) c (E*(n-1) + [-e(p(n))/4 , e(p(n))/4] ) n[27rr/M(p(n)) : rGZj 

(2) If T £ P M ( E V 1 ) + [-e(p(n)) , e(p(n))] ) 

and I I T | 1 p m < n then we can find a M(F(n)) with | IJLX | | m < K(n), I I M l l p M ^ l l T H p M 

such that IT(r) - JLX(r) | < 2~ n for ail | r I < n. 

(3) If /iGM(F(n)) and | | M < K(n) then we can find fi*GM(F*(n)) such that 

I I H I p M ^ y i p M and |/u*(r) - ii(r) | < 2~ n for ail | r | < n 

(4) F*(n) c F ( n ) + L-e(p(n))/2 , e(p(n)) /2 l 

0 0

 r _4r-7/4 -4r-3/2-i 
(4)' If E c { x } U Lx+2 y / , x+2 J L J then we can ensure 

r=1 
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F*(n)ç: U [ x + 2 " 4 r - 3 , x + 2" 4 r - 1 J 
r=1 

(5) A(n) c A(n-1)is such that A(n) contains afbitrarily long séquences and 

I' x M(r) " ( " 1 ) S Hc ( F ( n ) ) ~ ^)/(W3M(r)) for aU q(s) < r < q(s+1)-1, sGA(n). 

The required results now follow as in Lemma 9.7 (ii). 

Remark. We note in passing the corollary that given E Dirichlet and independent 

we can find E* s E independent Dirichlet and of isometric synthesis. This should be 

compared with Theorem 1.1'. Note that if E*2E and E* is Helson then if E 

supports a pseudomeasure E* cannot be of synthesis. Thus every Helson set of 

synthesis is of resolution and no similar embedding process is possible. 

To apply Lemma 9.8 we need a complementary Lemma. 

LEMMA 9.9. (i) Suppose M(1) < M(2) < M(3) < . . . , q(l) < q(2) < . . . increasing 

séquences of positive integers with q(r) - q(r-1) -»>oo and a séquence e(r) > 0 given 

l o 1 0 r 

with M(r+1) a multiple of M(r) and M(r+1)>10 M(r). Suppose E a closed 

set with GpE ^ T, xGE given together with an integer k > 2. Then we can find 

h : Z + Z + strictly increasing such that given 3 < p(0) < h(p(0)) < p(l) < h(p(l)) < . . . 

we can find a closed independent set F c x + [^-4^-7/4 ^ 2-4k-3/2j w i t h 

GpF D GpE = {Oj such that F = F 1 U F 2 where F 1 , F 2 are closed and disjoint 

having the following properties 

W H x M ^ r M r ^ I c C D ^ ^ 1 0 3 ^ ) ) 

(2) There exist 8(1) < E(2) < . . . such that 

||(qW2t))-1-q(e(2t-l))r 1 £ 1 / x x X M / r ) -
 1 U / p , < 2"* 

r=q(e(2t-l))+1 M ^ CiF^)-' 
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|j(q(C(2t))-1-q(C(2t-l))r1 
q«2t))-1 

r=q(e(2t-1)>f1 
x M ( r ) _ 1 " c ( F 2 ) - 2 *• 

(3) There exist T\ pseudomeasures on F̂  = 1 » 2 3 such that 

i|Ti - ^ H P M 5 8 ' T - , ( O ) = X 2 ( O ) = 11x^1^= I I T 2 I I P M = 1. 

(ii) Suppose M(1)<M(2)< given as in (i ) . Then given x£2uQ we can 

find an x, k(n) strictly increasing, F 1 n , F 2 n <= [ x + 2 - 4 k ( n ) - 4 - 7 / 8 f x + 2-4k(n)-4-3/2-] 

together with an increasing séquence of positive integers q(l) < q(2) < . . . such that 

writing F = W U U l F , U F , ) we have F independent and 
n=1 m ^ n 

( 1 ) ^ x M(q(s))~ 1 ^C(F)- ̂ ( s ) ) / 4 whenever s is a multiple of 6 

(2) For each n we can find a séquence E(t) •»• oo such that 

q(e(t>f1)-1 
||(q(e(tKD-i-q(e(t))) 1 Z2 x u ( r ) - 1 L , p ^ 2 " * 

r=q(e(t)) M ( r ) C ( F 1 n ) 

q(g(t)+l)-l 
||(q(e(t>4-l)-1-q(e(t))r1 x M f r ï n L F ï s 2 • 

(3) There exist T j n e P M ( F j n ) such that | | T 1 n - T 2 n l | < 2~n, T 1 n (0 ) = T 2 n (0 ) = 

l l T l n U p M - ^ n l I p M " 1 -

Proof (i). This is along the same lines as those given earlier so we merely sketch 

it. We construct inductively r?(n) > 0, measures S 2 n

 w ^ n S UPP ^ i n '
= ^in' 

supp S 2 n = E 2 n , an integer p(n) with (p(n) ) (E 1 n UE 2 n ) = 0 such that 

E 1 n U E 2 n = x + 2 - 4 k " 1 3 / 8

+ C - 2 - 4 k - 2 0 ( l - 2 - k ) , 2 - 4 k - 2 0 ( 1 - 2 - k ) ] 

a n d l | S !n " S

2 J P M * 8 ( 1 - 2 _ k ) ' ^ ( O ) = Kn^ = 1 = l | s J U l = " ^ n W 

(To start the induction we could take S. = S 0 = o~ / r . for a suitable Q and m). 
1m 2m Jtr/u 

Now by Lemma 5.6 we can certainly find 77'(n+1) > 0 and h'(p(n)) and 
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S î n ' S 2n w i t h s u p p S 1 n = E 1 n ' s u p p S 2 n = E 2n q ( h ' ( p ( n ) ) X E i n U E ^ n ) = 0 such that 

E! c E . + jn - jn [-??(n) , î7(n)], E î n U E 2 n ^ X + 2 

-4k-13/8 [ - 2 - 4 k - 2 0

( 1 - 2 - k - 1 / 2 ) , 

2 ^ 1 - 2 - W / 2 ) ] . \\S\U - S . J | p M ^ 0(1 - 2" k " 1 /2 ) j 

S } n ( 0 ) = S^ n(0) = 1 = l l s } n l l p M = H s ^ n l l p M , and further given , x2, . . . , x ^ E 

distinct, y 1 , y 2 , y m G E 1 + C -TJ'OI+I) , T7'(n+1)], z 2 , z ^ E ^ with 

| y. - y. | , I z . - z . | > 4??(n) for i ^ i we know that Tk.x. + Sk.'y. + Ek'.'z. = 0, Jl Jl 9 1 l ' r J 11 1J1 1 1 9 

E Ik. | + £ I k̂  I + E Ikj» | < n implies k 1 = k 2 = . . . = k m = k} = . . . = k m = k̂ 1 = . . . = 

k" = 0. m 

Next using qualitative improvement of Lemma 1,9 found in Section § 5 we know that 

given any x(n+l) > 0 we can find E(2n) > B(2n-1) > h ! (p(n)) + 3 and a measure 

a A such that n+l 

( i ) M(q(8(2n)+1)) supp = 0 

(ii) | a n j ^ ( u ) | < &/8 foral l M(q(e(2n)+1)) - M(h'(p(n)>4-1 ) > u > M(h'(p(n)+1)) 

(iii) | | (q (G(2n ) ) -q (e(2n - l ) -1 ) r 1 

q(e(2n)-1) 

S < M 2 r * - 1 ) ) * M < r > 
- 1| |< 2" n" 5 

(iv) supp a n + 1 c C-x(n+1) , x(n+1)] . 

Choose x(n+1)< 2 ~ 1 0 k ~ 1 0 T?'(n+1). Set y -
q(6(2n)-1) 

fcq(«2n-1)) 
ir/M(r) and 

S1n+1 = S î n ' S2n+1 = S2n+1 * b y " S e t ^ ( n + 1 ) = *7 * (n+1 )e(q(e(2n)))/ 
( 2 2 0 n + 2 0 M ( q ( g ( n ) ) ) ) a n d 

choose p(n+1) > q(6(2n))+1. (With a little work this gives the définition of h). We 

check as in Lemma 9.6 that the induction can be restarted. 

It is trivial that F l n -> F 1 , F 2 n -> F 2 topologically and S l n •* T 1 , S 2 n T 2 

weakly where F^, F 2 , , T 2 satisfy the conclusions of the lemma. 

(ii) Choose X£2TTQ with \ x^M(x) - ^ \< e(r)/4 fora l l r . Byrepeated 
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use of ( 1 ) we can define A ( n ) ç Z , T^n) c Z , T 2 (n) ç Z and F l n , F 2 n 

closed sets such that 

(1) A(n) contains arbitrarily long séquences, A ( n ) c T 2 ( n ) . 

<2> F1n+1 U F 2n + 1 S 
T x + 2 -4k (n+1 M - 7 / 8 ^ x + 2 - 4 k(n+1 )-4-3/2~ 

where k(n+l) > k(n) and we can find q(6n+6)er^(n) such that 

M(a(6n+6)) 2(£(a(6n+6))r 1 < 2

k ( n + l ) . 

(3) {x} U F 1 1 U F 1 2 U . . . U F 2 n + 1 is independent. 

(4) We can find finite séquences (q(P(t)), q(8(t)>+-1, . . . , q(C(t)+1)}ç A(n) 

such that A 1 (n+1 ) = A ( n ) \ U (q(B(t)), q(e(t))+1, . . . , q(C(t)+1 ) } contains arbitrarily 
t=1 

long séquences and 

| | (q(e(t)+l)-1-q(e(t))r 1 J 2 ! q(e(t)+i) X M , r x - n u F 2-* 
r=q(e(t)) M ( F ) C ( F 1 n ) 

| | ( q ( e ( t ) + i ) - i - q ( e ( t ) ) r 1 c x M / r , + i l U / p 2-*. 
r=q(£(t)) M ( F ) C i F 2 n } 

(5) There exist T. GPM(F. ) such that 
i n m 7 

l | T 1n " T 2n l ! PM * 2 " ^ n ( 0 ) = T ^ O ) = | | T l n l | p M - | | T 2 n l | p M = 1 . 

(6) We can find T^n+1) ç T^(n)\ [q(6n+6)j such that A(n+1) = r^n+1 ) D A f (n+1 ) 

contains arbitrarily long séquences and IIXw/ \ - 1 l U / - ^ M D x < e(s) whenever 
M(s) c ( F

1 n + l U F 2 n + l ) 

s e r ^ n + 1 ) . 

We can restart the induction. The stated results are easily read off. (Actually not 

ail the q(n) are explicitly defined but the reader can easily correct this). 

Combining Lemmas 9.8 and 9.9 we get 

LEMMA 9.10. Suppose e(n) 0 given. We can find closed sets E^, E 2 with 
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E 1 P lE 2 = {xj such that E.jUE 2 is independent, together with a séquence of integers 

3 < k(1) < k(2) < . . . having the following properties 

(a) E l U E 2 C {x} U Û [ x + 2 - 4 k ( r > - 3 , x + 2 - 4 k < r > - 1 ] 

(b) Writing E . n = E j H [ x + 2 - 4 k ^ ) " 3 , x - 2 - 4 k ( r ) " 1 ] [ j = 1,2] 

we know that writing £n | E j n = (-1>" + 1 we have £ n e A ( E 1 n U E 2 n ) l l*%( E U E 2 ) = 1 ' 

(c) There exist T j n € P M ( E j n ) with | | T 1 n - T 2 n l | p M < 2" n 

T l n ^ - T ^ ' U T l n U p M - ' ^ J ' p M " 1 

(d) E ^, E 2 are of isometric synthesis 

(e) We can find Q ( s ) - K » with l l x M ( Q ( s ) ) - 1 "c(E U E 2 ) ~ £ ( M ( Q ( S » ) -

proof. Choose M(r) as in the statement s of Lemmas 9.8, 9.9. Construct x, 

F. , k(n) and so on as in Lemma 9.9 ( i i) . Set F. = U F. U {x} . Using condition 
jn 3 -j_ i jn 

( 1 ) of Lemma 9.9 (ii) we may apply Lemma 9.8 (ii) to obtain E ^ F ^ E 2 3 F 2 

satisfying (a) , (e) and (d) . But combining Lemma 9.9 (ii) condition (2) with Lemma 9.8 (ii) 

conditions (i) and (ii) we see that we can also satisfy (b) . That condition (c) holds is 

trivial. 

Proof of Theorem 9.3. We claim that E 1 , E 2 in Lemma 9.10 have the properties 

stated in the conclusions of the Theorem. This is obvious except possibly for the state

ment E 1 U E 2 not of bounded synthesis. To show this we observe 

E^N = Ej D | x + 2 " k ^ n ^ 3 , x+2"k^n^"1 is of bounded synthesis. (In fact looking at the 

construction we see that E^ n is of isometric synthesis. This proves Lemma 9.1")^ 

Thus T . n e ( A ( E j n ) ) . and |fcJ| A ( ^ J ^ f ^ * ^ ^ 
in zn | | T L N A 2 n | | p M 
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Lemma 9 . 4 (v) we see that E^JE2 is not of bounded synthesis. This concludes the 

proof, the section and the paper. 

I should like, as so many have done before me, to pay tribute to Madame Dumas 

for her excellent typing and for her invariable helpfulness. The errors that remain are 

my own. 
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APPENDIX 

APPENDIX. The state of play. 

The object of this appendix is to summarize the work contained in [A4] , [A5] , 

[A6] , [A7] , LA8J . In the last part we give some open questions. Where necessary for 

completeness the work of others has been quoted, but this should not mislead the reader 

into thinking that this is a gênerai survey of results on thin sets, let alone of any wider 

field. If he wants a fair, balanced and complète picture of work on thin sets he should 

consult [A1] , [A2] , [A3J , [A9J and LA103 ; we shall give him nothing of the sort. 

A . 1 DEFINITIONS. We work on the circle group T = R/2 TTZ unless otherwise stated. 

X n ( t ) = expint [te T ] 

A ( T ) = f> ', a

r X r : > i la l < 0 0 } . This is a Banach algebra under the norm 
r=—00 r=—00 

n e v < r i i = E : l a r ' 
r=—oo r=—°° 

A + ( T ) = [ fGA(T) : f(n) = 0 Vn < o j a subalgebra of A ( T ) 

A A ( T ) = [fGA(T) : f(n) = 0 Vn £ AJ a subspace but not necessarily a subalgebra 

of A ( T ) 

S(T) = { f G C ( T ) : |f(t) | = 1 V tCTj-

If E ç T (not necessarily closed) then 

E is an N Q set if we can find A ç Z infinité such that reA ) ] | sin rt | < 00 

VtGE. 

E is an R set if we can find a > 0, 8 CT such that lim sup la | > 0 , 

> ] a r (sin rt + Q^) converges VtGE. 

E is an N set if we can find a p > 0 such that > ; a r = 00 9 J ] a p | sin rt | <©o 
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We write P M ( T ) for the dual of A ( T ) . Since A ( T ) 3 C ° ° ( T ) the members of 

P M ( T ) have a well defined support. If E is closed then we write PM(E) = ^ S G P M (T ) : 

supp S ç E j . We say that 

E is without true pseudomeasure (WT) if P M ( E ) = M ( E ) . 

E is of synthesis (S) if every SGPM(E) is the weak limit of M A G M ( E ) . 

E is of bounded synthesis (BS) with constant at most C if every SGPM(E) 

is the weak limit of a bounded séquence pi N GM (E) with HMnllpj^ — c « 

E is of resolution (RE ) if every closed subset of E is of synthesis. 

E is of uniqueness (U) if there exists no non zéro SGPM(E) with 

< S , x p > + 0 as | r | + oo. 

E is of uniqueness in the broad sensé (U ) if there exists no non zéro îGM(E ) 

with < M , X r > - 0 as | r ! - • « > . 

Continuing to confine ourselves to closed sets E we say that 

E is Kronecker (K) if inf ||f - x lU /rM = 0 VfGS(E) 
rGZ r C ( E ) 

E i s Dirichlet (D) if lim inf || 1 - X r l l C ( E ) = 0 

E is Weak Kronecker (WK) (respectively Weak Dirichlet) if given M G M + ( E ) , 

£ > 0 we can find E^ c E closed with |fi | ( E \ E 1 ) < e and E 1 Kronecker (respec

tively Dirichlet) 

E is Helson if C(E) = A ( E ) . 

l | f | l C ( E ) 
The Helson constant s of a Helson set E is given by s = inf ——-—-

O^fGC(E) l l f l l A ( E ) 

(some authors, more sensibly, use s - 1 ) . We use the définition 

s = inf lim sup | \x (n) I which is not known to be équivalent numerically 
/xeM(E)J | jLtlhl n-*» 
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(except, of course, for s = 1 ) for ail Helson sets but may be made so for the sets we 

construct (see [A5j § 7) and is more easily handled. 

E is a Helson-1 (H^ ) (resnectively a Helson-s set) if it is a Helson set with 

constant 1 (respectively a constant s). 

Turning now to the algebra A + ( T ) , suppose E is again a closed set 

E is A A + if A(E) = A + (E) 
l | f | l A + (E^ An AA set E has AA+ constant C = sup — v ; . 

0#GA(E) l l fH A ( E ) 

E is peak set (P) if we can find an 0 ^ fGA +(T) with f(e) = 1 forall eGE, 

|f(t) | < 1 for ail t ftE. 

E is an exact zéro set (EZ) if we can find an 0 ̂  fGA +(T) with f(e) =?= 0 

forall eGE, | f ( t ) |<1 forall t £ E . 

E is a zéro set (Z) if we can find an 0 ̂  fGA +(T) with f(e) = 0 for ail eGE. 

Finally miscellaneous notations. 

A set E (closed or not) is said to be independent if it is independent over Q 

(i. e. if x 1 , . . . , x. G E are distinct then } ] m-iX+ = 09 m. G Z implies 
j= 1 3 3 3 

m̂  = m̂  = . . . = m̂  = 0). 

If E is closed and countable we write E^1 / l for the set of limit points of E 

(clearly closed), E ( X + 1/" = E*X K 1 ' for X an ordinal, E ^ = fl E X for JLI a 
X</i 

limit ordinal. 

A.2. RESULTS. Each resuit is labelled by a number which in turn gives a référence 
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in A3 . First we give a table of results on closed sets. It should be read as follows 

"every set in the right hand column is (Y) (respectively need not be (N)) a set in 

the upper row". Except for the resuit labelled by an asterisk the addition of the condition 

"independent" makes no différence. The notations F U , CU refer to stability under 

finite union and under closed countable union. 
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W T R E S B S U U K H 1 H D N R N A A 4 P E Z Z F U C U o 1 o 
W T Y Y Y Y Y Y N N Y N N N N Y Y Y Y Y N 

R E N Y Y ? Y Y N N N N N N N N N N N ? ? 

S N N Y N N N N N N N N N N N N N N ? ? 

B S N N Y Y N N N N N N N N N N N N N N N 

U N N N N Y Y N N N N N N N N N N N Y Y 

U Q N N N N N Y N N N N N N N N N N N Y Y 

K Y Y Y Y Y Y Y Y I V Y Y Y Y Y Y Y Y N N i 

H 1 N N N N N Y N Y Y N N N Y Y Y Y Y N N 

H N N N N N Y N N Y N N N N Y Y Y Y Y N 

D N N N N Y Y N N N Y Y Y Y Y Y Y Y N N 

N Q N N N N ? Y N N N N Y Y Y ? ? ? ? N N 

R N N N N ? Y N N N N N Y Y ? ? ? ? N N 

N N N N N N Y N N N . N N N Y N N N N N N 

A A + N N N N N Y N N N N N N N Y ? ? Y Y N 

P N N N N N N N N N N N N N N Y Y Y ? N 

E Z N N N N N N N N N N N N N N ? Y Y Y N 

Z . N N N N N N N N N N N N N N ? ? Y Y N 

Note: W K = H P WD = N 
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WT RE S B S U U Q K H D N Q R N A A + F EZ Z bu CU 

W T O 0 0 0 3 3 4 4 3 4 4 4 4 3 3 3 3 5 6 

RE 6 0 0 7 7 7 4 4 6 4 4 4 4 6 6 6 6 ? ? 

S 6 8 0 9 10 10 4 4 6 4 4 4 4 6 6 6 6 ? ? 

B S 6 8 0 0 10 10 4 4 6 4 4 4 4 6 6 6 6 9 9 

U 8 8 8 8 0 0 4 4 6 4 4 4 4 6 6 6 6 11 11 

U Q 8 8 8 8 12 0 4 4 6 4 4 4 4 6 6 6 6 13 13 

K 14 14 14 14 14 15 0 0 16 0 I 0 0 0 17 18 18 18 4 4 

H 1 8 8 8 8 12 15 19 0 0 19 19 19 1 17 18 18 18 4 4 

H 8 8 8 8 12 15 4 4 0 4 4 4 4 17 18 18 18 20 6 

D 8 8 8 8 21 0 22 22 22 0 0 0 0 23 24 24 24 4 4 

N Q 8 8 8 8 ? 0 22 22 22 25 0 0 1 ? ? ? ? 4 4 

R 8 8 8 8 ? 0 22 22 22 25 26 0 1 ? ? ? ? 4 4 

N 8 8 8 8 12 0 22 22 22 25 26 19 0 27 27 27 27 4 4 

A A + 8 8 8 8 12 28 4 4 22 4 4 4 4 0 ? ? 0 29 6 

P 8 8 8 8 12 30 4 4 22 4 4 4 4 6 0 0 0 ? 6 

EZ 8 8 8 8 12 30 4 4 22 4 4 4 4 6 ? 0 0 0 6 

Z 8 8 8 8 12 30 4 4 22 4 4 4 4 6 ? ? 0 0 6 

Note (1) , (2) . 

214 



A P P E N D I X 

We give some further results on closed sets. 

SUM QUESTIONS ( E 1 + E 2 = { e 1 + e 2 : e^CE^ , e 2 G E 2 } ) . 

(31 ) The sum of 2 Kronecker sets can be the whole of T even if one is f ixed 

arbitrarily (it must however be uncountable). 

(32) For every 1 > s > 0 there exists an E with Helson constant at least s 

and GpE = T . 

(33) There exists a non Dirichlet set every proper closed subset of which is 

Kronecker. 

(34) There exists a Dirichlet non Kronecker set every proper closed subset of 

which is Kronecker. 

(35) For every 1 > s > 0 there exists an independent Helson set E of constant 

s, a LI G M + (E) with n(E f l N ) > 0 whenever N is open and E H N =/ 0 such 

that every closed subset of E with positive LI measure has Helson constant s. 

(36) For every 1 > s > 0 there exists a Helson set of constants such that every 

closed subset of E has higher Helson constant. 

(37) Given 1 > s > 0 we can find an independent weak Dirichlet set with Helson 

constant greater than s. 

RESULTS ON A A . 
A 

(38) The conditions A ^ ^ ( E ^ ) = C(E^)9

 A

A ( 2 ) ( E

2 ) = C ( E 2 ^ do not imply 

A A ( 1 ) U A ( 2 ) ( E 1 U E 2 ) = c < E i U E 2 ) . 

(39) If lim n*oo inf card {A H L - n , n J } / n = 0 then we can find a Kronecker set E 

with A A ( E ) ^ C ( E ) . 
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(40) If A is an arithmetical progression then A ( E ) = c ( E ) implies A

A ( E ) = c ( E ) . 

(41) Write, in an obvious notation, A A ( T 2 ) = {EZ a

r s
 x r s ' a r s = 0 V ( r > s ) £ A ) -

If A is a half plane of Z 2 , E Q T 2 then A ( T 2 ) ( E ) = c (E) implies A A ( T 2 ) ( E ) = 

C ( E ) . 

(42) This resuit is best possible. 

R E S U L T S ON C L O S E D COUNTABLE S E T S . 

(43) There exist countable independent Dirichlet sets which are not Kronecker. 

(44 ) Every countable closed set is A A + with constant 1. 

(45) The independent union of disjoint Kronecker sets need not be Dirichlet even if 

one is fixed arbitrarily. 

(46) If E ^ = 0 and E is independent, then E is the union of a finite 

number of Kronecker sets. This resuit is false for gênerai E with E ^ ° + 1 ^ = 0 . 

(47) If E ^ = 0 then E is peak. 

(48) If E ^ 4 " " ) = 0 then E is an exact zéro. 

(49) There exists an E independent with E ^ 6 0 4 " 1 ^ = 0 such that 

sup 
fGA(E )ns (E) 

( i n f { l l f - H a r X p ( r ) l l c ( E ) : p ( r ) e z } ) = 1 for every 
r=—oo 

M I S C E L L A N E O U S . 

(50) If E ç T is closed of measure 0 then we can find a p 0 and 

1 < q ( l ) < q(l>4-1 < q(2) < q(2>f 1 < q(3) < . . . such that given any fGA(D) (the uniform 

algebra of functions analytic on the interior of the unit disk D , continuous on D) we 

can find p(r ) with value q(r) or q(r)+1 and J " ^ a r X p ( r ) £ A ( D ) 

2 1 6 



APPENDIX 

f > r X p ( r ) l E = f | E . 

(51 ) There exists a (not closed) independent H set which is not an N set. 

RE MARK. Whenever the statement of a resuit can be extended to a locally compact 

Abelian group of an appropriate type without becoming trivially false its proof will also 

extend without difficulty. 

A . 3 . REFERENCES AND REMARKS. 

(0) Obvious. 

(1) Salem proved that every N set is weak Dirichlet (see e. g. Lemma 1.7 [ A 4 ] 

or chapter X i n [A9] ) . njork and Kaufman proved independently that every weak Dirichlet 

set is an N set [see e. g. Lemma 4.2 [A7] or [A9l , Chapter XIII) . If E is an 

R set then automatically there exists a séquence m(j) -•oo with X m ( j ) ( e ) 1 îor ail 

eCE and thus by Lebesgue f s dominated convergence theorem E is weak Dirichlet. 

(Recall that ail our sets are closed). 

(2 ) Every Helson 1 set is the translate of a weak Kronecker set, every translate 

of a weak Kronecker set is Helson 1, every independent Helson 1 set is weak 

Kronecker and every weak Kronecker set is an independent Helson 1 set. (Lemma 1.4 

[A5l and Lemma 1.7 [ A 4 ] ; similar results were obtained independently by Lafontaine). 

Note that since the translate of a Dirichlet set is Dirichlet (évident) every Helson-1 set 

is weak Dirichlet. 

(3) See [A3] p. 139. 
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(4) There exist 2 disjoint Kronecker sets whose union E is independent and 

carries a positive measure \i with lim sup \\i(n) \- 1, \\fjt \ \ = 1. Clearly E is 

without true pseudomeasure (since it is the union of 2 disjoint sets without true pseudo

measure) but cannot be a weak Dirichlet set. (Theorem 7 j 7 [A4] ) . 

We note also the following results. 

(4a) The union of n independent Kronecker sets has Helson constant at least 

1/n. (Varopoulos [A9] Chapter X §1). 

(4b) There exist n independent Kronecker sets (one of which may be fixed in 

advance whose union has Helson constant 1/n (Theorem 7 § 7 [A5l for a partial 

resuit, Theorem 4 § 8 [A4] for the full resuit). 

(5) Varopoulos ( [A9] Chapter X, Lemma 2.9). 

(6) Consider a séquence { x Q } = E Q , E 1 , E 2 , . . . of disjoint Kronecker sets 

with E n - » E Q topologically and E = U E^ independent. Automatically E is of 
r=o 

resolution and if E is A A + then E is an exact zéro (see [A8] ) . However we can 

construct E such that E is not a zéro set for A + ( T ) (proof in [A8] , a weaker 

resuit is given as Theorem 8 7 [A4_] ) . Note also 

(6a) We can construct E so that E is peak but not A A + [A8] . 

(6b) We can construct E so that E is Dirichlet but not Helson (Lemma 8.6 

M ) . 

(7) Malliavin [A3] Chapter V § 8. 

(8) By Theorem 1.1' [ A 7 ] given 1 > 10n e(n) > 0 we can find m(n) 0̂0 
00 m(n) 

and an E c H U [27rr/m(n)-e(m(n)) , 27rr/m(n)+e(m(n))] such that E is weak 
n=1 r=1 
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Kronecker but not of synthesis. Provided only we demand that ne(n) -* 0 we know that 

E is Dirichlet. Again we can find E* c: O U j l = [27rr/m(n)-e(m(n)),2irr/m(n)+ 
n=1 r=1 e ( m ( n ) ) J : 

E H I ^ 0 j such that E UE* is independent and of bounded synthesis with constant 

1 (Lemma 9.9 [A7j ) but not of resolution (since E is not of synthesis). 

(9) The independent union E of 2 sets of bounded synthesis with constant 1 

intersecting at one point only (so that E is readily seen to be of synthesis) need not be 

of bounded synthesis (Theorem 9.3 (ii) [Â73 ) . The first example of a set of synthesis not 

of bounded synthesis is due to Varopoulos (Chapter XII [A9] ) . 

(10) By Lemma 9.7 [Ail there exist independent closed sets E locally of strong 

multiplicity (so not U ) which are of bounded synthesis with constant 1. 

(11) This a resuit of Bary ( [ A l ] Volume 2, p. 355). 

(12) By Theorem 1.1 [A6j there exists a weak Kronecker set carrying a true 

pseudomeasure ( i . e . which is not a U set). 

(13) Suppose E.j, E 2 , . . . are closed U Q sets and E = U E. is closed 
i=1 1 

but not U . Then we can find a GM(E) with /i(n) •* 0 as n -»oo. Now we can find 

E. such that | /LX | (E. ) > 0 and we can find a séquence of f GC°°(T) such that 

||f u - U | E | | + 0. But C ° ° ( T ) 2 A ( T ) so that lim ff Y d / i = 0 for each fixed n and 
n Ir |*ooJ n r 

thus lim sup 1 \ d/i < lif /u- /il E | | . It follows that (fil E . ) (r)-> 0 as r * oo 
|r I -K» ^ E k 

contrary to the hypothesis. 

(14) Varopoulos ( [A9J Chap. v m ) . 

(15) Easy. For this and other results, see e. g, [A3] p. 139. 

(16) Use successive approximation. Or see e. g. [A9 ] chap . I . 

(17) Wik. S e e e . g. [A9jchap. II . 
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(18) Varopoulos [ A 9 ] c h a p . X . 

(19) Theorem 3 $ 3 [ A 4 ] . 

(20) By work of Varopoulos [A 11 ] extending work of Drury we know that the 

union of 2 Helson setsis Helson : we know that the independent union of a Helson s and 

t 2 2 
a Helson t set is Helson with constant at least W e have examples ( [ A 4 ] 

t + s 

Lemma 7.12) for ail 1 > t, s > 0 of independent disjoint Helson s and Helson t sets 

whose union has Helson constant , ts ̂ . 

(21) Kahane. See e. g. Lemma 4.1 (ii) [ A 7 ] . 

(22) Theorem 9 § 8 [A4] or use (6b). 

(23) Varopoulos. See e, g. Lemma 4.1 (iii) [ A 7 ] . 

(24) Drury ; an improvement of his method due to Varopoulos is given in [ A 6 ] , 

where we use it to prove that the finite union of Dirichlet sets is peak. 

(25) Lemma 4.3 [ A 4 ] . 

(26) Theorem 6 § 10 [ A 5 ] . 

(27) Theorem 8.1 [A7] . 

(28) Easy. For this and other results see [A2'] . 

(29) The union of A A + sets with constants C . , C 2 is an A A + set with constant 

at most C^+C2+CJZ2 and this value can be attained for ail C , , C 2 > 1 (§ 7 of [ A 7 ] , [A6]). 

(30) [ A 8 l . 

(31) Lemma 3.4 [A4] , Lemma 8.4 [A53 . First proved by Varopoulos. 

(32) Lemma 7 . 10 [ A 4 ] . 
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(33) Theorem 2 $ 3 [A4] . 

(34) Corollary5.1 § 5 [ A 4 ] . 

(35) Theorem 1 § 3 [A5] . 

(36) Lemma 4.7 [A5] . 

(37) Lemma 7.11 [ A 4 ] . 

(38) Theorem 7.2 [ A 7 ] -

(39) Theorem 3 § 7 [ A 5 ] -

(40) Easy conséquence of (20). 

(41 ) Bernard ; see e. g. Chap. II [A9] . This is a generalization of Wik ' s resuit 

(17). 

(42) Hedberg ; an improvement of his resuit due to Katznelson forms Theorem 2 

$ 5 [A5] . 

(43) Theorem 4 $ 5 [A4] . 

(44) p. 148 [ A 2 ] . 

(45) Theorem 1 § 3 [ A 4 ] . First proved by Bernard and Varopoulos. 

(46) Salinger C . R . A . S . P . 272, p. 786. Similarly if E ^ = 0 then E is the 

union of a finite number of Dirichlet sets. 

(47) Use the remarks following (46) and (24). 

(48) [A8] . 

(49) [A8] . 

(50) [A8] . 

(51) Theorem 5 § 9 [A5] . 
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A . 4 . OPEN QUESTIONS. 

The following is a list of problems on thin sets. An attempt has been made to grade 

them according to interest and "estimated difficulty". Thus (A) represents a problem whicl 

is believed to be both ver y important and very difficult, (B) a problem which may well be 

important and might be difficult, grades (C) and (D) are given to problems which either 

seem to be within the range of présent techniques or , although likely to be difficult are 

not considered likely to prove important. 

(1) (A) Is every symmetric set of constant ratio of dissection of synthesis ? 

(2) (B) Is every symmetric set of synthesis ? of bounded synthesis ? 

(For the best results known on thèse 2 questions see [A10j ) . 

(3) (A) Is the union of 2 (respectively the closed countable union of) sets of synthe

sis of synthesis ? 

(4) (B) I S the union of 2 (respectively the closed countable union of) sets of resolu

tion of resolution ? 

(5) (A) If E is a closed set such that non real analytic functions operate on 

A ( E ) is E necessarily Helson ? 

(6) (B) Is every zéro set an exact zéro set ? 

(7) (B) Is every closed countable set an exact zéro set ? 

(8) (C) Is every zéro set (respectively exact zéro set, A A + set, AA 4" set with 

constant 1) a peak set ? 

(9) (B) Is every AA 4" set an exact zéro set ? 

(10) (C) Is the union of 2 peak sets necessarily peak ? 

(11) (C) Suppose E is a closed set such that we can find n(1 ) < n(2) < . . . 
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with X n ( r ) ( e ) •* 1 f o r a 1 1 eGE. Is E necessarily a zéro set ? Can E carry a 

non zéro pseudo function ? 

(12) (D) Is every N Q set (respectively R set) a set of uniqueness ? An A A + 

set ? A peak set ? An exact zéro set ? A zéro set ? 

(13) (B) Is every set of resolution necessarily of bounded synthesis ? 

(14) (C) Does there exist a closed set E with A ( E ) dense in (A(E) , || l l A ( E j) 

but A ( E ) ^ A ( E ) ? 

(15) (B) Is the basis conjecture always true for A ( E ) ? 

(16) (B) Is the sum of 2 Kronecker sets (respectively 2 sets of synthesis) always 

of synthesis ? 

(17) (C) Is every set of synthesis Ditkin ? Is any uncountable closed set Ditkin ? 

(For a short discussion see the appendix "Note sur des recherches récentes et en 

cours" [A3] ) . 

(18) ( D ) Find inf [Helson constant E^JE^ : E,. has Helson constant OL}. 

Find inf [Helson constant E 1 U E 2 : E i has Helson constant OL GpE inGpE i = {ojj . 

( l 9 ) ( C ) W r i t e hJE)= inf s u p \ » ( n ) | , h ? ( E ) = inf lim supl^n) I 
/L i eM(E) ,MI=1 /LteM(E), H/LX | n | + e o 

and c(a) = inf h 9 ( E ) . Can c(<x) be less than 1 ? 
h t ( E ) = a ^ 

(20) (A) Characterize countable Helson sets by their arithmetical properties. 

(21) (B) Is the Kahane-Salem necessary "Maille condition" (see [A2j pp.30-34) 

also sufficient for a closed countable set to be Helson ? 

The last two questions concern the tensor algebras V(D°°) , V ( T ) (see e. g. 

[A2] Chap V i n ) . 

(22) (C) Is every set of interpolation for V of synthesis ? 
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(23) (C) Is every closed independent set of interpolation for V ? 
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