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Remarks on Gårding Inequalities
for Differential Operators

XAVIER SAINT RAYMOND

Abstract. Classical Gårding inequalities such as those of Hörmander, Hörmander-
Melin or Fefferman-Phong are proved by pseudo-differential methods which do
not allow to keep a good control on the supports of the functions under study nor
on the smoothness of the coefficients of the operator. In this paper, we show by
very simple calculations that in certain special situations, the results that can be
obtained directly are much better than those expected thanks to the general theory.
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ary).

One of the main features of the pseudodifferential calculus is to provide
links between properties of operators and properties of their symbols. Among
these, one of the most important problems is to connect inequalities on the
symbols and inequalities on the operators, and this is the purpose of Gårding
inequalities. Among these inequalities, let us quote that of Hörmander [5,
Th. 18.1.14] also called the sharp Gårding inequality, that of Hörmander-Melin
[5, Th. 22.3.2] and that of Fefferman-Phong [5, Th. 18.6.8].

These inequalities were extended in several different ways. Here, we want
to consider two kinds of such extensions that were discussed in recent papers.

The first one deals with the smoothness assumptions that have to be put
on the symbols of the operators. Indeed, the use of Bony’s paradifferential
calculus [1] and of Hörmander’s inequality [6] showed that one can get a
Gårding inequality with a gain of δ derivative, δ ≤ 1, for some classes of
pseudodifferential operators with C2δ symbols. More recently, Bony [2] and
Hérau [3] also considered Gårding inequalities for paradifferential or nonsmooth
pseudodifferential operators.

The second extension to be discussed here deals with the localness of these
inequalities. More precisely, the problem is to prove a Gårding inequality for
a function u assuming that the symbol of the operator is nonnegative only on
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supp u × Rn . Such an inequality was proved in Lerner-Saint Raymond [7] for
functions supported in a half-space and pseudodifferential operators of positive
odd integer order, then improved by Hérau [3].

To study this last property of localness, it is natural to consider differential
operators, since they have the local property of not increasing the supports of
functions. For differential operators, it is also easier to control the smoothness
assumptions on the symbols since they depend separately on the x and on the ξ

variables.
This is why this paper deals with such differential operators. But here, we

merely want to show, thanks to very elementary computations, that the results
quoted above can be much improved in some special situations. In some sense,
this completes the result of [7] since our operators here have positive even
integer order.

1. – General notation

In the whole paper, we denote by Hm the Sobolev space of order m on Rn ,
that is the space of all distributions u ∈ S ′(Rn) such that û ∈ L2

loc(R
n) and that

the norm

‖u‖2
m =

∫
|û(ξ)|2(1 + |ξ |2)mdξ

is finite. We also denote by (u, v) = ∫
u(x)v(x)dx the L2 scalar product of

the two square integrable functions u and v, as well as its various extensions,
mainly for u ∈ H−m and v ∈ Hm , or for u ∈ S ′(Rn) and v ∈ S (Rn).

Now, imitating the notation of Section 8.2 of Hörmander [4], if m and M
are two positive integers with m ≤ M ≤ 2m, we consider functions of the form

a(x, ζ, ζ̄ ) =
∑

|α|≤m,|β|≤m,|α+β|≤M

aαβ(x)ζ αζ̄ β

where the coefficients aαβ are complex valued, bounded functions on Rn , ζ =
(ζ1, . . . , ζn) ∈ Cn and ζ α = ζ

α1
1 . . . ζ αn

n . With these functions, that we call
symbols of order (M, m), we associate the differential operators

a(x, D, D)u =
∑

|α|≤m,|β|≤m,|α+β|≤M

Dβ
(
aαβ Dαu

)
where Dα = D

α1
1 . . . Dαn

n with Dj = −i∂/∂xj . Since the operator A =
a(x, D, D) is continuous from Hm into H−m , we have an estimate |(Au, u)| ≤
C‖u‖2

m whence we get

∀u ∈ S (Rn), R e (Au, u) ≥ −C‖u‖2
m .
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When δ > 0, the following better estimate

∀u ∈ S (Rn), R e (Au, u) ≥ −C‖u‖2
m−(δ/2)

will be called a Gårding inequality with a gain of δ derivatives. The goal of this
paper is to prove such estimates under assumptions on the symbol of A.

In the next two sections, we present a first method that consists in writing
R e (Au, u) as an integral of a nonnegative function, modulo some error terms
that can be suitably estimated. To control these error terms, we will assume that
some coefficients are Lipschitz continuous, or that they belong to some Hölder
classes Cr = Cr (Rn). We will give a precise statement for useful estimates in
this context in an appendix at the end of the paper. Using this method, we can
prove two Gårding inequalities with a gain of one or two derivatives for second
order differential operators (see Section 2), and a Gårding inequality with a
gain of one derivative for differential operators in two independent variables
(see Section 3).

In the last section, we show that one can use paradifferential methods to
get a Gårding inequality with a gain of half a derivative for general differential
operators with Lipschitz continuous coefficients, again assuming that the symbol
is nonnegative only on supp u × Rn .

In the statements given in the next sections, we have put the smoothness
assumptions that are required to get the best possible gain when using the method
under study. However, it is easy to see that these smoothness assumptions can
be weakened at the cost of getting Gårding inequalities with a weaker gain.
The proof of such variants are left to the reader.

2. – Operators of the second order

In this section, we consider second order differential operators a(x, D, D),
that is the case m = 1. In the symbol a, we put together the terms of same
order by setting

ak(x, ζ, ζ̄ ) =
∑

|α+β|=k

aαβ(x)ζ αζ̄ β,

then, writing ζj = ξj + iηj with ξj and ηj ∈ R, we define the operator ∂2
〈x,η〉 =∑n

j=1 ∂xj ∂ηj and the following polynomials with distribution coefficients

p(x, ξ) = a2(x, ξ, ξ), s(x, ξ) = a1(x, ξ, ξ)+ 1

2
∂2
〈x,η〉a2(x, ξ + iη, ξ − iη)|η=0

and

t (x) = a0(x) + 1

2
∂2
〈x,η〉a1(x, ξ + iη, ξ − iη)|η=0
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that are defined for (x, ξ) ∈ Rn × Rn , and will be called the ξ -symbols
of the operator a(x, D, D). If s(x, ξ) =∑n

j=1 sj (x)ξj , we will also write
div s(x) =∑n

j=1 ∂xj sj (x).
In the following statements, we give Gårding inequalities under an as-

sumption R e p ≥ 0 or R e (p + s) ≥ −C0, and assuming also that certain
combinations of the coefficients of the operator have some smoothness that is
measured in terms of Hölder classes Cr = Cr (Rn).

Theorem 2.1. Let K be a compact subset of Rn and ε > 0. Assume that:

(i) The coefficients of R e s(x, ξ) are in Cε, div (R e s) ∈ C−(1/2)+ε and R e t ∈
C−(1/2)+ε;

(ii) R e p(x, ξ) ≥ 0 for almost all x ∈ K and all ξ ∈ Rn.

Then there exists a constant C such that: ∀u ∈ C∞
0 (K ), R e

(
a(x, D, D)u, u

) ≥
−C‖u‖2

1/2.

Theorem 2.2. Let K be a compact subset of Rn and C0 ∈ R. Assume that:

(i) The coefficients of R e s(x, ξ) and R e t (x) are bounded functions of x;
(ii) R e

(
p(x, ξ) + s(x, ξ)

) ≥ −C0 for almost all x ∈ K and all ξ ∈ Rn.

Then there exists a constant C such that: ∀u ∈ C∞
0 (K ), R e (a(x, D, D)u, u) ≥

−C‖u‖2
0.

Comments. The important fact here is that the inequality on the symbol is
assumed only on K × Rn . As for the smoothness of the coefficients, we could
give many variants of these statements, in particular by allowing the coefficients
aαβ to be distributions instead of bounded functions. Among all these variants,
let us quote the following:

• Theorem 2.1 remains true when its assumption (i) is replaced with: the
coefficients aαβ are Lipschitz continuous for |α+β| = 2, and belong to C(1/2)+ε

for |α + β| = 1. Similarly, the assumption (i) in Theorem 2.2 is fulfilled
as soon as the coefficients aαβ are Lipschitz continuous for |α + β| ≥ 1.

• These results must be compared with what can be proved thanks to Bony-
Hörmander’s paradifferential Gårding inequalities [6] and [2] that require
that aαβ ∈ C2δ for a gain of δ derivatives: here we get a gain of one or
even two derivatives when the coefficients are merely Lipschitz continuous.

• We can even state the following corollary of Theorem 2.2: if the coefficients
in the principal part are Lipschitz continuous and if R e (p+s)≥−C0 on K×Rn,
then there exists a distribution c such that R e ((a(x, D, D) + c)u, u)≥ 0 for
all u ∈ C∞

0 (K ).

Proof of Theorems 2.1 and 2.2. In the proof, we will use symmetric
(resp. skew-symmetric) symbols that are defined as symbols b(x, ζ, ζ̄ ) satisfying
bαβ = bβα (resp. bαβ = −bβα) for all multiindices α and β. The proof of our
two theorems then comes from the following three lemmas.



REMARKS ON GÅRDING INEQUALITIES FOR DIFFERENTIAL OPERATORS 173

Lemma 2.3. For any symbol a(x, ζ, ζ̄ ) of order (2, 1), there exists a symmetric
symbol b(x, ζ, ζ̄ ) with real valued, distribution coefficients such that for all u ∈
S (Rn), R e (a(x, D, D)u, u) = (b(x, D, D)u, u). Moreover, if p, s and t are the ξ -
symbols of the operator a(x, D, D), then b(x, ξ, ξ) = R e (p(x, ξ)+s(x, ξ)+t (x))

for all (x, ξ) ∈ Rn × Rn.

Proof. If the symbol of the operator A = a(x, D, D) is written
∑

α,β

aαβ(x)ζ αζ̄ β , then the operator 1
2 (A + A∗) has a symbol ã equal to

ã(x, ζ, ζ̄ )=
∑
α,β

1

2

(
aαβ(x) + aβα(x)

)
ζ αζ̄ β =

∑
α,β

bαβ(x)ζ αζ̄ β +
∑
α,β

icαβ(x)ζ αζ̄ β

with bαβ = 1
2 R e (aαβ + aβα) = bβα and cαβ = 1

2 I m (aαβ + aβα) = −cβα . Then
the symbol

b(x, ζ, ζ̄ ) =
∑
α,β

bαβ(x)ζ αζ̄ β +
∑
α

∑
|β|=1

1

4
∂β

x (cαβ − cβα)(x)

 (ζ α + ζ̄ α)

is a symmetric symbol with real valued coefficients satisfying

b(x, ξ, ξ) = R e
(

a(x, ξ, ξ) + 1

2
∂2
〈x,η〉a(x, ξ + iη, ξ − iη)|η=0

)
= R e

(
p(x, ξ) + s(x, ξ) + t (x)

)
.

On the other hand, to treat the cαβ terms in (ã(x, D, D)u, u), we write

(icαβ Dαu, Dβu) = 1

2
(icαβ Dαu, Dβu) + 1

2
(icαβ Dαu, Dβu)

= 1

2

(
[Dβ, icαβ]Dαu, u) + 1

2

(
[icαβ, Dα]u, Dβu)

+ 1

2
(icαβ Dα+βu, u) + 1

2
(icαβu, Dα+βu).

Since the cαβ are the coefficients of a skew-symmetric symbol, the sum of the
terms containing Dα+βu gives 0, and in view of the identity [Dα, ic] = |α|∂αc
for |α| ≤ 1, we thus get

∑
α,β

(icαβ Dαu, Dβu)= 1

4

∑
α

∑
|β|=1

((
∂β(cαβ−cβα)Dαu, u

)+(∂β(cαβ−cβα)u, Dαu
))

that proves that R e
(
a(x, D, D)u, u

) = (b(x, D, D)u, u) for the symmetric
symbol b already introduced, as required.
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Lemma 2.4. Let K be a compact subset of Rn, and b(x, ζ, ζ̄ ) be a sym-
metric symbol of order (2, 1) with bounded, real valued coefficients satisfying
b(x, ξ, ξ) ≥ 0 for almost all x ∈ K and all ξ ∈ Rn. Then we have: ∀u ∈ C∞

0 (K ),
(b(x, D, D)u, u) ≥ 0.

Proof. Writing b(x, ξ, ξ) = ∑n
j,k=1 bjkξjξk +∑n

j=1(bj0 + b0 j )ξj + b00, we
have for (almost) all (x, ξ0, ξ) ∈ K × R∗ × Rn ,

n∑
j,k=0

bjk(x)ξjξk = ξ 2
0 b
(
x, (ξ/ξ0), (ξ/ξ0)

) ≥ 0 ,

and this is still true for ξ0 = 0 by continuity. Therefore, writing u(x) =
ξ0(x) + iη0(x) and Dj u(x) = ξj (x) + iηj (x), the symmetry of the symbol b
shows that

(
b(x, D, D)u, u

) =
∫ n∑

j,k=0

bjk(x)
(
ξj (x)ξk(x) + ηj (x)ηk(x)

)
dx ,

and this is nonnegative provided that u ∈ S (Rn) is supported in K .

Theorem 2.2 simply comes from Lemmas 2.3 and 2.4 since if, on K ×Rn ,
we have R e

(
p(x, ξ) + s(x, ξ)

) ≥ −C0, then we also have R e
(

p(x, ξ) +
s(x, ξ) + t (x) + C

) ≥ 0 on K × Rn with C = C0 + supK |R e t |.
In the case of Theorem 2.1, Lemma 2.3 gives R e

(
a(x, D, D)u, u

) =
(b(x, D, D)u, u), and writing b = b2 + b1 + b0 according to the orders of the
different terms in the symbol b, we have b2(x, ξ, ξ) = R e p(x, ξ), b1(x, ζ, ζ̄ ) =
R e s(x, 1

2 (ζ + ζ̄ )) and b0(x) = R e t (x). Therefore assumption (ii) of Theo-
rem 2.1 and Lemma 2.4 show that

(
b2(x, D, D)u, u

) ≥ 0, whence

R e
(
a(x, D, D)u, u

) ≥
(

R e s
(

x,
1

2
(D + D)

)
u, u

)
+ (R e t (x)u, u

)
.

In view of assumption (i) of Theorem 2.1, the result finally comes from the
following lemma.

Lemma 2.5. Let ε be a positive real number, a(x, ξ) = ∑n
j=1 aj (x)ξj be a

polynomial of degree 1 with real valued coefficients that belong to Cε, and b be a real
valued distribution. Assume that div a and b belong to C−(1/2)+ε. Then there exists a
constant C such that: ∀u ∈ C∞

0 (Rn),
∣∣(a(x, D + D)u, u

)+ (b(x)u, u)
∣∣ ≤ C‖u‖2

1/2.

Proof. There exists a function A ∈ C(3/2)+ε satisfying
∑n

j=1 ∂2
j A = div a

in a neighborhood of K , and therefore the functions dj = aj − ∂j A ∈ Cε and
d(x, ξ) =∑n

j=1 dj (x)ξj satisfy

div d =
n∑

j=1

∂j (aj − ∂j A) = div a −
n∑

j=1

∂2
j A = 0 .
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Then we can choose functions Bj ∈ C2+ε satisfying
∑n

k=1 ∂2
k Bj = dj and∑n

j=1 ∂j Bj = 0 in a neighborhood of K , and set cjk = 2(∂k Bj − ∂j Bk) ∈ C1+ε.
Since the matrix (cjk) is skew-symmetric, we can repeat the proof of Lemma 2.3
to get the identity

n∑
j,k=1

(
icjk(x)Dj u, Dku

) = (d(x, D + D)u, u
)
.

On the other hand, if B ∈ C(3/2)+ε satisfies
∑n

j=1 ∂2
j B = b in a neighborhood

of K , we have (b(x)u, u) = i
∑n

j=1((∂j B(x)u, Dj u) − (∂j B(x)Dj u, u)), and
therefore we can write(

a(x, D + D)u, u
)+ (b(x)u, u

) = (d(x, D + D)u, u
)

+
n∑

j=1

((
∂j A(x) − i∂j B(x)

)
Dj u, u

)

+
n∑

j=1

((
∂j A(x) + i∂j B(x)

)
u, Dj u

)
= (c(x, D, D)u, u

)
if we set c(x, ζ, ζ̄ ) =∑n

j,k=0 icjk(x)ζj ζ̄k with ζ0 = ζ̄0 = 1, icj0 = ∂j A − i∂j B =
ic0 j for j > 0, and c00 = 0.

Since the principal part of the symbol c is skew-symmetric and has Lipschitz
continuous coefficients, it follows from Lemma A.2 (a) in the appendix that the
corresponding terms can be estimated by C‖u‖2

1/2. Since the other terms can
be estimated similarly thanks to Lemma A.2 (b), the proof is complete.

3. – Operators in two independent variables

Throughout this section, we assume that n = 2, or in other words, we
consider operators in two independent variables.

Given a symbol a(x, ζ, ζ̄ ) =∑|α|≤m,|β|≤m aαβ(x)ζ αζ̄ β of order (2m, m), we
define the coefficients of the principal part as the aαβ’s for |α + β| = 2m, and
the coefficients of the semi-principal part as the aαβ’s for max{|α|, |β|} = m and
|α + β| < 2m. As in the previous section, we consider the principal ξ -symbol
of the operator a(x, D, D) defined as p(x, ξ) = ∑

|α+β|=2m aαβ(x)ξα+β . The
main assumption we will need is the following.

Definition 3.1. Let x0 be a point in R2, and p(x, ξ) be a homogeneous
polynomial of degree 2m in ξ = (ξ1, ξ2) with Lipschitz continuous, real valued
coefficients. Then we say that its real characteristics can be well factorized at
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x0 if for all ξ0 ∈ R2 \ {0} satisfying p(x0, ξ0) = 0, there exist a neighborhood
V of x0, Lipschitz continuous functions ζ k : V → C2 with ζ k(x0) = ξ0 for
k ≤ L , and a polynomial q(x, ξ) with Lipschitz continuous coefficients and not
vanishing at (x0, ξ0), such that p(x, ξ) = q(x, ξ)

∏L
k=1(ζ

k
1 (x)ξ2 − ζ k

2 (x)ξ1) in
V × R2.

Examples. It is easy to show that this assumption is fulfilled in the fol-
lowing two situations:

• When p is elliptic at x0, since this means that there is no real characteristic
at x0.

• When p is a nonnegative polynomial with C2 coefficients, and the real char-
acteristics at x0 are at most double, since the square root of a nonnegative
C2 function is a Lipschitz continuous function.

Under this assumption, we get the following Gårding inequality.

Theorem 3.2. Let K be a compact subset of R2, ε be a positive real number,
and a(x, ζ, ζ̄ ) be a symbol of order (2m, m) in two independent variables with
Lipschitz continuous coefficients in the principal part and C(1/2)+ε coefficients in
the semi-principal part. Assume that the real part of its principal ξ -symbol satisfies
R e p(x, ξ) ≥ 0 on K × R2, and that the real characteristics of R e p can be
well factorized at every point x ∈ K . Then there exists a constant C such that:
∀ u ∈ C∞

0 (K ), R e (a(x, D, D)u, u) ≥ −C‖u‖2
m−(1/2).

Comments. We could give here several corollaries of this theorem, in par-
ticular thanks to the examples following Definition 3.1. Indeed, Theorem 3.2
shows that a Gårding inequality with a gain of one derivative is true for an
elliptic operator with Lipschitz continuous coefficients, but this result can also
be proved more simply by “freezing” the coefficients at different points and esti-
mating the difference in sufficiently small neighborhoods. Another consequence
is that this inequality holds for operators with C2 coefficients when the real
characteristics are at most double, but here again such a result can be proved
more simply by using Bony-Hörmander’s paradifferential Gårding inequality [6].
However, let us point out that here our symbols are assumed to be nonnegative
only on K × R2.

Writing A = a(x, D, D), the proof of Theorem 3.2 essentially consists in
a factorization 1

2 (A + A∗) = B∗ B + R where the error terms R can be well
estimated. This is why we first establish several factorization lemmas.

Lemma 3.3. For a ∈ Cm, b ∈ Cn and c ∈ Cm+n, let’s set p(a, τ ) = τm +
a1τ

m−1 + · · · + am, q(b, τ ) = τ n + b1τ
n−1 + · · · + bn and r(c, τ ) = τm+n +

c1τ
m+n−1+· · ·+cm+n. Assume that the variables a, b and c are linked by the relation

r(c, τ ) = p(a, τ )q(b, τ ) and that for some a0 ∈ Cm and b0 ∈ Cn, the polynomials
p(a0, τ ) and q(b0, τ ) have no common root τ ∈ C. Then the coefficients a and b of
the polynomials p and q can be written near a0 and b0 as holomorphic functions of
the coefficients c.
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Proof. The relation r(c, τ ) = p(a, τ )q(b, τ ) shows that the coefficients
c can be written as polynomials, and therefore holomorphic functions of the
coefficients a and b. Moreover, the jacobian determinant det

(
∂c/∂(a, b)

)
is

nonzero at (a0, b0) since it is equal to the resultant of p and q, and that
p(a0, τ ) and q(b0, τ ) have no common root τ ∈ C. Therefore, the lemma
follows from the holomorphic inverse mapping theorem.

Lemma 3.4. Let p(x, τ ) = τ 2m + a1(x)τ 2m−1 + · · · + a2m(x) be a polyno-
mial with Lipschitz continuous, real valued coefficients, and x0 ∈ R2. Assume that
p(x0, τ ) ≥ 0 for all τ ∈ R, and that for any real root τ0 of p(x0, τ0) = 0, there
exist a neighborhood V of x0, Lipschitz continuous functions θ k : V → C with
θ k(x0) = τ0 for k ≤ L, and a polynomial q(x, τ ) with Lipschitz continuous coeffi-
cients and not vanishing at (x0, τ0), such that p(x, τ ) = q(x, τ )

∏L
k=1(τ − θ k(x))

for all x ∈ V . Then there exists in some neighborhood W of x0 a factorization
p(x, τ ) = p1(x, τ )p2(x, τ ) as a product of two polynomials of degree m with Lips-
chitz continuous, complex valued coefficients, and such that for all x ∈ W satisfying
p(x, τ ) ≥ 0 on R, p2(x, τ ) = p1(x, τ ).

Proof. Since p has real valued coefficients, its nonreal roots appear as
conjugate pairs. Let us denote by θ1

0 , . . . , θn
0 the roots of p(x0, τ ) that have

a positive imaginary part, and set ε = 1
2 infk≤n I m θ k

0 > 0. Then, there is
a neighborhood U of x0 such that for all x ∈ U , the polynomial p(x, τ )

has exactly n roots θ1(x), . . . , θn(x) with an imaginary part greater than ε.
This remark gives a first factorization p(x, τ ) = q1(x, τ )q2(x, τ )q3(x, τ ) where
q1(x, τ ) = ∏n

k=1(τ − θ k(x)), q2(x, τ ) = q1(x, τ ) and q3 has only real roots
at x0. Since p has Lipschitz continuous coefficients and q1, q2 and q3 have no
common root at x0, these polynomials also have Lipschitz continuous coefficients
in some neighborhood of x0 thanks to Lemma 3.3.

It is much more difficult to handle the roots of q3, that are the roots that
happen to be real at x0. By assumption, we already know that q3(x, τ ) =∏2!

k=1(τ − θ k(x)) for some Lipschitz continuous functions θ k in a neighborhood
V of x0. For every fixed x ∈ V , let us then put the real roots θ k(x) in
decreasing order, and call n(k, x) the number of the root θ k(x) in this order
(when several θ k(x) are equal real roots at some point x ∈ V , the corresponding
numbers n(k, x) are chosen arbitrarily). Finally, let us set

I (x) =
{

k ≤ 2!; I m θ k(x) > 0 or
(

I m θ k(x) = 0 and n(k, x) is odd
)}

,

r1(x, τ ) =
∏

k∈I (x)

(τ − θ k(x)) and r2(x, τ ) =
∏

k /∈I (x)

(τ − θ k(x)) .

Since q3 has real valued coefficients, I (x) has exactly ! elements at each point
x ∈ V , and we thus get a factorization q3(x, τ ) = r1(x, τ )r2(x, τ ) in two
polynomials of degree ! with the following properties:

• The coefficients of r1 and r2 are Lipschitz continuous in each domain VJ

defined as VJ = {x ∈ V ; I (x) = J }, where J denotes any subset of [[1, 2!]]
with ! elements, because of the smoothness of the θ k ’s.
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• The coefficients of r1 and r2 are also Lipschitz continuous on the closure
of each domain VJ , since formulas r1(x) =∏k∈J (τ − θ k(x)) and r2(x) =∏

k /∈J (τ − θ k(x)) are valid even at boundary points of VJ . Indeed, if z is
a boundary point of VJ , then we have I m θ k(z) ≥ 0 for all k ∈ J thanks
to the continuity of the roots θ k . If I m θ k(z) > 0, or if I m θ k(z)=0 and
n(k, z) is odd, then we have k ∈ I (z). The remaining case (I m θ k(z)=0 and
n(k, z) even) can occur only when θ k(z) is a multiple real root of q3(z, τ ),
and then it is easy to check that J and I (z) contain the same number of
elements j such that θ j (z) = θ k(z), whence the formulas for r1 and r2.

• The coefficients of r1 and r2 are Lipschitz continuous on the whole of V .
Indeed, if a is one of these coefficients and if C denotes the largest Lips-
chitz constant of a as a function on the closures of the various VJ ’s, then
|a(x)−a(y)| ≤ C |x−y| for all x and y ∈ V , because otherwise, there would
be two points x1 and y1 ∈V such that |a(x1)− a(y1)|>C |x1− y1|; then it
would be possible to construct by dichotomy a sequence [xn, yn] of seg-
ments converging to some point z ∈ V and satisfying |a(xn)−a(yn)| >

C |xn − yn|; and finally, after extraction of a subsequence such that all the
xϕ(n) belong to the same VJ and all the yϕ(n) belong to the same VI ,
we would have |a(xϕ(1)) − a(z)| ≤ C |xϕ(1) − z| and |a(z) − a(yϕ(1))| ≤
C |z − yϕ(1)| since z = lim xϕ(n) = lim yϕ(n) belongs to the closures of VJ and
of VI , and this would lead to a contradiction since z ∈ [xϕ(1),yϕ(1)] implies
that |xϕ(1)−z|+|z−yϕ(1)|=|xϕ(1)−yϕ(1)| (here, we implicitly assumed that V
is convex, which we may).

• Finally, if x ∈ V is such that p(x, τ ) ≥ 0 on R, then all its real roots have
even multiplicities, and therefore it follows that r2(x, τ ) = r1(x, τ ).

Now, we just have to set p1(x, τ)=q1(x, τ)r1(x, τ) and p2(x, τ)=q2(x, τ)r2(x, τ)

to complete the proof of our lemma.

Lemma 3.5. Let K be a compact subset of R2, and p(x, ξ) be a homogeneous
polynomial of degree 2m in ξ ∈ R2 with Lipschitz continuous, real valued coeffi-
cients. Assume that p(x, ξ) ≥ 0 on K × R2 and that the real characteristics of p
can be well factorized at every point x ∈ K . Then there exist a neighborhood V of
K and polynomials pk

1(x, ξ) and pk
2(x, ξ), for k ≤ N, of degree m with Lipschitz

continuous, complex valued coefficients such that p(x, ξ) =∑N
k=1 pk

1(x, ξ)pk
2(x, ξ)

in V × R2, and that pk
2(x, ξ) = pk

1(x, ξ) for all x ∈ K .

Proof. Let us fix any point x0 ∈ K . Because of the assumption on
the real characteristics of p, the polynomial p(x0, ξ) is not identically zero,
and therefore, after a possible rotation in ξ , we may assume that p(x, ξ) =∑2m

k=0 ak(x)ξ k
1 ξ 2m−k

2 with a0(x0) > 0. Therefore, there is a neighborhood of x0

where we can consider the polynomial p̃(x, τ )= τ 2m +∑2m
k=1(ak(x)/a0(x))τ 2m−k .

This polynomial p̃ has Lipschitz continuous, real valued coefficients, and it is
nonnegative on K ×R (near x0) since p̃(x, τ ) = p(x, ξτ )/a0(x) for ξτ = (1, τ ).

Let us now prove that the polynomial p̃ also satisfies the assumption
of Lemma 3.4 on the real roots of p̃(x0,τ ). If τ0 is such a real root, then
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ξτ0 = (1,τ0) is a real characteristic of p, and therefore there exist by assump-
tion a neighborhood of x0, and in this neighborhood a Lipschitz continuous
factorization p(x, ξ) = q(x, ξ)

∏L
k=1(ζ

k
1 (x)ξ2 − ζ k

2 (x)ξ1) with q(x0, ξτ0) �= 0 and
ζ k(x0) = ξτ0 = (1, τ0) for all k ≤ L . If q(x, ξ) = ∑2m−L

!=0 b!(x)ξ!
1 ξ 2m−L−!

2 , we
can write a0(x) = b0(x)

∏L
k=1 ζ k

1 (x) whence b0(x0) �= 0. On the other hand,
the functions θ k(x) = ζ k

2 (x)/ζ k
1 (x) are Lipschitz continuous in a neighborhood

of x0, and this is also true for the coefficients of the polynomial q̃(x, τ ) =
τ 2m−L +∑2m−L

!=1 (b!(x)/b0(x))τ 2m−L−!. Since q̃(x, τ ) = q(x, ξτ )/b0(x), we have
q̃(x0, τ0) �= 0 and

p̃(x, τ ) = 1

a0(x)
p(x, ξτ ) = q(x, ξτ )

a0(x)

L∏
k=1

(
ζ k

1 (x)τ − ζ k
2 (x)

)

=

L∏
k=1

ζ k
1 (x)

a0(x)
q(x, ξτ )

L∏
k=1

(
τ − θ k(x)

) = q̃(x, τ )

L∏
k=1

(
τ − θ k(x)

)
.

This proves that the polynomial p̃ satisfies at x0 all the assumptions of Lemma 3.4.
Thanks to Lemma 3.4, we then have a Lipschitz continuous factorization

p̃(x, τ ) = p̃1(x, τ ) p̃2(x, τ ) in some neighborhood of x0 such that p̃2(x, τ ) =
p̃1(x, τ ) for all x satisfying p̃(x, τ ) ≥ 0 on R. Since a0(x0) > 0, the function√

a0(x) is Lipschitz continuous in a neighborhood of x0, and therefore we get
a similar Lipschitz continuous factorization p(x, ξ) = q1(x, ξ)q2(x, ξ) for p in
this neighborhood by setting q1(x, ξ) = √

a0(x)ξm
1 p̃1(x, ξ2/ξ1) and q2(x, ξ) =√

a0(x)ξm
1 p̃2(x, ξ2/ξ1).

At this point, we have proved the following result: each point xk ∈ K has
an open neighborhood V k where p can be factorized in the form p(x, ξ) =
qk

1 (x, ξ)qk
2 (x, ξ) with Lipschitz continuous factors satisfying qk

2 (x, ξ) = qk
1 (x, ξ)

for all x ∈ V k ∩ K . Since these V k cover the compact set K , we can choose a
finite number V 1, . . . , V N of them that still cover K , and real valued functions
ϕk ∈ C∞

0 (V k) such that
∑N

k=1

(
ϕk(x)

)2 = 1 in a neighborhood V of K . There-
fore, we complete the proof of our lemma by setting pk

1(x, ξ) = ϕk(x)qk
1 (x, ξ)

and pk
2(x, ξ) = ϕk(x)qk

2 (x, ξ).

Proof of Theorem 3.2. Because of our assumption on the real characteris-
tics of R e p, Lemma 3.5 shows that we can write R e p(x, ξ) =∑N

k=1 pk
1(x, ξ)

pk
2(x, ξ) in a neighborhood V of K for polynomials pk

1 and pk
2 with Lips-

chitz continuous, complex valued coefficients such that pk
2(x, ξ) = pk

1(x, ξ) on
K × R2. Then the symbol b(x, ζ, ζ̄ ) = ∑N

k=1 pk
1(x, ζ )pk

2(x, ζ̄ ) is a symbol of
order (2m, m) with Lipschitz continuous coefficients satisfying

∀ u ∈ C∞
0 (K ),

(
b(x, D, D)u, u

) =
∫

K

N∑
k=1

pk
1(x, D)u(x)pk

2(x, −D)u(x)dx

=
N∑

k=1

∫
K

∣∣pk
1(x, D)u(x)

∣∣2dx ≥ 0 .
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On the other hand, we can write R e (a(x, D, D)u, u) = (ã(x, D, D)u, u) for
a symbol ã that can be written ã(x, ζ, ζ̄ ) = b̃(x, ζ, ζ̄ ) + c̃(x, ζ, ζ̄ ) + d̃(x, ζ, ζ̄ )

where b̃ is a homogeneous symbol of order (2m, m) with Lipschitz continuous
coefficients, c̃ is a symbol of order (2m − 1, m) with C(1/2)+ε coefficients, and
d̃ is a symbol of order (2m − 2, m − 1). Since we can write b̃(x, ξ, ξ) =
R e p(x, ξ) = b(x, ξ, ξ), we have(

b̃(x, D, D)u, u
) = (b(x, D, D)u, u

)+ ((b̃ − b)(x, D, D)u, u
)

≥ ((b̃ − b)(x, D, D)u, u
)
,

and this last expression can be estimated thanks to Lemma A.2 (a) in the
appendix since the symbol b̃ − b has Lipschitz continuous coefficients and
satisfies (b̃ − b)(x, ξ, ξ) ≡ 0 for all (x, ξ) ∈ V × Rn . The terms coming from
the symbol c̃ can be estimated by C‖u‖2

m−(1/2) thanks to Lemma A.2 (b), and

the terms coming from the symbol d̃ can be obviously estimated by C‖u‖2
m−1.

This completes the proof.

4. – A general result

In this section, we return to general symbols a(x, ζ, ζ̄ ) of order (2m, m)

in n variables. In this situation, we define the coefficients of the principal part,
the coefficients of the semi-principal part, and the principal ξ -symbol exactly
as in the previous section.

Theorem 4.1. Let K be a compact subset of Rn, ε be a positive real number, and
a(x, ζ, ζ̄ ) be a symbol of order (2m, m) with Lipschitz continuous coefficients in the
principal part and C(1/4)+ε coefficients in the semi-principal part. Assume that the
real part of its principal symbol satisfies R e p(x, ξ) ≥ 0 on K×Rn. Then there exists
a constant C such that: ∀ u ∈ C∞

0 (K ), R e (a(x, D, D)u, u) ≥ −C‖u‖2
m−(1/4).

To make use of the paradifferential Gårding inequality, we need an every-
where nonnegative symbol. This comes from the following lemma, where it
can be seen that it is useless to assume more smoothness on the coefficients
of the principal part, and therefore that the gain of half a derivative cannot be
improved.

Lemma 4.2. Under the assumptions of Theorem 4.1, there exist a C∞ function
χ and a Lipschitz continuous function c, both real valued and compactly supported
in Rn, satisfying 1 − χ ≡ c ≡ 0 on K , and R e (χ(x)p(x, ξ)) + c(x)|ξ |2m ≥ 0 for
all (x, ξ) ∈ Rn × Rn.

Proof. Choose a real valued function χ ∈ C∞
0 (Rn) satisfying χ ≡ 1 in

a neighborhood of K , and set c(x) = Cχ(x)dist(x, K ). These functions have
the required smoothness since the distance to a compact set is a Lipschitz
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continuous function, and the condition R e (χ p) + c|ξ |2m ≥ 0 is fulfilled as
soon as C is chosen sufficiently large, since the coefficients of p are Lipschitz
continuous and R e p ≥ 0 on K × Rn .

Proof of Theorem 4.1 Let χ and c be as in Lemma 4.2. Then, for
|α| = |β| = m let us set b̃αβ(x) = 1

2 (aαβ(x) + aβα(x)), δαβ = 0 (resp. δαβ = 1)

if α �= β (resp. if α = β), bαβ(x) = χ(x)b̃αβ(x) + δαβ
m!
α! c(x), and

q(x, ξ) =
∑

|α|=|β|=m

bαβ(x)ξα+β = R e
(
χ(x)p(x, ξ)

)+ c(x)|ξ |2m .

Since q is (everywhere) nonnegative and has Lipschitz continuous coefficients,
the paradifferential operator Tq with symbol q in the sense of Bony [1] satisfies
Hörmander’s Gårding inequality [6] that can be written

∀ u ∈ S (Rn), R e (Tqu, u) ≥ −C‖u‖2
m−(1/4) .

On the other hand, and again since the coefficients bαβ are Lipschitz continuous,
it follows from Bony’s paradifferential symbolic calculus [1] that, up to error
terms that can be suitably estimated, Tq is equal to the paradifferential operator
B defined as Bu = ∑

|α|=|β|=m Dβ(Tbαβ
Dαu), and also equal to the differen-

tial operator b(x, D, D) with symbol b(x, ζ, ζ̄ ) =∑|α|=|β|=m bαβ(x)ζ αζ̄ β since
‖(b − Tb)v‖1/4 ≤ C‖v‖−1/4 whenever the coefficient b belongs to C1/2, thanks
to Lemma A.1 in the appendix.

In conclusion, we have proved that there is a constant C such that

∀ u ∈ S (Rn),
(
b(x, D, D)u, u

) ≥ −C‖u‖2
m−(1/4) .

Now, as in the proof of Theorem 3.2, we can write R e (a(x, D, D)u, u) =
(ã(x, D, D)u, u) for a symbol ã that can be written ã(x, ζ, ζ̄ ) = b̃(x, ζ, ζ̄ ) +
c̃(x, ζ, ζ̄ ) + d̃(x, ζ, ζ̄ ) where b̃(x, ζ, ζ̄ ) =∑|α|=|β|=m b̃αβ(x)ζ αζ̄ β , c̃ is a symbol
of order (2m − 1, m) with C(1/4)+ε coefficients, and d̃ is a symbol of order
(2m−2, m−1). Since 1−χ ≡ c ≡ 0 on K , we have b̃(x, D, D)u = b(x, D, D)u
for all u ∈ C∞

0 (K ), and since the terms coming from the symbols c̃ and d̃ can
be estimated in the same way as in the proof of Theorem 3.2, the proof is
complete.

Final Remark. The method described in this section can be extended to
some pseudodifferential operators with nonsmooth symbols, but still assuming
that these symbols are nonnegative only on K × Rn .

More precisely, if for m ∈ R and r ∈ (0, 1] we consider the space �m
r of

functions a(x, ξ) defined on Rn × Rn and satisfying estimates

|∂α
ξ a(x, ξ)| ≤ Cα(1 + |ξ |)m− |α|

and
|∂α

ξ a(x, ξ) − ∂α
ξ a(y, ξ)| ≤ Cα|x − y|r (1 + |ξ |)m− |α|
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uniformly for x , y and ξ ∈ Rn , and for all multiindices α, and the corresponding
pseudodifferential operators a(x, D) defined on S (Rn) by

a(x, D)u(x) = (2π)−n
∫

ei〈x,ξ〉a(x, ξ)û(ξ)dξ ,

then we can state the following result, the proof of which is left to the reader.

Theorem 4.3. Let m be a positive real number and {m} = mink∈Z |m − k|,
δ ∈ ( 2

3 {m}, 1
2 ], and K be a compact subset of Rn. Let ak and bk be functions from

the space �m
2δ satisfying R e

(∑N
k=1 ak(x, ξ)bk(x, ξ)

) ≥ 0 on K × Rn. Then there
exists a constant C such that: ∀ u ∈ C∞

0 (K ), R e
∑N

k=1(a
k(x, D)u, bk(x, D)u) ≥

−C‖u‖2
m−(δ/2).

Appendix: Bony’s paraproduct and related estimates

To prove estimates we used in the previous sections, we need to give
in this appendix a short reminder of Bony’s construction of the paraproduct
operator [1].

Let us choose a function ϕ0 ∈ S (Rn) such that ϕ̂0(ξ) = 0 for |ξ | ≥ 4
3 and

ϕ̂0(ξ) = 1 for |ξ | ≤ 1. Then let us set ϕp(x) = 2pnϕ0(2px), ψ0(x) = ϕ0(x)

and for all integers p ≥ 1, ψp(x) = ϕp(x) − ϕp−1(x). Since the sequence
(ϕp) converges in S ′(Rn) to the Dirac distribution, it follows that for any
distribution u ∈ S ′(Rn), the convolution products u ∗ ψp are C∞ functions
satisfying u =∑p≥0(u ∗ ψp), where the series converges in S ′(Rn).

This decomposition gives information on the smoothness of the distribu-
tion u. Indeed, if u belongs to the Sobolev space Hs for some s ∈ R, then
u ∗ ψp ∈ L2

(Rn) for all integers p ≥ 0, and we have
∑

p≥0 22ps‖u ∗ ψp‖2
0 ≤

C‖u‖2
s < ∞. Similarly, if a belongs to the Hölder space Cr for some r ∈ R,

then a ∗ ψp ∈ L∞
(Rn) for all integers p ≥ 0, and writing |a|0 = sup

Rn |a|, we
have supp≥0 2pr |a ∗ ψp|0 < ∞. To state a converse, let B be a compact subset
of Rn , and assume that 0 /∈ B or s > 0: if (up) is a sequence of smooth square
integrable functions such that supp û p ⊂ 2p B and

∑
p≥0 22ps‖up‖2

0 < ∞, then
the series

∑
p≥0 up is convergent in Hs (for all this, see [1] where a similar

result is also proved for Cr distributions).
Since a =∑p≥0(a ∗ ψp) and u =∑q≥0(u ∗ ψq), we are led to define the

product au formally by setting

au =
∑
p≥0

∑
q≥0

(a ∗ ψp)(u ∗ ψq) .

Bony’s paraproduct operator can be defined by choosing half of these terms, as
follows

Tau =
∑
q≥2

 ∑
p<q−1

(a ∗ ψp)

 (u ∗ ψq) ,
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where the series is convergent in S ′(Rn) whenever a ∈ Cr and u ∈ Hs for
some real numbers r and s. Therefore, we will say that the product au is well
defined if the complementary series

au − Tau =
∑
p≥0

 ∑
q≤p+1

(u ∗ ψq)

 (a ∗ ψp)

is also convergent in S ′(Rn).
It is worth noting that this product coincides with the usual product when

it is classically defined, namely when a ∈ L∞ and u ∈ L2, or when a ∈ ∩r∈RCr ,
or when u ∈ ∩s∈RHs . Moreover, when the products (Dj a)u and a(Dj u) are
well defined, this is also true for the product au, and we then have Dj (au) =
(Dj a)u + a(Dj u).

In the present paper, we use the following estimates.

Lemma A.1. Let a ∈ Cr and u ∈ Hs for some real numbers r and s. Then
there exist constants C independent of u but depending on a, r and s such that:

(a) If a ∈ L∞
(Rn), then ‖Tau‖s ≤ C‖u‖s .

(b) If r + s > 0 and r > 0, then the product au is well defined and we have the
following estimates: ‖(a − Ta)u‖r+s ≤ C‖u‖s if s ∈ (−r , 0), and ‖au‖s ≤
C‖u‖s if s ∈ (−r , r).

Proof. Estimate (a) was proved in Bony [1].
For the proof of statement (b), let us first assume that s ∈ (−r , 0). We

have
∑

q≤p+1(u ∗ ψq) = u ∗ ϕp+1, and since r + s > 0 and the Fourier
transform of (u ∗ ϕp+1)(a ∗ ψp) is supported in 2p B for a compact subset
B of Rn , we just have to estimate

∑
p≥0 22p(r+s)‖(u ∗ ϕp+1)(a ∗ ψp)‖2

0. But
because of the localisation of the Fourier transforms of the u ∗ ψq ’s, we
can write ‖u ∗ ϕp+1‖2

0 ≤ C1
∑

q≤p+1 ‖u ∗ ψq‖2
0, whence ‖(u ∗ ϕp+1)(a ∗ ψp)‖2

0 ≤
C1
∑

q≤p+1 ‖u ∗ ψq‖2
0|a ∗ ψp|20. Therefore

∑
p≥0

22p(r+s)‖(u ∗ ϕp+1)(a ∗ ψp)‖2
0 ≤ C1

∑
p≥0

22p(r+s)|a ∗ ψp|20

 ∑
q≤p+1

‖u ∗ ψq‖2
0


≤ C2

∑
q≥0

‖u ∗ ψq‖2
0

 ∑
p≥q−1

22ps


= C3

∑
q≥0

22qs‖u ∗ ψq‖2
0 ≤ C4‖u‖2

s .

Therefore, in this case, the product au is well defined and ‖(a − Ta)u‖r+s ≤
C‖u‖s .

Now, if s ≥ 0 we have u ∈ Hs implies u ∈ Ht with t = −r/2 < 0. But
since r + t = r/2 > 0, it follows from the previous case that the product au is
also well defined in this case.
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Finally, if s ∈ (−r , r), let us set t = 1
2 (s − r). Then we have: t < s

whence u ∈ Hs implies u ∈ Ht , t ∈ (−r , 0) whence ‖(a − Ta)u‖r+t ≤ C‖u‖t ,
and t < s < r + t whence

‖(a − Ta)u‖s ≤ ‖(a − Ta)u‖r+t ≤ C‖u‖t ≤ C‖u‖s .

On the other hand, statement (a) shows that ‖Tau‖s ≤ C‖u‖s , and therefore,
we can conclude that ‖au‖s ≤ C‖u‖s .

Let us point out that, in particular, estimates (b) above are true with r = 1
when the function a is Lipschitz continuous. We use this fact to prove the
following lemma.

Lemma A.2. Let V be an open subset of Rn, and a(x, ζ, ζ̄ ) be a symbol of
order (2m, m).

(a) If the coefficients aαβ are Lipschitz continuous in V , and if a(x, ξ, ξ) = 0 for all
(x, ξ) ∈ V × Rn, then there exists a constant C such that: for all u ∈ C∞

0 (V ),
|(a(x, D, D)u, u)| ≤ C‖u‖2

m−(1/2).
(b) If a is a symbol of order (2m−1, m) and if the coefficients aαβ belong to C(δ/2)+ε

for some real numbers δ ≤ 1 and ε > 0, then there exists a constant C such
that: for all u ∈ C∞

0 (V ), |(a(x, D, D)u, u)| ≤ C‖u‖2
m−(δ/2).

Proof. Let us first prove property (a). If a has Lipschitz continuous co-
efficients and if a(x, ξ, ξ) = 0 on V × Rn , there exist symbols bjk and cj of
order (2m − 2, m − 1) with Lipschitz continuous coefficients such that

a(x, ζ, ζ̄ ) =
n∑

j,k=1

(ζj ζ̄k − ζk ζ̄j )bjk(x, ζ, ζ̄ ) +
n∑

j=1

(ζj − ζ̄j )cj (x, ζ, ζ̄ ) .

Therefore, we have to estimate terms of two different forms. For the first kind
of terms, we use Bony’s paraproduct operator Tb to write, for |α| < m and
|β| < m,∣∣(bDj Dαu, Dk Dβu) − (bDk Dαu, Dj Dβu)

∣∣ = ∣∣∣((b − Tb)Dj Dαu, Dk Dβu
)

+ ([Tb, Dj ]Dαu, Dk Dβu
)+ ([Dk, Tb]Dαu, Dj Dβu

)
+ ((Tb − b)Dk Dαu, Dj Dβu

)∣∣∣ ≤ ‖(b − Tb)Dj Dαu‖1/2‖Dk Dβu‖−1/2

+ ‖T∂j b Dαu‖1/2‖Dk Dβu‖−1/2 + ‖T∂k b Dαu‖1/2‖Dj Dβu‖−1/2

+ ‖(b − Tb)Dk Dαu‖1/2‖Dj Dβu‖−1/2

because [Tb, Dj ] = iT∂j b, and all these terms can be estimated by a constant
times ‖u‖2

m−(1/2) since ‖(b − Tb)v‖1/2 ≤ C‖v‖−1/2 for a Lipschitz continuous
coefficient b, and ‖Tcv‖1/2 ≤ C‖v‖1/2 for a bounded coefficient c thanks to
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Lemma A.1. For the second kind of terms, we simply write, again for |α| < m
and |β| < m,∣∣(cDj Dαu, Dβu) − (cDαu, Dj Dβu)

∣∣ = ∣∣([c, Dj ]Dαu, Dβu)
∣∣ ≤ C‖u‖2

m−1

since the operator [c, Dj ] is just a multiplication by a bounded function.
Let us now prove property (b). Since a symbol of order (2m − 1, m) is a

linear combination of terms of the form aαβζ αζ̄ β + aβαζ β ζ̄ α with |α| < m and
|β| ≤ m, we just have to write

|(aDαu, Dβu)| ≤ ‖aDαu‖δ/2‖Dβu‖−δ/2 ≤ C‖u‖2
m−(δ/2)

for such α and β ’s, since ‖av‖δ/2 ≤ C‖v‖δ/2 thanks to Lemma A.1 when the
coefficient a belongs to C(δ/2)+ε, and ‖v‖δ/2 ≤ ‖v‖1−(δ/2) when δ ≤ 1.
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