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FIRST AND SECOND ORDER ASYMPTOTIC EFFICIENCIES OF ESTIMATORS

C. RADHAKRISHNA RAO
Indian Statistical Institute Calcutta

1 - INTRODUCTION -

The objects of the paper are two fold : (i) to examine the definition of asymptotic efficiency
of an estimator as discussed in statistical literature and reformulate it in a way more appropriate
to problems of statistical inference and (ii) to develop the concept of second order efficiency by
which different estimators satisfying the asymptotic efficiency (to be called first order) could be
distinguished. The method of maximum likelihood (m.1. ) is known to be one out of an infinity of

estimation procedures leading to asymptotically efficient (first order) estimators. It is proved, under
certain conditions, that m.l. has the maximum second order efficiency, which distinguishes it from

the others. The original ideas relating to these wider concepts of efficiency are contained in two
fundamental papers by Fisher [7, 8] . A systematic study of estimation in large samples, based on
these ideas, has been undertaken by the author in three different papers [19, 20, 21] .

Before discussing the concept of efficiency it may be useful to specify the object of estimation.
We do not look upon an estimate computed by a suitably chosen procedure as an end in itself, as

it would be if the theory of decision functions as developed by Wald [ 26] is strictly adhered to. The

limitations of such a theory are well known (Fisher [ 9] ). The introduction of a loss function may
be inappropriate in many situations and further there will be generally, multiple uses for an estimate
for which it may be difficult to assign a consolidated loss function. For instance, if an anthropo-
metrician is estimating the mean stature in a population on the basis of a sample he may need the
estimate for a variety of purposes. He may compare it with an estimate of mean stature of another

population, combine it with a previous estimate from the same population, assert with some

confidence that the true stature lies between two values, preserve it for comparison or combination
with future estimates, and so on. It may be argued that for each purpose a different estimate may
be used depending on the consequences of the decision taken. But it may be more convenient to

obtain an estimate which, without further reference to original data, would serve a variety of pur-
poses. In any case, since estimation necessarily involves condensation of observed data, a good
estimator is one which provides a satisfactory substitute for the entire data (Rao [ 19]).

More precisely, we shall investigate the consequences of using an estimator, instead of the
whole sample, in constructing tests of significance of simple hypotheses or setting up of confidence
intervals of the unknow parameter. It is shown that the loss incurred by adopting such restricted
procedures is not serious in large samples if estimators are chosen to satisfy the criteria of first
order efficiency stated in the paper.

It may also be thought, that for a function of the observations to be called an estimator, it

must be in some sense close to the true value of the parameter ; this aspect is examined by com-
puting an asymptotio lower bound for the probability of an estimator lying in a fixed, but small,
interval enclosing the true value as the sample size tends to infinity and laying down a criterion
by which an estimator attaining this lower bound can be identified.

2 - FIRST ORDER EFFICIENCY -

Asymptotic efficiency of a consistent estimator Tn of a parameter 8 is defined as the ratio

stet 1/i, where i is the information (as defined by Fisher [7]) per single observation, to the asymptotic
variance of vn (T~ - ~). It is believed that (i) for a consistent estimator the asymptotic variance
under consideration has the lower bound so that an estimator which has its asymptotic variance

equal to 1/i is fully efficient, and (ii) an estimator with the smallest asymptotic variance is more
useful than others in problems of statistical inference. We shall examine to what extent these two

statements are valid.
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Hodges constructed the following example (quoted in a paper by Lecam [12] ). Let X, be the
mean of n independent observations on X from a normal distribution with mean 8 and standard
deviation unity. Consider the statistic

It is easy to see that vn (T, - 8) is also asymptotically normally distributed with variance 1 for v f0
and a2 for ~ = 0. Since a is arbitrary the asymptotic variance can be made as small as possible
when 8 = 0. This example shows that statement (i) regarding the existence of a lower bound to

asymptotic variance is not strictly true. Estimators such as (2. 1) are called ’super efficient’ I since

the ratio of 1/i to asymptotic variance exceeds unity at least for some values of the parameter.

It was pointed out by Kallianpur and Rao [11] that this situation does not arise if the estimator
is Fisher consistent and Frechet differentiable as a functional of the empirical distribution function.
Under these conditions 1/i is shown to be a lower bound to asymptotic variance. Earlier work by
Neyman [14] and Barankin and Gurland [ 2] in some special cases also confirms this result. But the

conditions imposed on the estimator are very restrictive.

In order to examine whether asymptotic variance is a reliable indicator of the usefulness of an

estimator in statistical inference let us consider the following example, where X. denotes the median
of n independent observations from a normal population with variance unity. Define the statistic

The asymptotic distribution of is normal with variance a 2 7U /2 whe n 8 = 0 and 1 when

8 f 0. Since a is arbitrary T~ is ’super efficient’, but obviously is less useful than X-,, which is

sufficient for 8, # in problems of inference. For instance a test based on Tn defined in (2.2), for

the hypothesis 8 = 0 essentially depends on the median which is known to be less powerful than the
mean.

In this connection we may also refer to an interesting but a different type of example due to
Basu [3J # where the ratio of the limiting variance of one statistic to that of another co but also
the corresponding ratio of probabilities outside any given limits enclosing the true value - o.
Another example investigated by Sethuraman [23] shows that although one statistic has a smaller

variance than another uniformly, a test based on the former is less powerful for a neighbourhood
of values close to the value of the parameter under test. The criterion of minimum variance, by
itself, is therefore somewhat misleading.

To define the new criterion of efficiency let us introduce some notations. We shall consider
the case of identical and independently distributed observations and denote by P(X, ~) the probability
density of the sample X" n in the n dimensional Euclidean space E" and by P(Tn # -&#x26;) the corresponding
density for the statistic T~. The first derivatives of and P(Tn 8) assumed to exist, are

denoted by 8) and P’(Tn # -&#x26;). Let :

The functions I( 8) and correspond to the information per observation contained in the sample
and in the statistic respectively.

Definition of first order efficiency - T~ is said to have first order efficiency if

where (8) is a function of 8 only.
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We shall examine the consequences of such a definition by studying the properties of T,, based
on the condition (2. 3).

Firstly the condition (2. 3) implies that the asymptotic correlation between Z, and v)
is unity. If T~ n is an alternative consistent estimator of 8 , then its efficiency can be defined as

the square of its asymptotic correlation with Z,. The pivotal quantity Zn considered as a function
of the observations and the parameter plays a fundamental role in statistical inference (i. e. , in

providing optimum procedures of testing of hypotheses, setting up confidence limits etc. ) in large
samples as shown by Wald [24, 25] and Rao and Poti [22J . By demanding that the asymptotic
correlation should be unity we are hoping that Tn can be used as a good substitute for Z ~ in suffi-

ciently large samples.

On the basis of this criterion, Hodges’ ’super efficient’ estimator (2. 1) is efficient in the new
sense and is asymptotically equivalent to X ~ i. e. , has asymptotic correlation unity with X ~ n although
their asymptotic variances are different. On the other hand the ’super efficient’ estimator (2.2) is

not fully efficient although it has a smaller asymptotic variance than X~,its efficiency in the new
sense being 2/ It  1 at ~ = 0. Thus the new definition enables us to distinguish between estimators
such as those defined in (2. 1) and (2. 2) without restricting the class of estimators to well behaved
functions of observations.

Secondly it has been established (Doob [ 5, 6] , Rao [ 20] ) that under some mild regularity
conditions on the probability density P(X~, 8), the condition (2. 3) implies that iT - i as n -- 00, i. e. ,
the limiting information per observation in the statistic tends to the information per observation in

the entire sample. This is important since n iT provides in some sense a measure of distance (for
discrimination) based on the distribution of T~, between alternative values of the parameter close
to each other (Rao [ 15 , 19])~ where as the distance based on the distribution of the entire sample
is n i. It is known that ni,.:i ni and what has been shown is that niT/ni - 1, giving an assurance
that for discriminating between alternative values of the parameter close to one another, the per-
formance of the statistic is as good as that of the entire sample as the size of the sample increases.

Thirdly, if r~(8 ) denotes the power function of the test criterion Vn(T,, - -&#x26;0) ~ X for testing the
hypothesis v = 80 against the alternatives 8 &#x3E; -&#x26;0’ where X is chosen such that the limiting level of

significance is a~ then the condition (2. 3) implies that :

where r§(8) is the derivative of r~(8) and a is the ao point of the standard normal deviate. It is

known from a lemma proved by the author (Lemma 2.1 in [ 21] ) that for any test :

A comparison of (2. 4) with (2, 5) shows that a test based on an efficient estimator has locally good
power in large samples. For any statistic with asymptotic correlation p  1 with Z~, i. e. , not

efficient in the new sense, the limit of the left hand side is p times that of the right hand side in

(2, 4). From this it follows that a test based on an inefficient estimator such as the ’super efficient’ I

estimator (2.2), is locally less powerful for at least a small neighbourhood of -&#x26;0 for sufficiently
large n, although this neighbourhood may depend on n.

Since the problem of confidence intervals and testing of hypothesis are inter-related, similar
optimum propert’ies are expected of confidence intervals based on first order efficient estimators .

3 - STRONGER FIRST ORDER EFFICIENCY -

We will now state a stronger form of first order efficiency and deduce the properties of
estimators satisfying it.

Definition of stronger first order efficiency - A statistic T, is said to have stronger first
order efficiency as a consistent estimator of 8 if :

or alternatively :
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where p,  1 and is independent of 8 for a small interval 8 round the true value.

It may be seen that the condition (3.1) or (3.2) implies a stronger stochastic relationship
between Z. and (T~ - 8 ) than that implied by (2. 3) of first order efficiency.

It has been proved in an earlier paper (Rao [21 ) that if fin (8) is the second kind of error for

any test of the hypothesis 5 = ~o at a level of significance tending to a fixed value a, 0  a  1 as

then :

Under the condition that Z, admits a moment generating function and certain other mild conditions
on Z~ as a function of ~ it has also been shown that, for a test based on T~ satisfying the condition
(3.1) or (3.2)

The result (3.4) shows that a test based on T~ satisfying stronger first order efficiency has. as
good power or perhaps better than any other given test in small intervals of 8 round the hypothetical
value for all sufficiently large n. It may be noted that the corresponding result establishing local
power in the case of estimators satisfying first order efficiency is somewhat weaker.

The results (3, 3) and (3, 4) can be restated in a form suitable for studying the probability of
concentration of an estimator in fixed intervals round the true value as n -· oe. It was thought
that a statistic with a smaller asymptotic variance has necessarily higher concentration in the

neighbourhood of the true value. This is true only when intervals of the type (vo £ k n-1 2) which tend
to zero as n -+ (X) are taken and the limiting value of the probability of concentration in such
intervals is considered. Some other properties must be satisfied to ensure higher concentration in
fixed intervals round the true value as the sample size increases. This line of work was initiated
by Bahadur [ 1], whose results are derived here as a consequence of the stronger first order

efficiency of estimators.

It may be seen that the result (3. 3) can be restated in the form :

and for any consistent estimator of 8. For an estimator T~ satisfying the stronger first order
efficiency :

The result (3. 6) shows that a statistic T~ satisfying (3,1) or (3.2), has in some sense maximum
concentration in small intervals round the true value as n ~ 00.

It may be enquired, under what conditions and for which methods of estimation, the weaker
and stronger forms of efficiency hold. In the case of the multinomial distribution, which has been

studied somewhat thoroughly, 1 it is known that estimators exist for which condition (2. 3) of first

order efficiency is satisfied when the cell probabilities admit continuous first derivatives only (Rao ,
[18]) and the stronger conditions (3.1) and (3, 2) are satisfied when continuous second derivatives
exist (Rao, [16], [ 1?]). If the parameter chosen is a continuous functional of the distribution function, 1
such estimates may be derived by methods such as m. l. , minimum chi-square, minimum modified
chi-square (Neyman, [ 14]), minimum discrepancy (Haldane [ 10] ), etc. It will be shown in section
4 that although all these methods lead to first order efficient estimators, they could be distinguished
by another measure to be defined as the second order efficiency.

In the case of continuous distributions no comprehensive discussion is available to answer all
the questions relating to first order efficiencies, except for a recent contribution due to Bahadur

[ 1], who imposes rather severe restrictions on the probability density. Partial answers, however ,
exist in the papers by Cramer [4], Doob [5, 6], LeCam [12 , 13] and others.
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4 - SECOND ORDER EFFICIENCY -

First order efficiency states that under a suitable norming factor (T, - v) is close to Zn n in
large samples, in the sense that the difference -~ 0 in probability. There exist, indeed, a large
number of estimation procedures which lead to estimators satisfying this condition. We may then
try to distinguish among them by constructing a measure of the rate of convergence of the difference
between Zn and 1~ (Tn - 8). For this let us consider :

which is Van times the difference occurring in the condition (2. 3) of first order efficiency and which
may not converge to zero in probability. What is relevant is not the distribution of Wn by itself but
its conditional distribution given T~ or some measure of variability of W given T . We may then
define the limiting average conditional variance of W~ given Tn as second order efficiency. The im-

portance of such a definition may be seen from the fact that the average conditional variance for

any finite n is exactly

ni - niT (4.2)

which is the difference between the actual amounts of information contained in the sample and in the
statistic. It may be recalled that first order efficiency ensures that :

while the concept of second order efficiency is based on minimising the expression

It is extremely difficult to evaluate (4.4) except in special cases by using the actual knowledge of

the joint distribution of T~ and W~.
On the other hand it is somewhat simpler to evaluate, /I in a general way, the average condi-

tional variance of Wn given vn. (T, - ~) from their joint asymptotic distribution, which we shall adopt
as second order efficiency and denote it by E2. In many cases it is possible that :

when our definition will be satisfactory. It is worth investigating some general conditions under which
(4. 5) is true.

The quantity E2 as defined can, however, be directly computed as the minimum asymptotic
variance (minimised with respect to X) of the statistic

The exact computation of E2 has been carried out in the case of the multinomial distribution in k
classes with the following conditions on the probabilities, the parameter and the estimation procedure.

(i) The cell probabilities represented by x~ ( 8 ) , ... , I x~ ( 8 ) admit continuous derivatives up to
the second order.

(ii) The parameter 8 under consideration is a continuous functional of the distribution func-

tion.

(ii) The estimating equation :

where n~,... , nk are observed frequencies in the k classes, is consistent, i.e.~ f(8 , x~(8), ... , ~..,(~))~0
and has continuous derivatives up to the second order in v as well as in nil n considered as va-
riables.
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Under the conditions (i), (ii) and (iii) it has been shown by the author L 20] that :

where :

and further that in the case of an m. 1. estimator the lower bound 03BC is actually attained. The fol-
lowing Table gives the values of E2 for a number of methods of estimation, where in the value of
A is

Table

Second order efficiencies of different methods of

estimation applicable to a multinomial distribution.

Although all the six methods listed in the Table satisfy the criterion of first order efficiency both
in weaker and stronger forms, they are clearly distinguishable by their second order efficiencies .
Apart from m.l.~ which has been shown to have the smallest value of E2 under the conditions
assumed, minimum Hellinger distance appears to be better than the other methods of estimation

considered. The method of minimum modified chi-square advocated by Neyman [14] ] seems to involve
a higher loss of information than the usual minimum chi-square method.
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DISCUSSION

M. FERON - Is there any difficulty in generalising the results to the multiparameter case ?

M. RAO - In the case of more than one parameter the first and second order efficiencies
cam be defined in a similar way. If there are k parameters we consider the vector Z of the
derivatives :

where Xn is the sample point and 8 stands for the vector of parameters. If T~ represents the vector
estimate, then first order efficiency of the estimate may be defined as the property that :
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in probability is a square matrix of order k. The condition is of the same form as

(2. 3. ) in the case of a single parameter except that the variables involved are vectors.

To define the second order efficiency let us consider the vector variable

and define E2 as the matrix of average conditional variances and covariances of Wn given Tn as
computed from the joint asymptotic distribution of Wn and n~ (Tn - -&#x26;).

It may be shown, as in the case of a single parameter that there exists a matrix [i such
that E2 - ~ is at least semi-positive definite. For maximum likelihood estimation E2 = ~.


