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ABSTRACT. – Studied in this paper is the transformation of an arbitrary symmetric Markov
processX by multiplicative functionals which are the exponential of continuous additive func-
tionals ofX having zero quadratic variations. We characterize the transformed semigroups by
their associated quadratic forms. This is done by first identifying the symmetric Markov process
under Girsanov transform, which may be of independent interest, and then applying Feynman–
Kac transform to the Girsanov transformed process. Stochastic analysis for discontinuous mar-
tingales is used in our approach. 2002 Éditions scientifiques et médicales Elsevier SAS

Math. Subj. Class. (1991):Primary 60J45; secondary 60J57; 31C25

RÉSUMÉ. – Dans ce papier, nous étudions la transformation d’un processus symétrique de
Markov X par une functionelle multiplicative, qui est l’exponentielle d’une function additive
continue, de variation quadratique nulle. Les semi-groupes transformés seront caracterisés par
leur formes quadratiques associées. On traite d’abord le cas de la transformation de Girsanov (qui
peut avoir un interêt en sai), puis on applique la transformation de Feynman–Kac au processus
transformé. L’analyse strochastique pour les martingales discontinues est utilisée dans notre
approche. 2002 Éditions scientifiques et médicales Elsevier SAS

1. Introduction

Let E be a Lusin metrizable topological space, i.e.,E is homeomorphic to a Borel
subset of some compact metric space andB(E) is the class of Borel sets inE. Let m
be aσ -finite measure onB(E) with supp[m] =E. Let χ = (�,M,Mt ,Xt ,Px, x ∈ E)

be anm-symmetric, right Markov process with state spaceE. In more detail, the right-
continuous process[0,+∞) � t �→Xt is defined on the sample space(�,M), adapted
to the filtration (Mt ), and under the lawPx is a strong Markov process with initial
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conditionX0 = x. The shift operatorsθt , t � 0, satisfyXs ◦ θt = Xs+t identically for
s, t � 0. Adjoined to the state spaceE is an isolated point∂ /∈ E; the processX retires
to ∂ at its “lifetime” ζ := inf{t : Xt = ∂}. DenoteE ∪ {∂} byE∂ .

The transition operatorsPt , t � 0, are defined by

Ptf (x) := Ex[f (Xt)] = Ex[f (Xt); t < ζ ].

(Here and in the sequel, unless mentioned otherwise, we use the convention that a
function defined onE takes the value 0 at the cemetery point∂ .) ThePt may be viewed
as operators onL2(E,m); as such they form a strongly continuous semigroup of self-
adjoint contractions. The associated infinitesimal generatorL is defined by

Lf := lim
t↓0

t−1(Ptf − f ) (1.1)

on the domain consisting of thosef ∈L2(E,m) for which the limit in (1.1) exists in the
strong sense. The (typically unbounded) operator−L is self-adjoint and non-negative,
so it admits a (self-adjoint, positive) square root

√−L. Let F be the domain of
√−L,

and define the bilinear formE onF by

E(u, v)= (√−Lu,
√−Lv

)
L2(E,m)

, u, v ∈F .

Then(E,F) is thesymmetric Dirichlet formon L2(E,m) associated with the process
X. It is known (cf. [17]) that (E,F) is quasi-regular. In fact, there is a one-to-
one correspondence between symmetric right Markov processes and symmetric quasi-
regular Dirichlet forms. It is proved in [4] that a Dirichlet form is quasi-regular if
and only if it is quasi-homeomorphic to a regular Dirichlet form on a locally compact
separable metric space. Thus without loss of generality, we assume throughout this paper
thatE is a locally compact separable metric space and that(E,F) is a regular Dirichlet
form. Let Fb = F ∩ L∞(E,m) and denote byFe the family of B(E)-measurable
functionsu on E that is finitem-a.e. and there is anE-Cauchy sequence{un} ⊂ F
such that limn→∞ un = u m-a.e. onE. (E,Fe) is called the extended Dirichlet space of
(E,F). Details on symmetric Markov process and Dirichlet form can be found in [12]
and [17], including definitions on smooth measures, capacity,E-nest, quasi-continuity,
etc.

It is well known (cf. [12]) that foru ∈ Fe, u has a quasi-continuous versioñu and
ũ(Xt) has the following Fukushima’s decomposition:

ũ(Xt)= ũ(X0)+Mu
t +Nu

t , t � 0. (1.2)

HereMu is a martingale additive functional ofX and Nu is a continuous additive
functional ofX having zero quadratic variation. Note that in generalNu is not a process
of finite variations soũ(Xt) is not a semimartingale, even whenX is a Brownian
motion. The above decomposition (1.2) can be regarded as an extension of Doob–Meyer
decomposition for semimartingales.
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This paper is concerned with the following Feynman–Kac type transformation ofX

by multiplicative functional eN
u
t :

P̂tf = Ex

[
f (Xt)e

Nu
t
]

for f � 0, (1.3)

and its characterization.
When Nu

t is a process of finite variation, (1.3) is a Feynman–Kac transform.
Feynman–Kac transforms and Schrödinger operators have been studied extensively by
many authors. See for example [5,22] and the references therein. But hereNu

t is an
additive functional of zero energy which does not necessarily have finite variations so
the classical results for Feynman–Kac transform do not apply. Here are some interesting
examples.

Examples. – LetX be a Brownian motion inR.
(1) (Hilbert transform of Brownian local times) Let u(x) = x log |x| − x, which is

locally in the Sobolev spaceW 1,2(R). It is illustrated in Example 5.5.2 of [12] that
t → Nu

t is not of finite variation. FurthermoreNu
t is the value at 0 of the Hilbert

transform of Brownian local times, that is,

Nu
t = lim

ε↓0

t∫
0

X−1
s 1{|Xs |�ε} ds = lim

ε↓0

∫
R

L(x, t)

x
1{|x|�ε} dx.

HereL(x, t) is the local time ofX atx. If we define fora ∈ R, ua(x)= u(x − a), then

Nua
t = lim

ε↓0

t∫
0

(Xs − a)−11{|Xs−a|�ε} ds = lim
ε↓0

∫
R

L(x, t)

x − a
1{|x−a|�ε} dx.

(2) (Fractional derivative of Brownian local times) For u = |x|1−α
α(α+1)sgn(x) with α ∈

(0,1/2), t →Nu
t is not of finite variations and

Nu
t = lim

ε↓0

t∫
0

Xs|Xs |−α−21{|Xs |�ε} ds =
∞∫

0

L(x, t)−L(−x, t)
x1+α dx,

which is the value at 0 of thesymmetricfractional derivative of orderα for the Brownian
local time (see [26] and [27]).

One can similarly make examples for one-dimensional symmetric stable processes as
well (cf. [10]).

The above examples demonstrates the additive functionalNu of zero energy in (1.2)
contains many important as well as interesting continuous additive functionals and
therefore it is worthwhile to investigate the Feynman–Kac type transform (1.3) by eNu

t .
To state the main result of this paper, we need the following definition.
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DEFINITION 1.1. –A smooth measureµ is said to be in Kato class of processX if its
associated PCAFAt satisfies condition

lim
t↓0

esssup
x∈E

Ex[At ] = 0. (1.4)

Hereesssup
x∈E

is the abbreviation for

inf
N⊂E

Cap1(N)=0

sup
x∈E\N

,

whereCap1 denotes the1-capacity ofX. Similarly, we defineessinf
x∈E to be

inf
N⊂E

Cap1(N)=0

inf
x∈E\N .

Let 〈Mu〉 be the predictable dual projection of the square bracket[Mu] of Mu in (1.2),
which is a positive continuous additive functional (PCAF in abbreviation) ofX. We
denote byµ〈u〉 the Revuz measure of〈Mu〉. Measureµ〈u〉 is called the energy measure
of u.

THEOREM 1.2. –Assume that functionu is inFe such thatµ〈u〉 is in Kato class ofX.
ThenP̂t is a strongly continuous symmetric semigroup onL2(E,m). Let (Q,D(Q)) be
the quadratic form associated witĥPt onL2(E,m). ThenD(Q)= F and forf,g ∈Fb,

Q(f,g)= E(f, g)+ E(u, fg).

Energy measureµ〈u〉 can be calculated through formulas (2.1)–(2.2) in next section.
Sufficient conditions for being in the Kato class of Brownian motion, symmetric stable
processes, a large family of Lévy processes, and processes with relativistic Hamiltonian
generators can be found in [5] and [28]. Here we just mention one example. LetX be
a symmetric diffusion inRn with infinitesimal generatorL = 1

2

∑n
i,j=1

∂
∂xi
(aij (x)

∂
∂xj

),
where matrix(aij (x))1�i,j�n is uniformly elliptic and bounded, that is, there isλ > 1
such that form-a.e.x ∈ R

n andξ = (ξ1, . . . , ξn) ∈ R
n,

λ−1‖ξ‖2 �
n∑

i,j=1

aij (x)ξiξj � λ‖ξ‖2.

The Dirichlet form(E,F) in L2(Rn,dx) for X is: F = W 1,2(Rn) = {f ∈ L2(Rn,dx):
∇f ∈ L2(Rn,dx)} and

E(f, g)= 1

2

∫
Rn

n∑
i,j=1

aij (x)
∂f

∂xi

∂g

∂xj
dx, f, g ∈W 1,2(

R
n
)
.

The extended Dirichlet spaceFe = {f ∈ L2
loc(R

n,dx): ∇f ∈ L2(Rn,dx)} (cf. Ex-
ample 1.5.2 of [12]). Note that foru ∈ Fe, its energy measure isµ〈u〉(dx) =
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i,j=1 aij (x)

∂u
∂xi

∂u
∂xj

dx. Thus a locallyL2-integrable functionu with ∇u ∈L2(Rn,dx)∩
Lp(Rn,dx) for somep > n is a function inFe with µ〈u〉 in the Kato class ofX and
therefore Theorem 1.2 applies.

WhenX is Brownian motion onRn, Theorem 1.2 was established by Glover et al
in [14] under an additional assumption thatu is a bounded function inF = W 1,2(Rn)

using an approximation method that employed some special properties of Brownian
motion. Zhang [25] studied the problem for symmetric Lévy processes and bounded
u, also by an approximation method, where the property of stationary independent
increments for Lévy processes is used in an essential way.

The approach in this paper is more direct and our results are applicable to arbitrary
symmetric right Markov processes. Let us explain our idea behind our method. We first
establish our result for bounded functionu ∈ Fe whose energy measureµ〈u〉 is in Kato
class ofX. In view of (1.2), we have

P̂tf (x)= Ex

[
f (Xt)ẽ

u(Xt )−ũ(X0)−Mu
t
]= e−ũ(x)

Ex

[
(f ẽu)(Xt)e

−Mu
t
]
.

WhenX has continuous sample paths,

Lt = exp
(

−Mu
t − 1

2

〈
Mu

〉
t

)
(1.5)

is an exponential martingale. Since

P̂tf (x)= e−ũ(x)
Ex

[
Lt exp

(
1

2

〈
Mu

〉
t

)(
f ẽu

)
(Xt )

]
,

the transform (1.3) is the result of a Girsanov transform by exponential martingaleLt

followed by a Feynman–Kac transform exp(1
2〈Mu〉t ). In the general case,X may have

jumps and killings so things become much more involved but the same idea still works.
Our key observation is that whenX is a general symmetric Markov process,

exp
(−Mu

t

)= Lt exp(At ),

whereLt is an exponential martingale defined by

Lt = 1+
t∫

0

Ls−ẽu(Xs−) dMe−u
s (1.6)

with Me−u
s := Me−u−1

s , andAt is a continuous additive functional ofX having finite
variations. So the key to study the transformation (1.3) is to study Girsanov transform
by exponential martingaleLt and identify the transformed process. Once this is done, it
can be shown that under the condition of Theorem 1.2, the Revuz measureµ of At has
property thatµ+ is in Kato class of the Girsanov transformed process and hence results
from [1] can be applied.
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We show that under the condition thatu is a bounded function inFe, exponential local
martingaleLt defines a family of probability measures{P̃x, x ∈E} through

dP̃x = Lt dPx onMt , x ∈E.

We will characterize the transformed processX̃t under P̃x , x ∈ E, by identifying its
associated Dirichlet form. Our method of identifying the Dirichlet form is influenced by
Fitzsimmons [9]. However, difficulties and delicacy arise due to the possible jumps and
the killings of the processX. Once Theorem 1.2 is established for boundedu ∈ Fe, we
extend it to generalu ∈Fe by approximating it withun = ((−n)∨ u)∧ n. Here for two
real numbersa andb, a ∨ b := max{a, b} anda ∧ b := min{a, b}.

Girsanov transform of Brownian motion and other Markov processes by supermartin-
gale multiplicative functionals has been studied by physicists as well as mathemati-
cians, including names of Cameron and Martin, Maruyama, Girsanov, Kac, Darling and
Siegert, Hunt, Dynkin,. . . , for many years. See the Notes and Comments of Blumenthal
and Getoor [3] for a brief history and the references therein. The one that is closest to
our Girsanov transform result in this paper is the work of Fukushima and Takeda [13]
and Fitzsimmons [9]. In [13], transformation by (1.6) of a symmetric Markov process is
considered, but with e−u being replaced by a positive functionρ in the domain of gener-
atorL. In [9], transformation of symmetric diffusionsX without killings by exponential
local martingale (1.5) for positiveu such that e−u ∈ Floc is considered and the Dirichlet
form for the transformed process is identified. For other related work on transformation
by supermartingale multiplicative functional in the context of symmetric diffusions and
local Dirichlet forms, see the references in [9], [12] and [23].

The Girsanov transform studied in this paper is for an arbitrary symmetric Markov
processX transformed by a supermartingale related to function e−u that is not in the
domain of the generatorL of X. A new feature of our result under transformation (1.6)
is that the killings of the original processX do not disappear after the transformation
as oppose to the case in [13]. In fact the new transformed process has killing measure
e−u(x)κ(dx) (rather than e−2u(x)κ(dx) as one might think), whereκ(dx) is the killing
measure ofX. Another interesting feature is that the time-reversal technique and Lyons–
Zheng’s forward-backward martingale decomposition technique work equally effective
for symmetric Markov processes with possible jumps and killings. Our method can
be modified to recover and extend the Girsanov transform result in Fukushima and
Takeda [13]. Details on this will appear in a separate paper.

A closely related but somewhat inverse question is, given anm-symmetric Markov
processX, can one characterize allν-symmetric Markov processY whose law is
absolutely continuous to that ofX. The research on the latter problem was initiated
by Orey [18] in 1974, whereX is one-dimensional Brownian motion. Fukushima [11]
studied the case for multidimensional Brownian motion, and Oshima [19] for a special
class of diffusions. Fitzsimmons [9] treated general symmetric diffusions without
killings. We plan to study the absolutely continuity problem for general symmetric right
Markov processes in a separate paper.

The rest of the paper is organized as follows. After Section 2 on preliminaries,
the aforementioned results for Girsanov transform byLt in (1.6) were established in
Section 3. Theorem 1.2 is proved in Section 4.
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2. Preliminaries

Recall that we assumed thatE is a locally compact separable metric space and the
Dirichlet form (E,F) in L2(E,m) is regular, i.e.,F ∩ Cc(E) is dense both inF with
respect to theE1(·, ·) = E(·, ·) + (·, ·) norm and inCc(E), the space of continuous
functions with compact supports, with respect to the uniform norm. Thereforeχ =
(�,M,Mt ,Xt ,Px, x ∈ E) can be taken as a Hunt process onE. For α > 0, let
Gα = ∫∞

0 e−αtPt dt be theα-resolvent ofX. Whenµ is a smooth measure, we useU1µ

to denote the 1-potential ofµ. If µ(dx)= f (x)m(dx), thenU1µ=G1f .
Let (N(x,dy),Hs) be the Lévy system forX. If we useν to denote the Revuz measure

of the PCAFH , then (cf. [12]) the jumping measureJ and the killing measureκ of X
are given by

J (dx,dy) = 1

2
N(x,dy)ν(dx) and κ(dx)=N(x, ∂)ν(dx).

Furthermore the following Beurling–Deny decomposition holds forf,g ∈Fe,

E(f, g)= E (c)(f, g)+
∫

E×E\d

(
f̃ (x)− f̃ (y)

)(
g̃(x)− g̃(y)

)
J (dx, dy)

+
∫
E

f̃ (x)g̃(x)κ(dx),

where bilinear formEc is the strongly local part ofE .
The martingale partMu

t in (1.2) can be decomposed as

Mu
t =Mu,c

t +Mu,j
t +Mu,k

t ,

where

Mu,j
t = lim

n→∞

{ ∑
0<s�t

(
ũ(Xs)− ũ(Xs−)

)
1{|̃u(Xs)−ũ(Xs−)|>1/n}1{t<ζ }

−
t∫

0

( ∫
{y∈E: |̃u(y)−ũ(Xs)|>1/n}

(
ũ(y)− ũ(Xs)

)
N(Xs, dy)

)
dHs

}
,

Mu,k
t =

t∫
0

ũ(Xs)N(Xs, ∂)dHs − ũ(Xζ−)1{t�ζ },

andMu,c
t are respectively the jumping, killing and the continuous part of martingaleMu.

The limit in the expression forMu,k is in the sense of in probability and in the norm of
space of square integrable martingales (cf. [12]).

Letµ〈u〉, µc〈u〉, µ
j
〈u〉 andµk〈u〉 be the smooth Revuz measures associated with the sharp

bracket PCAF〈Mu〉, 〈Mu,c〉, 〈Mu,j 〉 and〈Mu,k〉, respectively. Then,

µ〈u〉(dx)= µc
〈u〉(dx)+µ

j
〈u〉(dx)+µk

〈u〉(dx), (2.1)
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whereµc〈u〉 satisfiesµc〈u〉(E)= 2Ec(u, u),

µ
j
〈u〉(dx)= 2

∫
E

(
ũ(x)− ũ(y)

)2
J (dx, dy), and µk

〈u〉(dx)= ũ(x)2κ(dx).

Let un = ((−n)∨ u)∧ n. By Theorem 5.2.3 of [12],µ〈un〉 satisfies∫
E

f̃ (x)µ〈un〉(dx)= 2E(unf,un)− E
(
u2
n, f

)
for any boundedf ∈Fe, (2.2)

which can be used to find the expression ofµ〈un〉 and therefore ofµ〈u〉 = limn→∞µ〈un〉.
Note that

sup
t>0

1

t
Em

[(
Mu

t

)2]= lim
t↓0

1

t
Em

〈
Mu

〉
t
= µ〈u〉(E)= E(u,u)− 1

2

∫
E

ũ(x)2κ(dx).

In particular,

Em

[(
Mu

t

)2]� tE(u,u) for all t > 0 andu ∈Fe.

We now present some results which will be used in the sequel. First recall Proposition
3.1 of [1]:

LEMMA 2.1. –If µ is in the Kato class, then for anyε > 0, there is a constantAε > 0
such that ∫

E

h̃(x)2µ(dx)� εE(h,h)+Aε

∫
E

h(x)2m(dx), h ∈ F .

Define a bilinear formQ onFb by

Q(f,g)= E(f, g)+ E(u, fg), f, g ∈Fb. (2.3)

PROPOSITION 2.2. –Assume thatu ∈Fe whose energy measureµ〈u〉 is in Kato class
ofX.

(i) The quadratic form(Q,Fb) is well defined and lower bounded. More precisely,
there are constantsα > 0 andλ > 1 such that for everyf ∈Fb,

λ−1E1(f, f )�Q(f,f )+ α

∫
E

f 2(x)m(dx) � λE1(f, f ). (2.4)

(ii) Let (Q,D(Q)) be the smallest closed extension of(Q,Fb). ThenD(Q)= F and
for f,g ∈F ,

Q(f,g)= E(f, g)+ 1

2

∫
f̃ (x)µc

〈u,g〉(dx)+ 1

2

∫
g̃(x)µc

〈u,f 〉(dx)

+
∫

E×E\d

(
f̃ (x)g̃(x)− f̃ (y)g̃(y)

)(
ũ(x)− ũ(y)

)
J (dx, dy)+

∫
ũ(x)f̃ (x)g̃(x)κ(dx).

(2.5)
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Proof. –(i) Sinceµ〈u〉 is in Kato class, for anyε > 0, there is a constantAε such that∫
E

h̃(x)2µ〈u〉(dx) � εE(h,h)+Aε

∫
E

h(x)2m(dx), h ∈F . (2.6)

Note that forf,g ∈F ,∣∣∣∣ ∫
E

f̃ (x)µc
〈u,g〉(dx)

∣∣∣∣�(∫
E

f̃ (x)2µc
〈u〉(dx)

)1/2(∫
E

µc
〈g〉(dx)

)1/2

�
∫
E

f̃ (x)2µc
〈u〉(dx)+ 1

4
E (c)(g, g). (2.7)

For the jumping part, by the symmetry ofJ we have∣∣∣∣ ∫
E×E\d

(
ũ(x)− ũ(y)

)(
f̃ (x)− f̃ (y)

)(
g̃(x)+ g̃(y)

)
J (dx, dy)

∣∣∣∣
�
( ∫
E×E\d

(
f̃ (x)− f̃ (y)

)2
J (dx, dy)

)1/2

×
( ∫
E×E\d

(
ũ(x)− ũ(y)

)2(
g̃(x)+ g̃(y)

)2
J (dx, dy)

)1/2

� 2
( ∫
E×E\d

(
f̃ (x)− f̃ (y)

)2
J (dx, dy)

)1/2

×
( ∫
E×E\d

g̃(x)2
(
ũ(x)− ũ(y)

)2
J (dx, dy)

)1/2

� 1

2

∫
E×E\d

(
f̃ (x)− f̃ (y)

)2
J (dx, dy)+ 2

∫
E

g̃(x)2µ
j
〈u〉(dx). (2.8)

Observe also that∣∣∣∣ ∫
E

ũ(x)f̃ (x)g̃(x)κ(dx)
∣∣∣∣�(∫

E

f̃ (x)2ũ(x)2κ(dx)
)1/2(∫

E

g̃(x)2κ(dx)
)1/2

� 1

2

∫
E

f̃ (x)2µk
〈u〉(dx)+ 1

2

∫
E

g̃(x)2κ(dx). (2.9)

Asµ〈u〉 = µc〈u〉 +µ
j
〈u〉 +µk〈u〉, applying (2.6) to (2.7)–(2.9) withf = g ∈Fb, we see that

there exists a constantA such that

∣∣E(u,f 2)∣∣� 2

3
E(f, f )+A

∫
E

f (x)2m(dx).
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This proves (2.4).
(ii) Clearly (2.5) holds forf,g ∈ Fb and (2.4) implies thatD(Q) = F . For general

f,g ∈ F , let fn = ((−n) ∨ f ) ∧ n andgn = ((−n) ∨ g) ∧ n. As fn → f andgn → g

with respect to theE1-norm,Q(f,g)= limn→∞Q(fn, gn) and (2.5) follows immediately
from (2.6)–(2.9). ✷

DEFINITION 2.3. –A (non-negative) smooth measureµ is said to be of finiteE-
energy integral if there is a constantc > 0 such that∫

E

f̃ (x)µ(dx) � c
√
E1(f, f ) for all f ∈F .

LEMMA 2.4. –Assume thatµ is of finiteE-energy integral andAt is its associated
PCAF. Thenht(x) := Ex[At ] is quasi-continuous.

Proof. –For anyα > 0, definehα(x)= Ex[∫ t0 e−αs dAs]. Then

hα(x)= Ex

[ ∞∫
0

e−αs dAs

]
− e−αt

Ex

[
EXt

[ ∞∫
0

e−αs dAs

]]

is quasi-continuous and limα→0hα(x)= ht(x) for q.e.x ∈E. By Theorem 2.1.4 in [12],
it is sufficient to show that supα�1E(hα, hα) <∞. By the proof of Lemma 5.1.9 in [12],
we see thatht(x) ∈F and

E
(
ht, ht

)
�
〈
µ,ht

〉
� et〈µ,U1µ〉 � etE1(U1µ,U1µ), t > 0.

By integration by parts,

hα(x)= e−αtht (x)− α

t∫
0

hs(x)e−αs ds.

Thus for 0< α � 1,

E(hα, hα)� 2e−2αtE
(
ht, ht

)+ 2α2

t∫
0

e−2αsE
(
hs, hs

)
ds

�
(

2e−2αtet + 2α2

t∫
0

e2(1−α)s ds

)
E1(U1µ,U1µ)

�
(
2et + e2t)E1(U1µ,U1µ),

which implies that supα�1E(hα, hα) <∞. This completes the proof.✷
COROLLARY 2.5. –Assume thatµ is a smooth measure withµ(E) < ∞. Thenµ is

in Kato class if and only if there is a properly exceptional setN such that

lim
t→0

sup
x∈E\N

Ex[At ] = 0. (2.10)
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Proof. –Clearly if (2.10) holds, thenµ is in Kato class. Now assume thatµ is in Kato
class. Sinceµ(E) <∞, by Cauchy–Schwartz and Lemma 2.1, we see thatµ is of finite
E-energy integral. Choose a sequence of real numberstn ↓ 0 asn→ ∞ and let

εn = esssup
x∈E

Ex[Atn].

Thenεn ↓ 0 andEx[Atn] � εn,m-a.e. Since, by Lemma 2.4,Ex[Atn] is quasi-continuous,

Ex[Atn] � εn for q.e.x ∈E.

Let Nn be the exceptional set in the last line. Choose a properly exceptional setN

containing
⋃
n Nn. Clearly

lim
t→0

sup
x∈E\N

Ex[At ] = 0,

which proves the corollary. ✷
3. Girsanov transform

In this section, we study the Girsanov transforms of symmetric Markov processes and
identify the Dirichlet forms associated with the transformed processes.

Throughout this section, we assume thatu is a boundedfunction in Fe. Note that
no additional conditionis imposed on its energy measureµ〈u〉 in this section. Define
ρ(x)= eu(x). In the sequel, we will use the convention for this functionρ that ρ̃(∂)= 1.
It is easy to see thatρ − 1 ∈ Fe. Thus if we defineMρ :=Mρ−1 andNρ :=Nρ−1, then
we have Fukushima’s decomposition forρ̃(Xt):

ρ̃(Xt)− ρ̃(X0)=Mρ
t +Nρ

t , Px-a.s.

Moreover,

Mρ
t =Mρ,c

t +Mρ,j
t +Mρ,k,

whereMρ,c
t = ∫ t

0 ρ̃(Xs−)dMu,c
s and

Mρ,j
t +Mρ,k

t = lim
n→∞

( ∑
0<s�t

(
ρ̃(Xs)− ρ̃(Xs−)

)
1{|ρ̃(Xs)−ρ̃(Xs−)|>1/n}

−
t∫

0

( ∫
{y∈E∂ : |ρ̃(y)−ρ̃(Xs)|>1/n}

(
ρ̃(y)− ρ̃(Xs)

)
N(Xs, dy)

)
dHs

)
.

Define a square integrable martingaleM by

Mt =
t∫

0

1

ρ̃(Xs−)
dMρ

s . (3.1)

Note thatMc
t =Mu,c

t and
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Mt −Mt− = 1

ρ̃(Xt−)
(
Mρ

t −Mρ
t−
)

= 1

ρ̃(Xt−)
(
ρ̃(Xt )− ρ̃(Xt−)

)= ρ̃(Xt)

ρ̃(Xt−)
− 1.

LetLρ
t be the solution to the following SDE:

Lρ
t = 1+

t∫
0

Lρ
s− dMs. (3.2)

It follows from Doleans–Dade formula (cf. [15, Theorem 9.39]) that

Lρ
t = exp

(
Mt − 1

2

〈
Mc

〉
t

) ∏
0<s�t

(1+Ms −Ms−)e−(Ms−Ms−)

= exp
(
Mt − 1

2

〈
Mu,c

〉
t

) ∏
0<s�t

ρ̃(Xs)

ρ̃(Xs−)
exp

(
1− ρ̃(Xs)

ρ̃(Xs−)

)
. (3.3)

Note thatLρ
t is a positive local martingale and therefore a supermartingale on[0,∞).

Thus

dP̃x = LtdPx onMt for x ∈E,

defines a family of probability measures on(�,M∞). It is known that under these new
measures,X is a right Markov process onE. We will use(X̃,M,Mt , P̃x, x ∈ E) to
denote the transformed process ofX. HereX̃t (ω)=Xt(ω) but we useX̃t for emphasis
when working withP̃x .

Define

P̃tf (x)= Ex

[
Lρ
t f (Xt)

]
. (3.4)

Before stating the next result, let us recall the the definition of time reversal operator
rt on the path space. Given a pathω ∈ {t < ζ }, define a time-reversal operatorrt by

rt (ω)(s)=
{
ω(t − s)− for 0 � s < t ,
ω(0) for s � t .

Here forr > 0, ω(r)− := lims↑r ω(s). It is known (see Lemma 4.1.2 of Theorem 9.39
[12]) that operatorrt preserves the measurePm onMt ∩ {t < ζ }.

DEFINITION 3.1. –A continuous additive functionalAt is called even ifAt ◦ rt =At

for everyt < ζ .

LEMMA 3.2. –P̃t is symmetric onL2(E,ρ2m).

Proof. –Let f,g ∈ B+
b (E). By time reversal, we have

(P̃tf, g)ρ2m = (
E·
[
Lρ
t f (Xt)

]
, g

)
ρ2m

= Em

[
Lρ
t f (Xt )g(X0)ρ

2(X0)
]

= Em

[
Lρ
t ◦ rtg(Xt)ρ

2(Xt)f (X0)
]
.
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To show

(P̃tf, g)ρ2m = (f, P̃tg)ρ2m = Em

[
Lρ
t g(Xt)ρ

2(X0)f (X0)
]
,

it suffices to prove the following identity

Lρ
t ◦ rt = Lρ

t

ρ2(X0)

ρ2(Xt )
Pm-a.s. on{t < ζ }.

To this end, note that on{t < ζ } by (3.1),

Mt =Mu,c
t + lim

n→∞

{ ∑
0<s�t

(
ρ̃(Xs)

ρ̃(Xs−)
− 1

)
1{|ρ̃(Xs)−ρ̃(Xs−)|>1/n}

−
t∫

0

( ∫
{y∈E∂ : |ρ̃(y)−ρ̃(Xs)|>1/n}

(
ρ̃(Xs)

ρ̃(Xs−)
− 1

)
N(Xs, dy)

)
dHs

}
, (3.5)

while asu is bounded,

Mu
t =Mu,c

t + lim
n→∞

{ ∑
0<s�t

(
ũ(Xs)− ũ(Xs−)

)
1{|ρ̃(Xs)−ρ̃(Xs−)|>1/n}

−
t∫

0

∫
{y∈E∂ : |ρ̃(y)−ρ̃(Xs)|>1/n}

(
ũ(y)− ũ(Xs)

)
N(Xs, dy)dHs

}

(cf. Theorem A.3.9 of [12]). It follows from (3.3) that

Lρ
t = exp

(
Mu

t +At

)
, (3.6)

where

At =
t∫

0

(∫
E∂

(
ũ(y)− ũ(Xs)+ 1− ẽu(y)−ũ(Xs)

)
N(Xs, dy)

)
dHs − 1

2

〈
Mu,c

〉
t
.

Recall from [8] that continuous additive functionals of zero energy and continuous
additive functionals of bounded variation are even (although it was proved in [8] for
diffusions, the proof there in fact works for general symmetric Markov processes). Thus
Pm-a.s. on{t < ζ },

Lρ
t ◦ rt = exp

(
Mu

t ◦ rt +At ◦ rt)
= exp

(
ũ(X0)− ũ(Xt)+Nu

t ◦ rt +At ◦ rt)
= exp

(
Mu

t +At + 2(ũ(X0)− ũ(Xt))
)

=Lρ
t

ρ2(X0)

ρ2(Xt)
.

Here we used the fact that for fixedω, the discontinuous set of the sample pathX.(ω) is
at most countable and that for fixedt , Xt =Xt− Px -almost surely forx ∈E. The proof
is now complete. ✷
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The following theorem was proved in Fitzsimmons [9] as Lemma 4.4 for symmetric
diffusions. But its proof works for symmetric right Markov processes as well. For
interested reader, an alternative proof is supplied in Appendix A of this paper, under
an additional assumption that the energy measureµ〈u〉 of u is in the Kato class ofX.

THEOREM 3.3. –Let At be a PCAF ofX with Revuz measureµ, then the Revuz
measure forA as a PCAF ofX̃ is ρ2µ.

THEOREM 3.4. –Let (Ẽ, F̃) be the Dirichlet form of̃X in L2(E,ρ2m). ThenF̃ = F
and forf ∈ F̃ ,

Ẽ(f, f )= 1

2

∫
E

ρ̃(x)2µc
〈f 〉(dx)+

∫
E×E\d

(
f̃ (x)− f̃ (y)

)2
ρ̃(x)ρ̃(y)J (dx dy)

+
∫
E

f̃ (x)2ρ(x)κ(dx).

Proof. –Our proof uses ideas from [9] but modifications are needed since our process
X may have jumps and killings insideE. It is known (see VI.3 of [17]) that there is
an Ẽ-nest{Kn}n�1 of compact sets and a sequence ofhn ∈ F̃ such that̃hn = 1 onKn.
By the probabilistic characterization ofE-nest,{Kn}n�1 is anE-nest (for processX)
as well. Fixn � 1. For boundedf ∈ FKn

= {g ∈ F : g̃ = 0 q.e. onKc
n}, the following

Lyons–Zheng’s forward-backward martingale decomposition holds:

f̃ (Xt)− f̃ (X0)= 1

2

(
Mf

t −Mf
t ◦ rt) Pm-a.s. on{t < ζ }, (3.7)

whereMf
t is the martingale part in Fukushima’s decomposition (1.2) forf̃ (X). Recall

that d̃Px = L
ρ
t dPx onMt . By the Girsanov transform (see [15]),

Kt :=Mf
t −

t∫
0

1

L
ρ
s−

d
〈
Mf ,Lρ

〉
s
=Mf

t − 〈
Mf ,M

〉
t

is a martingale additive functional underP̃x and

[K]t (P̃x)= [
Mf

]
t
(Px) P̃x-a.s.

Here[K](P̃x) is the square bracket for martingaleK under probability measurẽPx and
[Mf ](Px) is the square bracket for martingaleMf under probability measurePx . We
will use 〈K〉(P̃x) and 〈Mf 〉(Px) to denote the predictable dual projection of[K](P̃x)

and [Mf ](Px) under measurẽPx andPx , respectively. It follows from the last identity
(see, for example, [15]) that

〈K〉t (P̃x)= 〈
Mf

〉
t
(Px)+

t∫
0

1

L
ρ
s−

d
〈[
Mf

]
,Lρ

〉
s
(Px)

= 〈
Mf

〉
t
(Px)+ 〈[

Mf
]
,M

〉
t
(Px)
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= 〈
Mf

〉
t
(Px)+

( ∑
0<s�t

(
f̃ (Xs)− f̃ (Xs−)

)2
(
ρ̃(Xs)

ρ̃(Xs−)
− 1

))p

(Px)

= 〈
Mf

〉
t
(Px)+

t∫
0

∫
E∂

(
f̃ (Xs)− f̃ (y)

)2
(
ρ̃(y)

ρ̃(Xs)
− 1

)
N(Xs,dy)dHs. (3.8)

Thus by Theorem 3.3, the Revuz measure for the PCAF〈K〉t (P̃x) of X̃ is

ρ̃(x)2µ〈f 〉(dx)+ 2ρ̃(x)2
∫
E

(
f̃ (x)− f̃ (y)

)2
(
ρ̃(y)

ρ̃(x)
− 1

)
J (dx dy)

+ f̃ (x)2ρ̃(x)2
(

1

ρ̃(x)
− 1

)
κ(dx)

= ρ̃(x)2µc
〈f 〉(dx)+ 2

∫
y∈E

(
f̃ (x)− f̃ (y)

)2
ρ̃(x)ρ̃(y)J (dx dy)

+ f̃ (x)2ρ̃(x)κ(dx). (3.9)

Note that〈Mf ,M〉t = 〈Mf ,M〉t ◦ rt on {t < ζ }. So by (3.7)

f̃ (Xt)− f̃ (X0)= 1

2
(Kt −Kt ◦ rt ) Pm-a.s. on{t < ζ }. (3.10)

Let ν = ρ2m and

P̃ν(·)=
∫
E

P̃x(·)ν(dx).

Now applying Theorem 3.3 and noting that time reversal operatorrt also leaves measure
P̃ν invariant on{t < ζ }, we have by (3.9)–(3.10),

lim
t→0

1

t
Ẽν

[(
f (X̃t )− f (X̃0)

)2; t < ζ
]

� lim
t→0

(
1

2t
Ẽν

[
(Kt)

2; t < ζ
]+ 1

2t
Ẽν

[
(Kt ◦ rt )2; t < ζ

])
= lim

t→0

1

t
Ẽν

[〈K〉t (P̃); t < ζ
]

�
∫
E

ρ̃(x)2µc
〈f 〉(dx)+ 2

∫
E×E\d

(
f̃ (x)− f̃ (y)

)2
ρ̃(x)ρ̃(y)J (dx dy)

+
∫
E

f̃ (x)2ρ(x)κ(dx)

� 2‖ρ‖2
∞E(f, f ) <∞.

Recall thatf = 0 m-a.e. onKc
n andhn ∈ F̃ with hn = 1 m-a.e. onKn. Thusf = f hn

and
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lim
t→0

1

t

∫
E

(
f (x)− P̃tf (x)

)
f (x)ν(dx)= lim

t→0

1

t

(
1

2
Ẽν

[(
f (X̃t )− f (X̃0)

)2; t < ζ
]

+
∫
E

f (x)2(1− P̃t1)(x)ν(dx)
)

� lim sup
t→0

1

2t
Ẽν

[(
f (X̃t )− f (X̃0)

)2; t < ζ
]

+ lim sup
t→0

1

t

∫
E

(f hn)(x)
2(1− P̃t1)(x)ν(dx)

� lim sup
t→0

1

2t
Ẽν

[(
f (X̃t )− f (X̃0)

)2; t < ζ
]

+ ‖f ‖∞ lim sup
t→0

1

t

∫
E

hn(x)
2(1− P̃t1)(x)ν(dx)

� ‖ρ‖2
∞E(f, f )+ ‖f ‖∞Ẽ(hn, hn) <∞.

Thereforef ∈ F̃ and so it admits a Fukushima’s decomposition:

f̃ (X̃t )− f̃ (X̃0)= M̃f
t + Ñf

t , P̃ν-a.s., (3.11)

whereM̃f
t is a P̃x-sequare integrale martingale andÑf

t is a continuous process of zero-
energy, particularly a continuous process of zero quadratic variation. On the other hand,
f̃ (Xt) has Fukushima’s decomposition under measureP

f̃ (Xt)− f̃ (X0)=Mf
t +Nf

t .

Since by Girsanov transform,Kt = M
f
t − 〈Mf ,M〉t is a martingale under̃Px , by the

uniqueness of Fukushima’s decomposition we have

M̃f
t =Kt for t � 0. (3.12)

To find the expression for̃E(f, f ), we first calculate the killing measurẽκ for
transformed process{X̃, P̃x, x ∈ E}. κ̃ is the Revuz measure for PCAF(1{t�ζi})p(P̃),
the predictable dual projection under measureP̃ for nondecreasing functiont → 1{t�ζi },
whereζi is the inaccessible part of the lifetimeζ for processX. By the same reasoning
as that in (3.8),

(1{t�ζi })
p(P̃)= (1{t�ζi })

p(P)+ 〈1{t�ζi },M〉t (P)
= (1{t�ζi })

p(P)+
((

1

ρ̃(Xζi−)
− 1

)
1{t�ζi }

)p

(P)

= (
ρ̃(Xζi−)

−11{t�ζi }
)p
(P).

Thus by Theorem 3.3,

κ̃(dx)= ρ̃(x)κ(dx). (3.13)
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Now by (3.9), (3.12) and (3.13)

Ẽ(f, f )= lim
t→0

1

2t
Ẽν

[(
f (X̃t )− f (X̃0)

)2]+ 1

2

∫
E

f̃ (x)2κ̃(dx)

= lim
t→0

1

2t
Ẽν

[
(M̃f

t )
2]+ 1

2

∫
E

f̃ (x)2κ̃(dx)

= lim
t→0

1

2t
Ẽν[〈Kt 〉] + 1

2

∫
E

f̃ (x)2κ̃(dx)

= 1

2

∫
E

ρ̃(x)2µc
〈f 〉(dx)+

∫
E×E\d

(
f̃ (x)− f̃ (y)

)2
ρ̃(x)ρ̃(y)J (dx dy)

+
∫
E

f̃ (x)2ρ(x)κ(dx).

Sincef is an arbitrary bounded function inFKn
, we conclude that

⋃
n�1FKn

⊂ F̃
and thereforeF ⊂ F̃ . By the following theorem, we can interchange the roles of
(Xt,Px, x ∈E) and(Xt, P̃x, x ∈ E) to deduce that̃F ⊂ F and henceF̃ = F . ✷

Recall thatρ = eu and that we take the convention thatρ̃(∂) = 1. Sinceu ∈ Fb,
e−u − 1 ∈Fb ⊂D(Ẽ). Soρ̃−1(X̃t ) has Fukushima’s decomposition

ρ̃−1(X̃t )− ρ̃−1(X̃0)= M̃ρ−1

t + Ñρ−1

t , (3.14)

whereM̃ρ−1 = M̃
1
ρ −1 is a martingale additive functional of̃X having finite energy and

Ñρ−1 = Ñ
1
ρ
−1 is a continuous additive functional of̃X having zero energy. In analogous

to the definition ofM andLρ in (3.1) and (3.2) with respect to processX, we define for
processX̃,

M̃t =
t∫

0

ρ̃(X̃s−)dM̃ρ−1

s , t � 0, (3.15)

andL̃ρ−1
be the unique solution to

L̃ρ−1 = 1+
t∫

0

L̃ρ−1

s− dM̃s, t � 0. (3.16)

THEOREM 3.5. –LetLρ and L̃ρ−1
be defined by(3.2) and (3.16) respectively. Then

1/Lρ
t = L̃

1/ρ
t Px-a.s. for q.e.x ∈E.

Proof. –Sinceρ−1 − 1∈Fb, ρ̃−1(Xt) has Fukushima’s decomposition

ρ̃−1(Xt )− ρ̃−1(X0)=Mρ−1

t +Nρ−1

t , t � 0, (3.17)
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whereMρ−1 = M
1
ρ
−1 is a martingale additive functional ofX having finite energy and

Nρ−1 =N
1
ρ −1 is a continuous additive functional ofX having zero energy. Moreover

Mρ−1

t =Mρ−1,c
t +Mρ−1,j

t +Mρ−1,k

=
t∫

0

ρ̃(Xs−)−1 dMu,c
s + lim

n→∞

( ∑
0<s�t

(
ρ̃(Xs)

−1 − ρ̃(Xs−)−1)1{|ρ̃(Xs)−ρ̃(Xs−)|>1/n}

−
t∫

0

( ∫
{y∈E∂ : |ρ̃(y)−ρ̃(Xs)|>1/n}

(
ρ̃(y)−1 − ρ̃(Xs)

−1)N(Xs, dy)
)

dHs

)
. (3.18)

(See Theorem A.3.9 of [12] for the justification of the expression ofM
ρ−1,j
t +Mρ−1,k .)

Thus by (3.5)[
Mρ−1

,M
]
t
= [

Mρ−1,c,Mc
]+ ∑

0<s�t

(
Mρ−1

s −Mρ−1

s−
)
(Ms −Ms−)

= −
t∫

0

1

ρ̃(Xs)
d
〈
Mu,c

〉
s
+ ∑

0<s�t

(
1

ρ̃(Xs)
− 1

ρ̃(Xs−)

)(
ρ̃(Xs)

ρ̃(Xs−)
− 1

)

= −
t∫

0

1

ρ̃(Xs)
d
〈
Mu,c

〉
s
− ∑

0<s�t

(ρ̃(Xs)− ρ̃(Xs−))2

ρ̃(Xs)ρ̃(Xs−)2
.

Hence

〈
Mρ−1

,M
〉
t
= −

t∫
0

1

ρ̃(Xs)
d
〈
Mu,c

〉
s

−
t∫

0

(∫
E∂

(ρ̃(y)− ρ̃(Xs))
2

ρ̃(y)ρ̃(Xs)2
N(Xs, dy)

)
dHs. (3.19)

By Girsanov transform,Mρ−1 − 〈Mρ−1
,M〉 is a local martingale with respect tõPx . In

view of (3.14), (3.17) and the uniqueness of Fukushima’s decomposition, we have

M̃ρ−1

t =Mρ−1

t − 〈
Mρ−1

,M
〉
t
.

So by (3.5), (3.15) and (3.18)–(3.19),

M̃t =
t∫

0

ρ̃
(
X̃s−

)
dM̃ρ−1

s

=
t∫

0

ρ̃(Xs−)dMρ−1

s + 〈
Mu,c

〉
t
+

t∫
0

(∫
E∂

(ρ̃(y)− ρ̃(Xs))
2

ρ̃(y)ρ̃(Xs)
N(Xs, dy)

)
dHs

= −Mt + 〈
Mu.c

〉
t
+ ∑

0<s�t

(ρ̃(Xs)− ρ̃(Xs−))2

ρ(Xs)ρ̃(Xs−)
.
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This in particular imples that〈M̃c〉 = 〈Mu,c〉 = 〈Mc〉. By Doleans–Dade formula and
(3.3),

L̃ρ−1

t = exp
(
M̃t − 1

2

〈
M̃c

〉
t

) ∏
0<s�t

ρ̃−1(X̃s)

ρ̃−1(X̃s−)
exp

(
1− ρ̃−1(X̃s)

ρ̃−1(X̃s−)

)

= exp
(

−Mt + 1

2

〈
Mu,c

〉
t

) ∏
0<s�t

exp
(
(ρ̃(Xs)− ρ̃(Xs−))2

ρ̃(Xs)ρ̃(Xs−)

)

× ∏
0<s�t

ρ̃(X̃s−)
ρ̃(X̃s)

exp
(

1− ρ̃(X̃s−)
ρ̃(X̃s)

)

= exp
(

−Mt + 1

2

〈
Mc

〉
t

) ∏
0<s�t

ρ̃(Xs−)
ρ̃(Xs)

exp
(
ρ̃(Xs)

ρ̃(Xs−)
− 1

)

= 1

L
ρ
t

. ✷

4. Feynman–Kac type transform

Recall thatMu
t is the martingale part of the additive functionalũ(Xt)− ũ(X0) in the

Fukushima’s decomposition (1.2),〈Mu〉 is the predictable dual projection of the square
bracket[Mu] of Mu, andµ〈u〉 is the Revuz measure of PCAF〈Mu〉. Throughout this
section,u is a function inFe with µ〈u〉 in Kato class ofX. To prove Theorem 1.2, we
first prepare two lemmas.

LEMMA 4.1. –Suppose thatu is a bounded function inFe with µ〈u〉 in Kato class
ofX.

(i) For any realk,

lim
t↓0

esssup
x∈E

Ex

[
exp

(
kMu

t

)]= lim
t↓0

essinf
x∈E Ex

[
exp

(
kMu

t

)]= 1.

This implies by the Markov property ofX that there are constantsc1, c2 > 0 such that

esssup
x∈E

Ex

[
exp

(
kMu

t

)]
� c1 exp(c2t).

(ii) For anyk � 1 andT > 0

esssup
x∈E

Ex

[
sup

0�t�T

(
Lρ
t

)k]
<∞.

HenceLρ
t is a martingale.

Proof. –(i) First note that if|x| � M, |y| � M , then there exists a constantcM such
that ∣∣ex − ey

∣∣ � cM |x − y| and
∣∣ex − x − 1

∣∣ � cMx
2. (4.1)
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By (3.6) with 2ku and e2ku in place ofu andρ, we have

Ex

[
exp

(
M2ku +A2ku

t

)]
� 1, (4.2)

where

A2ku
t =

t∫
0

(∫
E∂

(
2kũ(y)− 2kũ(Xs)+ 1− e2kũ(y)−2kũ(Xs)

)
N(Xs, dy)

)
dHs − 1

2

〈
M2ku,c〉

t
.

(4.3)
The Revuz measureµ for continuous additive functionalA2ku of X is

µ(dx)=
∫
E∂

(
2kũ(y)− 2kũ(x)+ 1− e2kũ(y)−2kũ(x))N(x, dy)ν(dx)− 2k2µc

〈u〉(dx)

= 2
∫

E×E\d

(
2kũ(y)− 2kũ(x)+ 1− e2kũ(y)−2kũ(x))J (dx, dy)

+ (
1− 2kũ(x)− e−2kũ(x))κ(dx)− 2k2µc

〈u〉(dx).

Thus by (4.1) and (2.1), the total variation of measureµ

|µ|(dx)� c

∫
E×E\d

(
ũ(x)− ũ(y)

)2
J (dx, dy)+ cũ(x)2κ(dx)+ cµc

〈u〉(dx)

� cµ〈u〉(dx). (4.4)

So µ and henceA2ku is in the Kato class of processX. Now by Cauchy–Schwartz
inequality and (4.2),

Ex

[
exp

(
kMu

)]= Ex

[
exp

(
Mku

t + 1

2
A2ku
t

)
exp

(
−1

2
A2ku
t

)]
�
(
Ex

[
exp

(
M2ku

t +A2ku
t

)]
Ex

[
exp(−A2ku

t

)])1/2

�
(
Ex

[
exp

(−A2ku
t

)])1/2
.

Hence by Corollary 2.5 and Khasminskii’s lemma,

lim
t↓0

esssup
x∈E

Ex

[
exp

(
kMu

)]
� 1.

On the other hand, by Jensen’s inequality

Ex

[
exp

(
kMu

t

)]
� exp

(
Ex

[
kMu

t

])= 1.

This, together with the Markov property ofX, proves (i).
(ii) By (3.6) (Lρ

t )
k = exp(kMu

t + kAu
t ), whereAu is given by (4.3). Note that 2kAu is

a continuous additive functional ofX whose Revuz measure is in Kato class ofX. By
Cauchy–Schwartz inequality,

Ex

[(
Lρ
t

)k] �
(
Ex

[
exp

(
2kMu

t

)]
Ex

[
exp

(
2kAu

t

)])1/2
.
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It follows from part (i) of this Lemma, the Khasminskii’s lemma and the Markov
property ofX that

sup
0�t�T

esssup
x∈E

Ex

[(
Lρ
t

)k]
<∞.

By Doob’s maximal inequailty, this implies

esssup
x∈E

Ex

[
sup

0�t�T

(
Lρ
t

)k]
<∞

for all k > 1, which in particular implies thatLρ
t is a martingale. ✷

LEMMA 4.2. –Suppose thatu is a bounded function inFe with µ〈u〉 in Kato class of
Xand thatA is a PCAF ofX whose Revuz measure measureµ is in the Kato class for
X. Then the Revuz measuree2̃uµ(dx) for A as a PCAF for the transformed processX̃ is
in the Kato class for̃X, that is

lim
t↓0

esssup
x∈E

Ẽx[At ] = 0.

Proof. –Let N be the exceptional set described in Corollary 2.5. For anyx ∈ E \N ,
by the Markov property ofX,

Ex

[
A2
t

]=Ex

[ t∫
0

t∫
0

dAr dAs

]
= 2Ex

[ t∫
0

( t∫
s

dAr

)
dAs

]

= 2Ex

[ t∫
0

EXs
[At−s]dAs

]
= 2Ex

[ t∫
0

(
EXs

[At−s]) dAs, Xs ∈ E \N
]

� 2
(

sup
y∈E\N

Ey [At ]
)
Ex [At ] .

Hence by Corollary 2.5,

lim
t↓0

esssup
x∈E

Ex

[
A2
t

] = 0. (4.5)

Now

lim
t↓0

esssup
x∈E

Ẽx[At ] � lim
t↓0

esssup
x∈E

Ex

[
Lρ
t At

]
� lim

t↓0
esssup
x∈E

{(
Ex

[(
Lρ
t

)2])1/2(
Ex

[
A2
t

])1/2}
= 0.

The last equality is due to (4.5) and Lemma 4.1(ii).✷
Proof of Theorem 1.2 for boundedu. – We first show that{P̂t , t > 0} is a strongly

continuous symmetric semigroup onL2(E,m).
SinceNu

t is an even continuous additive functional ofX, for f,g ∈L2(E,m),
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E

f (x)P̂tg(x)m(dx)= Em

[
f (X0)g(Xt)e

Nu
t
]= Em

[(
f (X0)g(Xt)e

Nu
t
) ◦ rt]

= Em

[
f (Xt)g(X0)e

Nu
t
]=

∫
E

g(x)P̂tf (x)m(dx).

Note thatNu
t = ũ(Xt )− ũ(X0)−Mu

t . Thus by Lemma 4.1(i), for anyf ∈L2(E,m),∫
E

(P̂tf )(x)
2m(dx)�

∫
E

Ex

[
exp

(−2Mu
t

)]
Ex

[(
f eu

)2
(Xt)

]
e−2u(x)m(dx)

� c1ec2t

∫
E

f 2(x)m(dx).

HenceP̂t is a bounded operator onL2(E,m). Forf ∈ L2(E,m), again by Lemma 4.1(i),

lim
t↓0

‖P̂tf − f ‖L2(E,m)

� lim
t↓0

e‖u‖∞∥∥Ex

[
e−Mu

t
(
euf

)
(Xt)

]− (
euf

)
(x)

∥∥
L2(E,m)

� e‖u‖∞ lim
t↓0

∥∥Ex

[(
euf

)
(Xt)

]− (
euf

)
(x)

∥∥
L2(E,m)

+ e‖u‖∞ lim
t↓0

∥∥Ex

[(
e−Mu

t − 1
)(

euf
)
(Xt)

]∥∥
L2(E,m)

� e‖u‖∞ lim
t↓0

∥∥Pt(euf )− euf
∥∥
L2(E,m)

+ e‖u‖∞ lim
t↓0

(∫
E

Ex

[(
exp

(−Mu
t

)− 1
)2]

Ex

[(
euf

)2
(Xt)

]
m(dx)

)1/2

= 0.

ThereforeP̂t is a strongly continuous symmetric semigroup onL2(E,m).
Now we identify the quadratic form associated with semigroupP̂t . Forf ∈L2(E,m),

by (3.6),

P̂tf (x)= Ex

[
f (Xt)ẽ

u(Xt )−ũ(X0)−Mu
t
]

= e−u(x)
Ex

[
Le−u
t e−A−u

t
(
f eu

)
(Xt)

]
, (4.6)

whereA−u is defined by (4.3) with 2k = −1 there. We see from (4.4) the Revuz measure
µ for continuous additive functionalA−u of X is

µ(dx)= 2
∫

E×E\d

(
ũ(x)− ũ(y)+ 1− ẽu(x)−ũ(y)

)
J (dx, dy)

+ (
ũ(x)+ 1− ẽu(x)

)
κ(dx)− 1

2
µc

〈u〉(dx), (4.7)

which is in the Kato class of processX, and therefore by Lemma 4.2, the Revuz measure
for A as an additive functional of the transformed processX̃ is in Kato class ofX̃. It is
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well known thatf ∈D(Q) if and only if

lim
t↓0

1

t

∫
E

(
P̂tf (x)− f (x)

)
f (x)m(dx) <∞.

By (4.6), the left hand side of above equals

lim
t↓0

1

t

∫
E

(
eu(x)P̂tf (x)− (f eu)(x)

)(
f eu

)
(x)e−2u(x)m(dx)

= lim
t↓0

1

t

∫
E

(
Ex

[
Le−u
t e−A−u

t
(
f eu

)
(Xt )

]− (
f eu

)
(x)

)(
f eu

)
(x)e−2u(x)m(dx). (4.8)

Hence by Theorem 3.4 and Proposition 3.1 of [1], a bounded functionf in L2(E,m) is
in D(Q) if and only if f eu ∈F , and therefore if and only iff ∈Fb. The latter is because
both eu − 1 and e−u − 1 are inF . It follows from (4.7)–(4.8), Theorems 3.4–3.5 and the
Feynman–Kac formula (see [1]) that forf ∈Fb,

Q(f,f )= lim
t↓0

1

t

∫
E

(
P̂tf (x)− f (x)

)
f (x)m(dx)

= Ẽ
(
f eu, f eu

)+
∫
E

(
f̃ ẽu(x)

)2
e−2̃u(x)µ(dx)

= E(f, f )+ E
(
f 2, u

)
+

∫
E×E\d

f̃ (x)2
(
1+ ũ(x)− ũ(y)− ẽu(x)−ũ(y)

)
J (dx, dy)

−
∫

E×E\d
f̃ (y)2

(
1+ ũ(y)− ũ(x)− ẽu(y)−ũ(x)

)
J (dx, dy)

= E(f, f )+ E
(
f 2, u

)
.

The last equality is due to estimate (4.2) and the symmetry of the jumping measure
J (dx, dy). This completes the proof of the theorem whenu is bounded. ✷

Proof of Theorem 1.2 for generalu. – For generalu ∈Fe, defineun = ((−n)∨u)∧n.
As un ∈Fe, it has Fukushima’s decomposition

ũn(Xt)= ũn(X0)+Mun
t +Nun

t , t � 0.

As for eachn, un is a normal contraction ofu (that is,|un| � |u| and|un(x)− un(y)| �
|u(x) − u(y)|), we have by Theorem 3.2.2 in [12] thatµc〈un〉(dx) � µc〈u〉(dx) and so
by (2.1)µ〈un〉(dx) � µ〈u〉(dx). Thereforeµ〈un〉 is in Kato class ofX for eachn � 1.
Furthermore, from the proof of Proposition 2.2(i), one can find common constantsα > 1
andλ > 1 such that (2.4) holds forQ and allQn onFb, where the bilinear formQn is
defined via (2.3) withun in place ofu. If we defineP̂ n

t by

P̂ n
t f (x)= Ex

[
eN

un
t f (Xt)

]
, f � 0,
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then{P̂ n
t } is anm-symmetric, strongly continuous semigroup whose associated quadratic

form is (F,Qn). By (2.4), Lemma 1.3.2 and Theorem 1.3.1 in [12], we have∥∥e−(α−1)t P̂ n
t

∥∥
2→2 � 1 for t > 0 andn� 1.

Therefore

‖P̂ n
t ‖2→2 � e(α−1)t and ‖Ĝn

α‖2→2 � 1, (4.9)

whereĜn
α = ∫ ∞

0 e−αt P̂ n
t dt . Since limn→∞N

un
t = Nu, by Fauto’s lemma we have for

f ∈ L2(E,m),∫
E

(
P̂tf (x)

)2
m(dx)� lim inf

n→∞

∫
E

(
P̂ n
t f (x)

)2
m(dx)� e2(α−1)t‖f ‖2

2.

Thus P̂t , given by (1.3), is a well defined semigroup of bounded linear operators in
L2(E,m). We show now thatP̂ n

t f → P̂tf weakly inL2(E,m). To this end, for any
nonnegativef,g ∈ L2(E,m), define a finite measureν onMt by

ν(A) :=
∫
E

Ex

[
f (Xt)1A

]
g(x)m(dx).

Then ∫
E

P̂ n
t f (x)g(x)m(dx) = ν

[
eN

un
t
]
.

From (4.9) with 2u in place ofu, we have

sup
n�1

ν
[
e2Nun

t
]= sup

n�1

∫
E

Ex

[
eN

2un
t f (Xt )

]
g(x)m(dx) � eβ0t‖f ‖2‖g‖2 <∞

for someβ0 > 0. So{eNun
t , n� 1} is uniformly integrable with respect to measureν and

therefore

lim
n→∞

∫
E

P̂tf (x)g(x)m(dx) = lim
n→∞ν

[
eN

un
t
]= ν

[
eN

u
t
]=

∫
E

P̂tf (x)g(x)m(dx).

This proves that̂Pn
t f converges weakly tôPtf and consequentlŷGn

βf converges weakly

to Ĝβf for anyf ∈ L2(E,m) andβ � α. HereĜβf := ∫∞
0 e−βt P̂tf dt . We show next

that{Ĝβ, β � α} is the resolvent associated with the quadratic form(Q,D(Q)) specified
in Proposition 2.2. By (2.4) and (4.9), we have forβ > α,

E1
(
Ĝn

βf, Ĝ
n
βf

)
� λQn

(
Ĝn

βf, Ĝ
n
βf

)= λ

∫
E

f (x)Ĝn
βf (x)m(dx) � cβ‖f ‖2

2.
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So {Ĝn
βf, n � 1} is E1 bounded. After taking a subsequence if necessary, we may

assume that̂Gβf converges weakly to somef0 ∈ F and that the Cesáro meanhn :=∑n
k=1 Ĝ

k
βf/n converges tof0 in Hilbert space(F,E1). Hencef0 = Ĝβf . After taking

a further subsequence if necessary, we may assume, by (2.4), that (cf. Lemma 3.2.2
in [12])

lim
n→∞Qβ

(
Ĝn

βf, g
)=Qβ(Ĝβf, g) for all g ∈ F .

Therefore∫
E

f (x)g(x)m(dx)= lim
n→∞

[
Qβ

(
Ĝn

βf, g
)+Qn

β

(
Ĝn

βf, g
)−Qβ

(
Ĝn

βf, g
)]

=Qβ(Ĝβf, g)+ lim
n→∞

[
Qn

β

(
Ĝn

βf, g
)−Qβ

(
Ĝn

βf, g
)]
. (4.10)

Note that∣∣∣∣ ∫
E

Ĝn
βf (x)µ

c
〈u−un,g〉(dx)

∣∣∣∣ =
∣∣∣∣ ∫
{x∈E: ũ(x)�n}

Ĝn
βf (x)µ

c
〈u−un,g〉(dx)

∣∣∣∣
�

( ∫
{x∈E: ũ(x)�n}

µc
〈g〉(dx)

)1/2(∫
E

Ĝn
βf (x)

2µc
〈u−un〉(dx)

)1/2

�
( ∫

{x∈E: ũ(x)�n}
µc

〈g〉(dx)
)1/2(

4
∫
E

Ĝn
βf (x)

2µc
〈u〉(dx)

)1/2

� cE1
(
Ĝn

βf, Ĝ
n
βf

)1/2
( ∫

{x∈E: ũ(x)�n}
µc

〈g〉(dx)
)1/2

→ 0 asn→ ∞. (4.11)

In the second to the last inequality we used the fact thatun is a normal contraction ofu
and henceµc〈u−un〉 � 4µc〈u〉. On the other hand,∣∣∣∣ ∫

E

g̃(x)µc

〈u−un,Ĝn
β
f 〉(dx)

∣∣∣∣ � µc

〈Ĝn
β
f 〉(E)

1/2
(∫
E

g̃(x)2µc
〈u−un〉(dx)

)1/2

� E
(
Ĝn

βf, Ĝ
n
βf

)1/2
(

4
∫

{x∈E: ũ(x)�n}
g̃(x)2µc

〈u〉(dx)
)1/2

→ 0 asn→ 0. (4.12)

By the symmetry of the jumping measureJ (dx, dy),∣∣∣∣ ∫
E×E\d

(
(g̃Ĝn

βf
)
(x)− (

g̃Ĝn
βf

)
(y)

)(
(ũ− ũn)(x)− (ũ− ũn)(y)

)
J (dx, dy)

∣∣∣∣
=
∣∣∣∣ ∫
E×E\d

(
(ũ− ũn)(x)− (ũ− ũn)(y)

)
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× (
Ĝn

βf (x)− Ĝn
βf (y)

)(
g̃(x)+ g̃(y)

)
J (dx, dy)

∣∣∣∣
�
( ∫
E×E\d

(
Ĝn

βf (x)− Ĝn
βf (y)

)2
J (dx, dy)

)1/2

×
(

4
∫

E×E\d
g̃(x)2

(
(ũ− ũn)(x)− (ũ− ũn)(y)

)2
J (dx,dy)

)1/2

� 4E(Ĝn
βf, Ĝ

n
βf )

1/2
( ∫

{(x,y): |̃u(x)|�n,|̃u(y)|�n}c\d
g̃(x)2

(
ũ(x)− ũ(y)

)2
J (dx, dy)

)1/2

→ 0 asn→ ∞. (4.13)

The last inequality is due to the fact thatun is a normal contraction ofu. Also∣∣∣∣ ∫
E

Ĝn
βf (x)g̃(x)(u− un)(x)κ(dx)

∣∣∣∣
�
(∫

E

g̃(x)2(ũ− ũn)(x)
2κ(dx)

)1/2(∫
E

Ĝn
βf (x)

2κ(dx)
)1/2

� E
(
Ĝn

βf, Ĝ
n
βf

)1/2
( ∫

{x∈E: |̃u(x)|>n}
g̃(x)2ũ(x)2(dx)

)1/2

→ 0 asn→ ∞. (4.14)

Now by (4.11)–(4.14),

Qn
β

(
Ĝn

βf, g
)−Qβ

(
Ĝn

βf, g
)

= 1

2

∫
Ĝn

βf (x)µ
c
〈u−un,g〉(dx)+ 1

2

∫
g̃(x)µc

〈u−un,Ĝn
β
f 〉(dx)

+
∫

E×E\d

((
g̃Ĝn

βf
)
(x)− (

g̃Ĝn
βf

)
(y)

)(
(ũ− ũn)(x)− (ũ− ũn)(y)

)
J (dx, dy)

+
∫
Ĝn

βf (x)g̃(x)(u− un)(x)κ(dx)

→ 0 asn→ ∞.

This, together with (4.10) shows that

Qβ(Ĝβ, g)=
∫
E

f (x)g(x)m(dx) for all f,g ∈ L2(E,m).

So Ĝβ is the resolvent associated with(Q,D(Q)) and henceP̂t is its associated
semigroup. Theorem 1.2 is now proved in its full generality.✷
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COROLLARY 4.3. –In addition to the conditions in Theorem1.2, assume further that
u is bounded, continuous and that the semigroup{Pt}t�0 for processX is strongly Feller,
that is,Pt mapsBb(E) into Cb(E). Then the semigroup{P̂t}t�0 is also strongly Feller.

Proof. –Let f ∈ Bb(E). Setg(x)= f (x)eu(x). We have

eu(x)P̂tf (x)= Ex

[
exp

(
M−u

t

)
g(Xt)

]
.

Thus we only need to show thatEx[exp(M−u
t )g(Xt)] is continuous. Note that for any

ε � t ,

Ex

[
exp

(
M−u

t ◦ θε)g(Xt)
] = Ex

[
EXε

[
g(Xt−ε)exp

(
M−u

t

)]]
is continuous by the strong Feller property ofPt . It is sufficient to prove that
Ex[exp(M−u

t ◦ θε)g(Xt)] converges toEx[exp(M−u
t )g(Xt)] uniformly with respect to

x asε → 0. This is a consequence of

lim
ε→0

sup
x∈E

Ex

[(
exp

(
M−u

t+ε −M−u
t −M−u

ε

)− 1
)4] = 0,

which can be shown in a similar way as that of Lemma 4.1(i).✷
Appendix

In this appendix, we supply an alternative proof to Theorem 3.3 for boundedu ∈ Fe

with µ〈u〉 in Kato class ofX.

LEMMA A.1. –Let µn,n � 1 be a sequence of smooth measures of finiteE-energy
integral withsupn µn(E) <∞. Assume that there is a compact subsetK ⊂E such that
µn(K

c)= 0 for n� 1 and thatU1µn converges weakly toU1µ in Hilbert space(F,E1).
Then for any bounded quasi-continuous functionf ,

lim
n→∞

∫
E

f (x)µn(dx)=
∫
E

f (x)µ(dx).

Proof. –By the assumption and the regular property of the Dirichlet form, we see that
µn converges toµ vaguely, i.e.,

lim
n→∞

∫
E

g(x)µn(dx) =
∫
E

g(x)µ(dx)

for anyg ∈ Cc(E).
PutM = ‖f ‖∞. Sincef is quasi-continuous, there exists anE-nest {Km, m � 1}

consisting of compact sets such thatf |Km
is continuous. By Tietz extension theorem, for

eachm, we can find af̂m in Cc(E) such thatf |Km
= f̂ |Km

and‖f̂m‖∞ �M . Denote by
em the 1-potential ofK \Km. Then Cap1(K \Km)= E1(em, em)→ 0 asm→ ∞. Now
for anym� 1,
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E

f (x)µn(dx)−
∫
E

f (x)µ(dx)
∣∣∣∣

�
∣∣∣∣ ∫
E

(f (x)− f̂m)µn(dx)
∣∣∣∣ + ∣∣∣∣ ∫

E

f̂m(x)µn(dx)−
∫
E

f̂m(x)µ(dx)
∣∣∣∣

+
∣∣∣∣ ∫
E

(f (x)− f̂m(x))µ(dx)
∣∣∣∣

� 2M
∫

K\Km

µn(dx)+
∣∣∣∣ ∫
E

f̂m(x)µn(dx)−
∫
E

f̂m(x)µ(dx)
∣∣∣∣ + 2M

∫
E\Km

µ(dx)

� 2M
∫
E

em(x)µn(dx)+ 2M
∫
E

em(x)µ(dx)+
∣∣∣∣ ∫
E

f̂m(x)µn(dx)−
∫
E

f̂m(x)µ(dx)
∣∣∣∣

� 4M
√

sup
n

E1(U1µn,U1µn)
√

Cap1(K \Km)

+
∣∣∣∣ ∫
E

f̂m(x)µn(dx)−
∫
E

f̂m(x)µ(dx)
∣∣∣∣.

The lemma follows by first passingn→ ∞ and thenm→ ∞. ✷
We now give an alternative proof for Theorem 3.3.

THEOREM A.2. – Let At be a PCAF ofX with Revuz measureµ, then for any
bounded functionψ ∈ L1(E,m),

Ẽψρ2m[At ] =
∫
E

( t∫
0

P̃sψ ds

)
ρ̃2µ(dx).

Therefore the Revuz measure forA as a PCAF ofX̃ is ρ2µ.

Proof. –We follow the path in the proof of Lemma 6.3.6 in [12] but with some
improvements. First we note that ifφk converges toφ in (F,E1), then by Fukushima’s
decomposition,(

Em

(
Nφk
t −Nφ

t

)2)1/2

� ‖φk − φ‖2 + (
Em

(
φ̃k(Xt)− φ̃(Xt)

)2)1/2 + (
Em

(
Mφk

t −Mφ
t

)2)1/2

� 2‖φk − φ‖2 + 2t
√
E(φk − φ,φk − φ)

→ 0 ask → ∞. (A.1)

Sinceµ is a smooth measure, there is anE-nest {Fn}n�1 of compact sets such that
µ(Fn) < ∞, 1Fnµ is of finite E-energy integral, andU1(1Fnµ) is bounded for each
n � 1 (see Theorem 2.2.4 of [12]). Letg(n)k = k(U1(1Fnµ) − kGk+1(U1(1Fnµ))). Let
fn ∈F ∩Cc(E) be such that 0� fn � 1 andfn = 1 onFn. Then for anyv ∈F ,
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lim
k→∞E1

(
G1

(
fng

(n)
k

)
, v
)= lim

k→∞

∫
E

g
(n)
k fnvm(dx)=

∫
E

ṽf̃n1Fnµ(dx)

=
∫
E

ṽ1Fnµ(dx)= E1
(
U1(1Fnµ), v

)
.

SoG1(fng
(n)
k ) convergesE-weakly toU1(1Fnµ) ask → ∞. By taking a Cesàro mean of

a subsequence ofg(n)k , there is a sequenceh(n)k in F such thatG1(fnh
(n)
k ) converges to

U1(1Fnµ) in (F,E1) ask → ∞. Hence by (A.1),

lim
k→∞ Em

(
N

G1(fnh
(n)
k
)

t −N
U1(1Fnµ)
t

)2 = 0.

Note that

N
G1(fnh

(n)
k
)

t =
t∫

0

G1
(
fnh

(n)
k

)
(Xs)ds −

t∫
0

(
fnh

(n)
k

)
(Xs)ds

and

N
U1(1Fnµ)
t =

t∫
0

Ũ1(1Fnµ)(Xs)ds −
t∫

0

1Fn(Xs)dAs

(cf. Lemma 5.4.1 of [12]). By (A.1) and the triangular inequality, we see that

lim
k→∞ Em

( t∫
0

(
fnh

(n)
k

)
(Xs)ds −

t∫
0

1Fn(Xs)dAs

)2

= 0.

Now for any bounded functionψ ∈ L1(E,m) = L1(E,ρ2m), by Cauchy–Schwartz
inequality and (4.1),

lim
k→∞ Ẽψρ2m

∣∣∣∣∣
t∫

0

(
fnh

(n)
k

)
(Xs)ds −

t∫
0

1Fn(Xs)dAs

∣∣∣∣∣
� lim

k→∞
(
Eψρ2m

[(
Lρ
t )

2])1/2

(
Eψρ2m

( t∫
0

(
fnh

(n)
k

)
(Xs)ds −

t∫
0

1Fn(Xs)dAs

)2)1/2

= 0.

Note that since∫
E

g
(n)
k (x)m(dx)=

∫
E

k(G1 − kG1Gk+1Z1)1Fnµ(dx)=
∫
Fn

kGk+11mu(dx) � µ(Fn),

supk�1

∫
fnh

(n)
k m(dx) <∞. Thus
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Ẽψρ2m[At ] = lim
n→∞ Ẽψρ2m

[ t∫
0

1Fn(X̃s)dAs

]

= lim
n→∞ lim

k→∞ Ẽψρ2m

[ t∫
0

(fnh
(n)
k )(X̃s)ds

]

= lim
n→∞ lim

k→∞

∫
E

( t∫
0

P̃sψ ds

)
ρ2fnh

(n)
k m(dx).

= lim
n→∞

∫
E

( t∫
0

P̃sψ ds

)
ρ21Fnµ(dx)=

∫
E

( t∫
0

P̃sψ ds

)
ρ̃2µ(dx).

In the second to the last equality, we used Lemma A.2 and the fact thatP̃sψ is quasi-
continuous with respect toX as well. The latter is due to the fact thatLρ

t is strictly
positive up to lifetimeζ of X and thatP̃sψ is quasi-continuous with respect tõX. ✷
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