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ABSTRACT. - Three explicit estimators of the bivariate survival functions
for three types of data are analyzed by proving the analytical and

probabilistic conditions necessary for application of the functional delta-
method. It tells us that the estimators converge weakly at ~-rate
to a Gaussian process and that for estimation of their asymptotical
distribution the bootstrap works well. We also prove ’efficiency of the
Dabrowska and Prentice=Cai estimator for the bivariate censoring model
under independence.
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1. THREE MULTIVARIATE MODELS
AND APPROACHES TO ESTIMATION

We begin by describing the three models and the resulting estimation
problems upon which we will focus. In all three models the parameter to be
estimated is the bivariate survival function. In this section we will describe
the three representations of the bivariate survival function, as maps from
the distribution function of the data, on which the three estimators for each
model are based. The estimators are obtained by substituting the empirical
distribution counterpart of the data into the representation.
Our aim is to prove that these estimators are uniformly consistent and

that the estimators converge weakly in supnorm at root-n rate to a Gaussian
process. Moreover, we also want to show that the bootstrap can be used
to estimate the variance of these estimators and to obtain some efficiency
results for these estimators.
The weak convergence and bootstrap can be proved by applying the

functional delta-method (Gill, 1989, V. d. Vaart, Wellner, 1995). This
means that we have to verify the (by the functional delta-method required)
differentiability of the representation and the weak convergence of the
empirical process which we plug in the representation. We were able to
verify these conditions under essentially no conditions on the model. For a
formal statement of our results see our final theorem in section 5. We also
succeeded in proving that for the bivariate censoring model (our third model)
the Dabrowska and Prentice-Cai estimator are efficient under independence.
Practical simulations show that the asymptotic distribution is closely
approached for surprisingly small samples (Bakker, 1990, Prentice-Cai,
1992a).
The organisation of the paper is as follows. In section 2 we will give the

basic techniques as lemmas for obtaining the required differentiability result
for the representations. In section 3 we will prove the differentiability results
by applying these lemmas. In section 4 we will see how each representation
leads to an estimator for each model by just substituting the empirical
distribution of the data. In section 5 we verify the weak convergence of
these empirical processes which provide us, by application of the functional
delta method, with results which are summarized in our final theorem.
Finally, in section 6 we prove that for the bivariate censoring model the
Dabrowska and Prentice-Cai estimator are efficient under independence.
MODEL 1. - Estimation of a bivariate distribution with known marginals.

Suppose that ( X 1, Yl ) , ... , ( X n , Yn ) are independent and identically
distributed with distribution function F on and suppose further that

Annales de l ’lnstitut Henri Poincaré - Probabilités et Statistiques



547INEFFICIENT ESTIMATORS OF THE BIVARIATE SURVIVAL

the marginal distribution functions Fx , Fy of F are known: Fx and

Fy = F$ where F$ are known one-dimensional marginal distributions.
Problem: Use the data and the knowledge of the marginal distributions

to estimate the joint distribution F.

MODEL 2. - The bivariate "three-sample " model.

Suppose that Yii),..., Ylnl ) are independent and identically
distributed with distribution function F on that X 2,1, ... , X 2,n2
are independent and identically distributed with distribution function

Fx = F( . , co) on R, and that Y3,1, ... , Y3,n3 are independent and identically
distributed with Fy = on R. Here the three samples are all

independent. We can regard this as either a "missing data" model (the Y’ s
are missing in sample 2 and the X’s are missing in sample 3); or we can
regard it as an "auxiliary samples" model in which in addition to the first
sample of (X, Y) pairs we also have some auxiliary data (samples 2 and 3)
concerning the marginal distributions.

Problem: Use all the data to estimate F.

MODEL 3. - Bivariate random censoring.

Suppose that (6’i,Ti),..., (Sn , Tn ) are independent and identically
distributed with distribution function F on = [0,cxJ)~, that

(Ci, Di), ... , (Cn, Dn) are independent and identically distributed with
distribution function G independent of all of the ( S, T )’ s, and that
we observe

Problem: Use the observed data to estimate F.

For all three models we assumed that we have observations in The

estimators we propose are invariant under translations. Therefore our results

can be generalized to data on R~.
We have the following relationships between these models. If n2 and n3

are very large relatively to then this model 2 approximates the known
marginals model 1. If we allow G to have three atoms at (o, oo), (oo, 0)
and (00,00) adding up to 1, then model 3 includes model 2 with nl, n2
and n3 random.

Many other related models are of interest. For example, suppose that
F has marginal distributions Fx and Fy which are equal, but unknown:

= Fy(x), x E R. All three models have generalizations to the
case of k-variate F with ~ &#x3E; 3, but of course there are many different

generalizations of models 1 and 2 depending, for example, on which of the

Vol. 31, n° 3-1995.
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2~ - 2 (multivariate) marginals are known in model 1. In this paper we
restrict ourselves to the bivariate case. The analyzed estimators have natural
generalizations to the k-variate case, and the k-variate analysis can be done
by simply using k-variate analogues of the ingredients we use in the analysis
for the case k = 2; for some of these, see Gill (1990).

Efficient estimation in models 1-3 has proved to be difficult. Bickel, Ritov,
and Wellner (1989) have studied estimates of linear functionals of F for
model 1 which are efficient under additional regularity conditions. Van der
Laan (1992) proposed an implicit modified maximum likelihood estimator
which depends on a bandwidth hn (n is the number of observations) for
model 3, which is proved to be efficient for hn - 0 slowly enough. The
choice of the bandwidth in practice is still an open problem and practical
tests remain to be done. Also here additional smoothness assumptions were
needed. The estimator can be computed with the EM-algorithm. It is well
known that this is an iterative algorithm which converges slowly. For
information calculations for models 1 and 3, see Bickel, Klaassen, Ritov,
and Wellner (1993) sections 6.3 and 6.6 and van der Laan (1992); for
information calculations for model 2, see van der Vaart and Wellner ( 1990).
It appeared that explicit information calculations are extremely difficult.

Only in the special case of independence in model 3 we succeeded in
obtaining an explicit expression for the information bound. These difficulties
in constructing efficient estimators and that they only seem to work under
additional regularity assumptions are a motivation for considering inefficient
estimators.

Considerable work on construction of inefficient estimates in model 3
has been done: among them Burke ( 1988), Dabrowska (1988), (where also
the Volterra estimator of P. J. Bickel is mentioned), Dabrowska (1989),
Prentice and Cai ( 1992a), ( 1992b), Pruitt (1991c), van der Laan (1991).
Many other explicit inefficient estimators have been proposed (see the
reference list in Dabrowska, 1988). Bakker (1990) and Prentice and Cai
( 1992b) show that the Dabrowska and the Prentice-Cai estimators have
a very good practical performance and beat the other proposed explicit
estimators. Under independence they approximate surprisingly quickly
the optimal variance. Pruitt’s ( 1991 c) estimator is an implicit estimator
which solves an approximation to the self-consistency equations. This
estimator uses kernel density estimators and consequently depends on a
bandwidth. His estimator has a good practical performance (Pruitt, 1991b).
Also here we have the problem of selecting the good bandwidth and
additional smoothness assumptions on the model are necessary (van der
Laan, 1991).

Annales de l’lnstitut Henri Poincaré - Probabilités et Statistiques



549INEFFICIENT ESTIMATORS OF THE BIVARIATE SURVIVAL

In this paper we focus on three inefficient estimators, but estimators

(except the Volterra estimator) which have been shown to have a very
good practical performance. We included the Volterra estimator because its
representation is similarly derived as the Prentice-Cai representation, and
the analysis of the Dabrowska and Volterra estimator gives the analysis of
the Prentice-Cai estimator for free. The estimators are explicit and easy
(quickly) to compute in contrary with efficient estimators which have to
be computed with quite computer intensive algorithms (such as the EM-
algorithm in van der Laan, 1992). The estimators are very smooth functions
of the observations and therefore they are very robust: i. e. insensitive to

small changes of the underlying distributions. Moreover for each rectangle
[0, T], where there is mass left for [0, we do not need any assumptions
on the model for obtaining the consistency, weak convergence and bootstrap
results on [0, T] . Also the last two properties are certainly not shared with
efficient estimators.

Our approach to estimation of F in these three models is as follows:
we find representations of F as maps $ from the distribution of the data,
which can be estimated from the observed data, to F. The three particular
representations which we study here are given by:

A. Dabrowska’s (1988) representation.

B. The Volterra equation.

C. Prentice and Cai ( 1992a) representation.

We give a new proof of the Prentice and Cai ( 1992a) representation.

NOTATION AND DEFINITION OF [0 , T] . - If we write  , ~ ,  , &#x3E; then this
should hold componentwise for both components: so if x E 1R2 then

x ~1, x2  2/2. We often will not use a special notation
for the bivariate time-vector; if we do not mean a vector this will be made
clear. If F(t) = P(X  t) is a distribution function we will denote its

survival function with F(t) = P(X &#x3E; t). All functions we encounter are
defined on a rectangle [0, T] C R~o where T can be chosen arbitrarily large
except that F (T - ) &#x3E; 0 and G (T - ) &#x3E; 0 is required. Finally, we define for a
bivariate function f : 1R2 -7 sup I 

A. Dabrowska’s representation

The representation, the estimator and L-measure were all introduced by
Dabrowska (1988), but in a rather different way than we do here; we take
the representation in terms of product-integrals as done in Gill, 1990 (see

Vol. 31, n° 3-1995.
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also Andersen, Borgan, Gill, Keiding, 1992). We define the following three
hazard measures with their heuristic interpretation:

Formally, we introduce a vector hazard function A : [0, T] 
as follows: ~1(t) - E R50, where 

- -

One of the main advantages of model building in terms of hazards is that
they are undisturbed by censoring and therefore in all three models we can
get estimates of the integrated hazards by replacing them by their natural
empirical counterparts.

For a bivariate distribution M (i. e. measure) 77(1 + dM) is the bivariate
product integral over the rectangle [0, t] (see Gill, Johansen, 1990, or our
section 3.2). It is just like the univariate product integral defined as the
limit of finite products over finite rectangular partitions of [0, t] . Now, the
following representation can be proved:

L is defined by

and f2 represents the bivariate product-integral mapping. With
= we denote the jump of

Annales de l’Institut Henri Poincaré - Probabilites et Statistiques



551INEFFICIENT ESTIMATORS OF THE BIVARIATE SURVIVAL

s - Aio(s,v-) at u. Assume that for each v (u ~ F(t~)) ~ pi
and for each u (v ~ F(~,~)) ~ 112 for certain (signed) measures pi and
/~2. We define

These assumptions are easily verified for the hazard measures by choosing
III = Fi and 112 = F2, the marginals of F. We will see in section 4 that the

empirical counterpart in of A is obtained by replacing in the representation
of A F by an empirical survival function. Therefore, the assumptions are
verified in exactly the same way by choosing III and 112 the marginals of
this empirical survival function. We will do this in the proof of the final
theorem in section 5.

Note that by (2) and (3) this gives a map f such that

This representation can easily be heuristically verified, just as the one-
dimensional Kaplan-Meier product-integral.

For models 1-3 there are natural empirical estimators of A which
generalizes the famous Nelson-Aalen estimator from the one dimensional
case; we will do this explicitly and in detail in section 4. 

_

If we denote the estimate of A with in, then the estimate of F based on
Dabrowska’s representation is simply

This estimator was studied in the case of model 3 by Dabrowska (1988,
1989). Gill (1990) generalized the representation to dimension l~ &#x3E; 2 and

analyzed the estimator by applying the functional delta-method.

B. The Volterra equation

This equation is derived by extending the following argument for k = 1: let

be the cumulative hazard function corresponding to F. Then

Vol. 31, n° 3-1995.
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and consequently

For a given function A, this is a homogeneous Volterra equation for F,
where the solution is given by the Peano series (a special Neumann series)
ex) 

2014 y 2014

where A(F) = 1 F _dA. In this case, k = 1, this is solved
i=l [0,.]
explicitly by the product-integral of A:

For theory about the univariate product-integral and in particular the

equivalence between the univariate Peano series and the univariate product-
integral we refer to Gill and Johansen (1990).

For k = 2 the argument generalizes as follows. For F on [0, as

defined above

where F(x) - P(X &#x3E; x). This implies that

It remains only to relate F to F and the marginal distributions: let Fi and
F2 denote the marginal distributions of F. Then since

(5) yields

where 03A8(t) = 1 - F2 (t2 ) involves only the marginal distributions
Fi and F2. Regarded as an equation for F given fixed functions ~ and A, (6)

Annales de l’Institut Henri Poincaré - Probabilités et Statistiques
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is an inhomogeneous Volterra equation with a unique solution 03A61(03A8,11)
[Gill and Johansen (1990), Kantorovich and Akilov (1982), p. 396]. This
can be seen as follows. Represent the equation as (I - ~X~) = ~ where

AA(F) = [0,t] F_dA. It is easy to check that this structure takes care that

where one has to notice that by definition of r the supnorm (over [0, T])
is bounded.

00

Consequently, £ A § is a bounded operator:
k=0

This proves that F is given by the Neumann series of 

Because Anll depends only on All and

(7) defines a map

It is not clear from (7) that F does also continuously depend on All,
but we will prove in section 3, as in Gill and Johansen (1990), that the
bivariate Peano series, and thereby satisfies the characterization of

weakly continuously compactly differentiable at (W , ~1).
Finally, it should be noticed that because of the exponential convergence

of the terms to zero, (7) provides us also with an exponentially fast
algorithm for finding a solution of the Volterra equation for known ( W , 
Now, the Volterra estimator of F is given by:

Vol. 31, n° 3-1995.
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C. Prentice-Cai representation

We give a new proof of the Prentice-Cai representation (see also Prentice
and Cai, 1992a). For still another proof, see Wellner (1993). For this we
need the following differentiability rules for U : R 2014~ R and V : R - R:

If we apply these one dimensional rules to the sections u - F(u, v)
and v - F ( u, v ) of a bivariate function F, then we denote these with
dl and d2, respectively. We apply these two one dimensional rules to

each of the two variables of R - F/FiF2 in turn in order to express
dR = d12R = dl(d2(R)) as follows:

for certain measure L. Define the well known univariate hazards

A2( ds2) == The reader can easily
verify the following result [when applying the product rule to F/Fi we
give the left continuous version to F instead of one of the F i, i = 1, 2,
and we denote F(~i)(~i~2) = ~1-~2). F - 2&#x3E; ( s i , s2 ) &#x3E; F(SI, S2- )):

At the third equality notice that 1/(1 - Al(6sl))(1 - 
Integrating the left and right-hand side over the rectangle

(0, t] provides us with:

Annales de l’lnstitut Henri Poincaré - Probabilités et Statistiques
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Here one has to notice that R(~0) = t2 ) = 1 for all t. This is a

homogeneous Volterra equation with a unique solution given by the Peano
series of L which we will write out below.

By definition of R and the well known product integral representation of
the univariate Fi, i = 1, 2, this provides us with the following representation
for the bivariate survival function:

where R is the unique solution of (9), just the Neumann series

as given in (7), given by the Peano series:

Define

Above, we derived the following representation of L in terms of the
hazards A

Of course, we can write 63 (A), but because of model 1 (marginals known)
we want to distinguish between hazards which are known in model 1 and

hazards which are not known in model 1.

Note that this gives a map

Vol. 31, n° 3-1995.
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Again, the estimate of F based on the Prentice and Cai representation is
simply

Prentice and Cai N( 1992a) motivated this representation through a

connection between L and the covariance of univariate counting process
martingales. Moreover, they proved almost sure consistency of the resulting
estimator for model 3 via continuity of e.

Remark. - Firstly, the Volterra estimator is based on the idea to express
dF in F - dA for a certain measure A which makes F a solution of an

inhomogeneous Volterra equation, while in Prentice-Cai’s representation we
do the same with which leads in this case to a homogeneous
Volterra equation. The Volterra uses an estimate of only one bivariate hazard
All, while the Dabrowska and the Prentice-Cai representations involve other
functions L and L which describe the covariance structure. Furthermore,
notice the similarity in the structure of L and L.

Elaborating on the functional delta-method and results

Our approach to studying the estimators, which we will denote by
Fn , FD, F n will be to study the maps 03A6, rand e which define
them (analytically). In section 2 and 3 we show that these satisfy the
characterization of weakly continuous Hadamard differentiability with

respect to the supremum norm-metric for the sequences which can occur
in practice. In section 4 we represent A as maps from the distribution
function of the data to A itself for all three models. By applying the
functional delta-method to these representations we prove the required weak
convergence and validity of the bootstrap for An . Now, application of the
functional delta-method to the mappings e and r provides us with with
consistency, weak convergence, and asymptotic validity of the bootstrap for
Fn , These results are summarized in Theorem 5.1.

This method of analyzing provides us with optimal results for the
estimators in the sense that we essentially do not need any conditions.
The only improvements can be made by extending these results to the
whole plane and by investigating the rate at which the normalized estimators
converge to its linearization in terms of the empirical processes we plug in.

This analysis of an estimator, separates the analysis in a
purely analytical (differentiability of and a purely probabilistic [weak
convergence of Zn = A)] part. After establishing purely analytical
properties of components of 03A6 one can deduce several results for different
sampling methods, models (e.g. our models 1-3) or statistics without

Annales de l’Institut Henri Poincaré - Probabilités et Statistiques
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repeating the analysis. The supnorm might be considered as a quite naive
choice in order to get an optimal weak convergence result, but the supnorm
is easy to use, to interpret, and has a natural generalization to higher
dimensions.

After establishing the differentiability of the functionals which appear
in the representation r and 03A6 we got the differentiability of Prentice

representation for free: by the chain-rule a differentiability result for a
functional can be used for establishing differentiability for any composition
of several mappings (like the three representations) which involves this
functional. Because of this property of the analysis, other proposed explicit
estimators can immediately be put in our framework.

2. LEMMAS

In this section we give the basic techniques as lemmas for obtaining
the (by the functional delta-method) required differentiability result for the
representations. Moreover, we will give two illustrations which show how
these techniques easily lead to differentiability of relevant functionals.

DEFINITIONS AND NOTATION. - All functions we encounter are considered

as elements of the space of bivariate cadlag functions on [0, T] (Neuhaus,
1972) endowed with the supnorm.
We will denote this space with If Fn converges in

supnorm to F, then we will denote this with Fn -7 F (this does

not lead to problems because we only use supnorm convergence). The
variation norm of a function F is defined as usual as the supremum
over all partitions of rectangles of the sum of the absolute values of
generalized differences over the partition elements (i. e. rectangles) of F,
and it will be denoted The uniform sectional variation norm
of a bivariate function F is defined as the supremum of the variations

of the sections u - F(u, v), v - F(u, v), (u, v) E [0, T], and the

variation of F itself. It will be denoted If a cadlag function
is of bounded variation, then it generates a signed measure. If for a F

we write F(du, v), F(u, dv), F(du, dv), we mean the one dimensional
measures generated by the sections ~ )2014~ F ( u, v ) and the two
dimensional measure generated by (u, v) ~ F(u, v), respectively, and it will
be automatically assumed that these sections and the function itself are of

bounded variation. Finally, integrals like F ( du, v ) G ( u, dv ) are defined as
Vol. 31, n° 3-1995.
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u f) 
-2014 

v ) dpi (u) dp2 assuming that for each the mapping

(u - F(u, v)) « J-ll and for each u the mapping (v - F(u, v))  112
for certain (signed) measures J-ll and ~2. This assumption is satisfied by a
simple choice of measures ~c2 in all our applications as will be shown
in the proof of the final theorem in section 5 (see also illustration 2 at the
end of this section).

LEMMA 2.1 (Telescoping). - Let ai , i = 1, ... k, bi , i = 1,..., k be
real numbers.

This can be easily verified and it holds also for matrices (see Gill and
Johansen, 1990). It is a very useful lemma for proving that differences of
two products converge to zero and that is what we often have to do in the
differentiability proofs.

In our applications we want to be able to define integrals FdH when
H is of unbounded variation. This can be done by applying integration by
parts so that H appears as function.

LEMMA 2.2 (Integration by Parts).

Notice that with these formulas we can also define these integrals for H

of unbounded variation. Also, we can bound FdH by 
Notice that if F is zero at the edges of [0, T], then only the first term at

the right hand-side is non-zero.

Annales de l’lnstitut Henri Poincaré - Probabilités et Statistiques
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Proof. - We refer to (Gill, 1990) for the general case. It works as

follows. For the first integral, substitute

and for the second integral substitute

and apply Fubini’s theorem. D

This integration by parts formula is a special case of the following general
integration by parts formula by letting AS = (0, s], but it is one which takes
account of mass given to the edge of the rectangle [0, T~ : Let As C R2 be
a measurable set indexed by s E 1R2. Then we have:

Assume that Fi,F2 are of bounded variation and that or

Fi(Sl-, s2) or FZ(sl, s2-) or Fi(SI-, s2-) is cadlag, i = 1, 2. Then

Fi and F2 generate signed measures. We have

So by two times applying lemma 2.2 to

we can do integration by parts so that H appears as function and Fi, F2
as measures.

The following lemma is trivially checked, but useful.

LEMMA 2.3 (d-A interchange). - We have:

Vol. 31, n° 3-1995.
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Recall the denominator in the mappings L and L in rand 8, which are
of the form !/{(! 2014 c~) ( 1 - b)y,. where a, b are are only nice functions in
one coordinate, and therefore certainly do not generate a measure. Therefore
it is not clear how we can integrate w.r.t. this denominator. The following
lemma will take care of this problem.

LEMMA 2.4 (Denominator splitting). - Let al, a2 be real numbers.
Then the following holds:

or

In general, we have:

This follows from the identity 201420142014 = 1 + 201420142014. .
Now, we are able to define the following terms with integration by parts

as follows:

COROLLARY 2.1. - Define v) - (1 - AlO(6u, v))(1 - Aol(u, ~v)).
We have:

Annales de l ’lnstitut Henri Poincaré - Probabilités et Statistiques
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H plays the role of a function of unbounded variation (Brownian bridge)
and A,Aio,Aoi are cadlag functions of bounded variation. Notice that all
terms at the right-hand side of the equalities where H appears as measure

are of the form FdH where F generates a finite measure. Therefore, for
all these terms we can apply the integration by parts formulas of Lemma 2.2
in order to make H appear as function.

Again, this corollary is simple to prove by applying denominator splitting
and d-A-interchange. In the differentiability proof of the L-mapping we
have to be able to bound the terms above in the supnorm of H. It is

now clear that this can be done with the integration by parts formulas.
We will see that this is the whole story of the differentiability proofs: we
use denominator-splitting and d-A-interchange in order to get an integral

FdH, where F generates a measure (so it must be of bounded variation)
and then we apply our integration by parts formulas in order to bound these
terms in the supnorm of H.

We did not deal, yet, with an integral of the form 0,

= oo, which we want to show to converge to zero. Here, one cannot
do integration by parts in order to bound this in the supnorm of Fn, because
H is not of finite variation. The next ingredient takes care of this, the so
called Helly-Bray technique:

LEMMA 2.5 (Helly-Bray lemma). - If H E 

unbounded variation, then we can approximate H with a sequence Hm
where  M(m)  00 and IIH - - 0. This gives us the
following bound:

For Hm one can (e.g.) take the step function equal to H on a grid Jrm.
We did the substitution H = (H - Hm) + integration by parts and

bounding terms like J FdHm by The bound in Lemma 2.5

is useful because it proves that integrals of the form J H dFn converge to
zero 0, even = oo, provided  o0

(just let ?7~ - oo slowly enough).

ILLUSTRATION 1. - We will illustrate how these lemmas easily provide
us with the characterization of compact differentiability (F, G) -

J FdG at a point (F, G) with F and G cadlag functions of bounded
Vol. 31, n° 3-1995.
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variation for sequences Fn , G~ of uniformly (in n) bounded variation: if
Yn == 2n == then

for a certain continuous linear mapping (D~O, -7 R. We
have by telescoping:

So if we subtract from this its supposed limit

then we get (again) by telescoping:

where the last two integrals are defined by integration by parts. The first
integral can immediately be bounded - 0. The second
integral converges to zero by the Helly-Bray lemma. For the third integral
we can do integration by parts with respect to Fn and thereby bound this
term by cllZn - 0. °

ILLUSTRATION 2. - We will give an illustration of how these lemmas are
used to prove convergence to zero of quite complicated terms which we will
encounter in our analysis of the Dabrowska’s estimator. Consider the term

/ (1//~(~, v) - v))H(du, dv), where H is of unbounded variation,
and ,~~ (u, v), v) is the denominator of L as defined above corresponding
to (1110, (Aio, Aoi) and converges in supnorm to (AlO, AOl)’
We will show that this term converges to zero if 10, 01, n10, AOl have
the following four properties :

1 ) f3 &#x3E; 8 &#x3E; 0 on [0, T] for certain 8 &#x3E; 0.

2) There exists a sequence of uniformly in n finite (signed) measures 1l2n
so that « (dv) for all u. Similarly for 10, 01, n01.

3) There exists a sequence of uniformly in n finite (signed) measures Illn
so that (du, v) « 2n (du) for all u. Similarly for 10, 01,

4)  M and  M for
certain M  oo (uniform boundedness of the Radon-Nykodym derivatives).
Similarly for 10, 01, 01.
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In our applications the assumptions 2-4 are easily verified by a simple
choice of ~.G2n, and by definition of [0 , T] assumption 1 will hold
trivially. This will be done in the proof of the final theorem in section 5.

This term involves all the above techniques. Apply the denominator

splitting lemma to rewrite v ) - v ) . This gives

Then the integral is the sum of three integrals which we will denote with

A, B and C respectively. The first term A is given by:

We did the substitution H = H - Hm + Hm (Helly-Bray) and applied
d-A-interchange. Consider the first term, say A 1.

Al. Here, we can apply the second integration by parts formula of
Lemma 2.2. Then one of the terms we get is the following:
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where we used assumption /3n &#x3E; 6 &#x3E; 0 on [0, T] for certain 8 &#x3E; 0 in the last

line, which follows from assumption 1 and the uniform convergence of /3n
to /?. The other terms one gets after applying integration by parts are dealt
in the same way. By assumption 2-4 we have:

for certain M’  oo. So if Aïo satisfies assumptions 1-4, then

I 0 for m - oo. The other

terms are dealt similarly using the assumptions 1-4 for Aio and 

A2. The second term can be bounded by the supnorm of 
Aïo(6u, v)) - v)) (which converges to zero)
times the variation norm of Hm .
So if we let m = m(n) - oo slowly enough for n - oo, then both

terms Al and A2 converge to zero.
The second term B is dealt similarly. Now, we will deal with the third

term C. Firstly, by telescoping we can rewrite:

We have to integrate these terms with respect to H. We set

H = (H - Hm ) + Hm (here an application of Helly-Bray-lemma starts).
By using the d-0394-interchange trick we can transform all three terms with
H - Hm into integrals where H - Hm appears as a function: e.g.
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So if assumption 1-4 holds, then as we did above we can bound this term by

Similarly, we have this bound for the other terms with H - Hm . The three
terms with Hm we can directly bound by

where M(m) stands for a constant times the variation norm of So we

can conclude that we have the following bound:

where En converges to zero. Let now m - oo slowly enough to obtain
that this bound converges to zero (here ends Helly-Bray). This proves the
statement.

In general all terms we will encounter in the differentiability proofs are
dealt in the following way:

Telescoping

STEP 1. - Firstly, we do telescoping in order to rewrite a difference

of two products as a sum of single differences: ~ AB =

A)B + / An(Bn - B). Consider one term (e.g.) A)B.
Here, we know that An -7 A, but An can appear as a measure in one or two

coordinates: ~ (~ 2014 A)(du, dv)B(u, v) A)(du, v)B(u, dv) or

the easiest case ~ /’ (~ 2014 A) ( u, v ) B ( du, dv ) .
Goal

STEP 2. - We want to bound the term / (An - A)B, where we usually
have that An - A appears as a measure, in the supnorm of An - A which is
known to converge to zero. Therefore our goal is to get this term in a form
so that we can apply integration by parts with respect to B.
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Denominator-splitting, d-A-interchange

STEP 3.

Case 0. - If An - A appears as function we do not even have to apply
integration by parts and we are ready.

Case 1. - If B generates a measure of bounded variation or is it a

product of such functions (of bounded variation but some left and some
right continuous) we can bound the term in the supnorm of An - A by
applying the integration by parts formula of Lemma 2.2.

Case 2. - If B is of unbounded variation, we substitute B =

(B - Bm) + Bm and we now want to bound the term with B - Bm
in the supnorm of B - Bm and the term with Bm in the variation norm of
Bm (Helly-Bray Lemma 2.5). We go back to step 3.

Case 3. - If B involves the denominator /3 we firstly apply the denominator
trick Lemma 2.4 and d - A-interchange Lemma 2.3 as in Corollary 2.1 in
order to rewrite the term to a term of Case 0 or 1.

3. DIFFERENTIABILITY OF THE DABROWSKA, VOLTERRA,
AND PRENTICE AND CAI REPRESENTATIONS OF F

In this section our goal is to establish Hadamard differentiability of the
Volterra, Dabrowska, and Prentice-Cai representations of F. In fact, we
will prove that each of these representations is continuously Hadamard
differentiable, thereby paving the way for validity of the bootstrap in each
case.

NOTATION AND ASSUMPTIONS ON SEQUENCES. - For any symbol which occurs
as argument of the analyzed mapping, say A, An and Af are sequences
which both converge in supnorm to A and moreover it will be automatically
assumed that they are of bounded variation uniformly in n.
An plays the role of the estimator of A using the original data and Af

plays the role of the same estimator, but using a bootstrap sample of the
original data.

3.1. The Volterra Representation

We do the proof of the Volterra representation before the proof of the
bivariate product integral (as part of the Dabrowska representation), because
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the proof is easier to generalize from the univariate case and we will still be
able to refer to the global differentiability proof.

Consider the inhomogeneous Volterra equation

We consider this equation as an implicit equation for F for given functions
W and 11. For any measure a on R2 set:

P(. ; a) == Pa is the Peano series corresponding to a. The following
propositions will be proved below in a separate subsection. The proofs are
similar to the proofs given in Gill and Johansen (1990) as they already
remarked on p. 1531. The non-homogeneous Volterra equation has a unique
solution in terms of P ( . ;1111 ) :

PROPOSITION 3.1. - If F satisfies ( 13), then

Repeated substitution of the Volterra equation into itself and interchange
of the order of integration make the claim intuitively clear. Here are two

propositions giving useful properties of the Peano series P.

PROPOSITION 3.2 (Kolmogorov equations). - The Peano series P - Pa
defined by ( 14) satisfies

PROPOSITION 3.3 (Duhamel equation). - If a and ,~ are two measures on
1R2 with corresponding Peano series Pa and P~, then

With the Duhamel equation one can show the following differentiability
result for the Peano series. For all propositions and theorems recall our

assumptions on the sequences 
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PROPOSITION 3.4 (weak continuous compact differentiability of Pa in

supremum norm). - Assume

where P is given by

If h is of unbounded variation this is defined by (repeated) integration by
parts (see Lemma 2.2).

CONSISTENCY. - In general, notice that this differentiability result for

a mapping A certainly implies continuity of A; if Fn -7 F then

~4(~) 2014~ A(F). Therefore our differentiability results will also provide
us with almost sure uniform consistency of our estimators.
Now, we have the tools to prove the weak continuous differentiability

property of the Volterra representation 03A61(03A8, 11).
THEOREM 3.1 (weak continuous differentiability of ~ 1 ). - Suppose that

Then

where d0 ( ~ , l111 ) ( ~ , ~ ) is a continuous linear functional defined on T~ .

Proof of Theorem 3.1. - For convenience denote All with A.

and write F n == Fn = ~2(’~n, An) and,F = A). By
equation (13)
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and

so that subtraction yields (by telescoping)

In - I by hypothesis. Our goal is to show that 

converge to their supposed limits II , III , I V . Firstly, one should

notice that the supposed limits are well defined: for example
7V = s~t03A8(s-)P(s,t]d03B2(s) is defined by repeated integration by parts

(Lemma 2.2). By telescoping we have:

Because A is of bounded variation the first two terms can directly be
bounded by a constant times the supnorm of (atf - a ) and P ) ( s , t] ,
respectively. a) converges to zero by hypothesis and P) (s, t]
converges to zero by Proposition 3.4. Similarly, using that are of

bounded variation uniformly in n, we prove that the fourth term converges
to zero by bounding it in the supnorm of (af - cx ) . For the third term we
have to apply the Helly-Bray Lemma 2.5 with H ( s ) = and

F(s) = Af - A, because a is of unbounded variation. So here we need
that s - is of bounded variation uniformly in n. This follows
from the bounded variation of Af as shown in the proof of Proposition 3.4.
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The convergence of to their supposed limits is proved, similarly:
only integration by parts and Helly-Bray are needed. This completes the
proof. D

3.1.1. Proofs of Propositions
Proof of Proposition 3.2 (Kolmogorov equations). - For convenience,

we define the region which appears in each term of the Peano series:
_ {(ul,...,un) E (1R2)n: S  ...  ~  t~. Now,

so

The backward equation is similarly proved. D

Proof of Proposition 3.3 (Duhamel equation). - Consider the following
m + n-fold integral:

By splitting the integration on we can write this as:

Similarly, splitting the integration on we can also write it as:
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Since (23) equals (24) for all m and n, we can sum up the resulting identity
on m and n to obtain

Combining (25) with the Kolmogorov equations yields the Duhamel

equation. D

Proof of Proposition 3.4 (weak continuous differentiability of By
the Duhamel equation we have:

The difference with its supposed limit is given by (telescoping)

Firstly, notice that all three terms are defined by repeated integration by
parts (Corollary 12), which can be done because s - Pn (s, t] (and P)
are of bounded variation uniformly in n (see below). The first and second
term converge to zero by the Helly-Bray Lemma 2.5 and the third term can
be bounded by the supnorm of by applying integration by parts
(Lemma 2.2). In all three bounds the variation norm of Pn, P considered
as functions s - Pn (s, t] appear which are uniformly bounded. This is seen
as follows. From the definition ( 14) of the Peano series it follows directly that
IIPa  [see (7)]. Then by the Kolmogorov equation we have:

So  M, is bounded. This proves the bounded variation
of Pn, P by assumption on an. This completes the proof. D
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3.2. The Dabrowska Representation

3.2.1. The L-mapping

We will state the differentiability result for the by far most complicated
mapping L in the Dabrowska representation.

PROPOSITION (Aio, Aoi, All), Let 03933 = r31-r32, where

and

Assume  M  oo and

1. {3 &#x3E; 8 &#x3E; 0 on [0, T~ for certain 8 &#x3E; 0.

2. There exists a sequence of uniformly in n finite (signed)
measures 2n so that Aïo (u, dv) « 2n ( dv) for all u. Similarly for
A I 0, A ï 0 # , n01,

3. There exists a sequence of uniformly in n finite (signed)
measures 1n so that (du, v) « 2n (du) for all u. Similarly for

A ï 0 # , 01,

(uniform boundedness of the Radon-Nykodym derivatives). Similarly for
10, Aïo #, 01, n01, n #01

If ~n ~ - l1n ) -~ h, then we have:

for a certain continuous linear map dI’(A):

Proof. - We will give the proof of the characterization of ordinary compact
differentiability, i. e. we replace An by A and l1# by An in (27). The reader
can easily verify that the proof goes through when we do not do this. We
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have by telescoping:

It is easy to check that H(u, v) for a fixed function

H(hlo, linear in (hlo, hoi) which we will not write down. So the
last term converges in ~ ’ to

Notice that the supposed limit is a continuous linear map because
all terms can be defined by integration by parts with Lemma 2.2. We only
consider the second integral. The first is dealt similarly. The difference
between the second integral and its supposed limit can be rewritten by
telescoping as the following sum of terms:

Term i. - Use corollary 2.1 with H hoi, A = A~/3 = /~.
Then apply integration by parts (the second part of Lemma 2.2) and
bound this term by the supnorm of ~10 times integrals like

~ For the rest we refer to the techniques
in illustration 2 where we show by using the assumptions 1-4 that this
variation is bounded.
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Term ii. - Similar to our illustration II with h(du, dv) replaced by
v-).

Term iii. - Substitute hoi = (hOI - + Now bound the term
with (hOI - in the supnorm of (hoi - times a constant, and bound
the term with ho 1 in the supnorm of Aïo - 10 times the variation of 
both in exactly the same way as we did in term i. Now, let m - oo slowly
enough (Helly-Bray Lemma 2.5).
The proof for r32 is similar, but easier. D

3.2.2. The bivariate product-integral
The essential ingredient for establishing differentiability results for the

product-integral is the Duhamel equation. For the univariate product integral
theory we refer to Gill and Johansen (1990). They also sketch how the
proofs can be generalized to the multivariate product-integral. Here, we
will present and prove the bivariate analogues of the Kolmogorov equations
and Duhamel equation and finally state the differentiability result for the
bivariate product-integral. For any signed measure L on 1R2 set

where the bivariate product-integral

is defined as the limit of finite products of

over partition-elements

converging to zero. The ordering (specifying in what way we multiply
over the elements of the partition) of this product is not relevant by the
commutativity of multiplication in R, but for our proofs we choose the video
ordering (left under to right under then to left under one strip higher etc.).
The proof that this product-integral is uniquely defined (that each sequence
of partitions of rectangles with mesh converging to zero has the same limit)
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is exactly the same as the proof for the univariate product-integral as given
in Gill and Johansen (1990), p. 1515.

Remark. - We use the same notation L) for the bivariate Peano-
series and the bivariate product integral. In one dimension these two are the
same and in two dimensions the same properties (Kolmogorov equations,
Duhamel equation) can be proved. By using the total ordering in 1R2 we
can obtain all one dimensional results and we can go back and forth from

total ordering to partial ordering.

PROPERTY 3.1. - II (1 + L(du, dv))  So if L is of bounded

variation, then t - P((0, t~, L) is bounded in supnorm.
This follows immediately from 1+ ~ !~ exp( I L( Ji,j) )). We will

see that we can easily get generalizations of the Kolmogorov and Duhamel
equation of the univariate case by replacing univariate intervals by rectangles
with respect to the total (video) ordering. That is indeed what we will do.
Then we will show that we can rewrite the obtained results in terms of

rectangles with respect to the usual partial ordering.

LEMMA 3.1. - Write (0, t] = {x E R2 : 0  x  t} for an interval with
respect to the partial ordering on R2. Denote ]]0, t]] for an interval with
respect to the total (video) ordering on R2: (x, y) E]]O,t]] 0  y  t2
or y = t2, 0 G x  tl. Then for s  t

The lemma says that we can describe these intersections as the union of one

two dimensional rectangle and a one-dimensional line segment, both with
respect to the partial ordering. The proof is trivial.

PROPOSITION 3.6 (Kolmogorov equations). - Denote (0, t] for an interval
with respect to the partial ordering on 1R2 and denote ]]0, t]] for an interval
with respect to the total ordering on ff~2. The bivariate product-integral
P - PL satisfies:

Proof. - We prove the first equality. Consider a finite partition of (s, t]
of rectangles with diameter smaller than hm. Replace the product-integrals
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by a finite product over this partition. Then the integral is an integral of
a simple function with respect to the measure L. Because of the identity
m rn i-i

TT(1 + ai) = 1 + aj )ai it follows that the equality holds for this
i=l z=ij=i
finite partition. By the convergence of this product to the product integral for

0 (see definition of product integral) the left-hand side PL (s, t] and
the integrand on the right-hand side t] n ] ] s , u((~ converge to PL(s, t]
and PL {( s, t] n ]] s, ~,(~~, respectively. By using the dominated convergence
theorem it is now straightforward to show that the right hand side converges
for this sequence of partitions to 1 + / t] n ]] s , u~(}L(du). D

COROLLARY 3.1. - If L is of bounded variation, then t - P((0, t~, L) is
of bounded variation.

Proof. - This follows straightforwardly from property 3.1 and the

Kolmogorov equations. For the precise argument see the proof of

Theorem 3.4. D

LEMMA 3.2 (Duhamel equation with total ordering). - We have:

Proof. - The proof is the same as the proof for the Kolmogorov
equations except that we now have to use the telescoping-identity
n n n ~20141 n

03A003B1i - fl bz = bi) 03A0 bj. []
i=l i=l i=l 

Now, with these two lemmas we are able to write down a Duhamel

equation which involves product-integrals over rectangles or lines with
lower and upper comer chosen out of the comers of (s , ~]. We can simplify
this to only product-integrals over rectangles and lines with lower comer
at (0,0) as follows.

LEMMA 3.3.

which is the generalized ratio of the product-integral over a rectangle with
lower corner at (0, 0) and upper corner at one of the four corners of (s, t~.
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Proof - The proof follows straightforwardly from the multiplicativity of
the product-integral. D

PROPOSITION 3.7 (Duhamel equation). - Define

where x ~s2~~ and x (s2, t2~~ can be written as a
generalized ratio of product-integrals over rectangles with lower corners
at (0, 0) and upper corners with coordinates taken from sand t (see
Lemma 3.3). Then

All these product-integrals are of bounded (uniformly in t) variation in
s by application of the Property 3.1. So by our repeated integration by
parts formula Corollary 12 we can do integration by parts so that a - {3
appears as a function.

Proof (Duhamel equation). - Firstly, apply Lemma 3.2. Then by
Lemma 3.1 and the multiplicativity of Pa we can write the product-integrals
as a product over product-integrals over rectangles and hyperplanes with
respect to the partial ordering. Finally apply Lemma 3.3. D

THEOREM 3.2. - The bivariate product-integral P : (D(O,T~, !I(X)) -t
(D(O,T~, II ’ 

satisfies the characterization of weak continuous differentiability, as stated
in (27), for sequences  C,  C converging to a signed
measure L.

It is already known that it holds for the univariate product-integral (Gill
and Johansen, 1990).

Proof. - For this we refer to the differentiability proof of the bivariate
Peano series in the preceding section: the same ingredients (Kolmogorov
equations, Duhamel, repeated integration by parts) have to be used in the
same way. D
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3.3. Prentice-Cai representation
Recall the Prentice representation

where 81 is a product of two univariate product integrals w.r.t. 
and Aoi (0, .), respectively, times R; 82 = 03A62 is the Volterra representation;
83 is the L mapping which has the same structure (slightly easier) as the
f3 = L mapping of Dabrowska’s representation. So the weak continuous
differentiability characterization has been proved for O1 in Gill and Johansen
( 1990), 82 is proved in Theorem 3.1, 83 is proved by copying the proof of
Proposition 3.5. The chain rule provides us now with the weak continuous
differentiability characterization for 8.

3.4. Differentiability theorem for and 8

THEOREM 3.3. - All three representations are defined in section 1. Let

f be the Dabrowska representation and I the vector of hazard measures
corresponding with F as defined in section 1: F = r(A.).
DABROWSKA REPRESENTATION.

ASSUMPTIONS. - Assume  M  ~, IIAlln # ( ( v  M  00

and

l. F(T) &#x3E; 0.

2. There exists a sequence of uniformly in n finite (signed)
measures so that dv) ~ for all u. Similarly for

A ï 0 # , # . - 
, ,

3. There exists a sequence of uniformly in n finite (signed)
measures so that v) ~ for all u. Similarly for

/~n 10 , # °

4. / IL  M and  M for certain M  o0

(uniform boundedness of the Radon-Nykodym derivatives). Similarly for
A ï 0 # , ~ol#. °
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Let Zn# - n ~,,) -~ Z~. We have the following differentiability
result for r:

for a continuous linear map (D ~0, T~ , ~ ~ ’ ~ ~ ~ ) 3 - (D ~0, 
PRENTICE-CAI REPRESENTATION. - The same statement holds for the Prentice-

Cai representation F = 8(Ã).
VOLTERRA REPRESENTATION. - The same differentiability result holds for

F with the assumptions 2, 3 and 4 replaced by:

Proof. - This differentiability property has been proved for the univariate

product integral in Gill and Johansen ( 1990) (so this gives it for r 1, O 1, I&#x3E;2),
for the bivariate product integral in Theorem 3.2 (so this gives it for r2), for
the bivariate Volterra representation (bivariate Peano series) in Theorem 3.1

(so this gives it for 82, 4li), for the L mapping in Theorem 3.5 where we
need the denominator assumptions (so this gives it for r3, 83), where one
has to notice that Assumption 1 tells us that ~3 &#x3E; 0 (denominator in L and

L). Now, the theorem follows from the chain rule. D

4. THE ESTIMATORS

Let lIl, r and 8 denote the Volterra, Dabrowska and Prentice-Cai

representation, respectively, which were defined and studied in sections
2 and 3. We now construct the estimators in models 1-3 which are based on

these representations. From now everything indexed by n is random.

ESTIMATORS FOR MODEL 1. - Estimation of a bivariate distribution function
with known marginals.

In this model the marginal distributions are known. Recall the Definition 1

(or call it representation in terms of F) of the integrated hazard

A = A(F) = We estimate the hazards with

their natural empirical estimators. So let
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be the empirical survival function. Then we take l1n = 11 ( Fn ) . So lin has
the following coordinates:

DABROWSKA ESTIMATOR. - We only have to estimate the L operator which
captures the dependence structure, and this L operator was a nice functional
of A. Recall the representation (2):

Because = Aoi(0,.) = are known
we only have to plug in 11,z for A in order to get the estimator based on
the Dabrowska representation. So

which is just a product: Fi II (1-L(A~)). Using the Dabrowska
(0,tl

representation tells us that Fn = FlnF2n II(l- So the estimator

simplifies to

VOLTERRA ESTIMATOR. - Recall the Volterra representation (8):

where W = 1-F~-F~ ~ ~2(Aio(’,0),Aoi(0,.)) is completely known and
thereby need not to be estimated. So the Volterra estimator is now given by:
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PRENTICE-CAI ESTIMATOR. - Recall the Prentice and Cai representation ( 11 ):
T") /’f

Also here we only have to estimate the L = 03-mapping which is a

functional in (Aio(~0),Aoi(0,-),A). Define

So then the Prentice-Cai estimator is given by:

ESTIMATORS FOR MODEL 2. - The "three-sample " model.
As above we consider all three representations as mappings from

_ and A = 11(F) to

itself. We obtain the estimators for model 2 by replacing these by:
#?0 ( ° ’ ~l ’ ~ll (~ ’ ° ) ) = (Wo ( ~, ~) (.F’i ~ +n2 ) ~ ~oi (~~ ’ ) (F2 1 +n3 ) ) and 11n -

respectively, where is the (joint) empirical distribution of F
using the ni observations of sample 1, Fi 1 +n2 is the marginal empirical
distribution of Fi based on the nl + n2 observations from sample 1 and

2, and the marginal empirical distribution of F2 based on the
7~1 + n3 observations from sample 1 and 3. In other words we use all the
appropriate marginal data to estimate the marginals Fl , F2. We are now just
back in model 1 if we set Ff = and F2 = F21 +n3 and forget the
second and third sample. In other words, we just use the auxiliary samples
to estimate the marginals and then we just take the estimators proposed in
model 1 (with known marginals replaced by these estimated marginals) using
the first sample. Therefore, we obtain the following estimators for model 2:

DABROWSKA ESTIMATOR. - Define ~ = {~ : F (s-) &#x3E; 0}. Then

VOLTERRA ESTIMATOR.
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PRENTICE-CAI ESTIMATOR. - Define

Then

Remark. - If we only use the bivariate sample for the Kn in the Prentice-
Cai estimator, then we get the same simplification as we had with the
Dabrowska estimator in model 1:

ESTIMATORS FOR MODEL 3. - Bivariate random censoring.
Here, one sees the advantage of choosing the hazards as parameters of

the model: they are perfectly suited for censored data. Define the following
subdistributions of the data corresponding with the four kinds of censoring
which can occur.

and
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be the empirical distribution of H2~ for i, j E {0,1} and Hn =
Hnol, Hnoo, We estimate .t1 with

In other words i~ is given by the formulas above with Hij replaced by Hnij.
DABROWSKA ESTIMATOR. - Recall the representation S = r(11). We have

which equals the product FlnF2n L(11~,)) where F2n are the

univariate Kaplan-Meier estimators of F1, F2, respectively.

VOLTERRA ESTIMATOR. - Recall the representation S We have

where = 1 - Fi~ - 

PRENTICE-CAI ESTIMATOR. - Recall the representation S = 8(Ã). So

which is equal to the product 

5. ASYMPTOTIC PROPERTIES OF THE ESTIMATORS

We will use the results of section 3 to establish functional central limit

theorems for the estimators defined in section 4 for models 1-3. As outlined

in section 1, we do this by applying the functional delta-method theorems
in Wellner (1993) to the representations r and 8. Since the necessary
characterization of weak continuous Hadamard differentiability has been
established in section 3, the remaining hypothesis of the delta-method which
we need to verify here is weak convergence of the normalized arguments of
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r and 8. We use the modem weak convergence theory, due to Hoffmann-
Jørgensen (1984) and Dudley (1985) following an evolution from Dudley
( 1966), which makes measurability an irrelevant issue, but measurability in
the limit is required. With this theory one does not have to give up the Borel-
sigma algebra but (in non-separable metric spaces D) it gives up the goal of
inducing distributions on D equipped with some sigma-algebra of subsets.
Weak convergence will now be equivalent to convergence of inner and outer
probabilities of Borel P-continuity sets. We consider random processes as
elements of the cadlag function space endowed with the supnorm and the
Borel sigma algebra. We will denote this space with (D[0,7’], ~ ’ ~oo~/?). If
Xn converges weakly to a random X in this sense we will denote it with

For an extensive weak convergence theory we refer to van der
Vaart and Wellner (1993).

Let P~ as usual be the empirical distribution using the i.i.d. data

Xi, i = 1,..., n, Xi rv Po. Now, we consider a bootstrap sample of n i.i.d.
observations i = 1, ... , n with Pn, We denote the empirical
distribution based on this bootstrap sample with Pfi and estimators of (say)
0 based on this bootstrap sample with B;t. The question of interest is: does

a.s. (i. e. given the data X i , i = 1, ... ) as n - oo,
where and 0)lZ?

Recall section 4 where we defined the estimators.

MODEL 1. - For all three representations we used the representation
F - for estimating l1: for each representation we plugged in the
same = ~(F~) for A = A(F). Let VI = A(F),V~ = 1~(Fn) and
%gf = So we need to prove that and

for certain Gaussian process Zi.

MODEL 2. - For all three representations we used the representation
F - 11(F), Fi - AlO(.,0)(F1) and F2 -7 for

estimating A and AlO(.,O),Aol(O, .), respectively: for each repre-
sentation we plugged in the same t1~ = for 11(F) and

(Aio(-,0)(F~~),Aoi(0,.)(F~+~) for 

Let V2 = ~)(F~), l1(F)) and let ~2n and V#
be defined as above by substituting (Fi 1 +n2 , F21 +~3 , Fnl ) and

{F~ 1 +n2 # ~ F2 m+n3 #’ F~1 # ) ~ respectively. So we need to prove that

and
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for certain Gaussian process Z2. We will do asymptotics as ni - oo,
irrespative of what n2 and n3 do.

MODEL 3. - For all three representations we used the representation
%l - t1 ( H ) for estimating A: for each representation we plugged in the
same A. = for A(~). Let V3 = and let V3n and V# be
defined as above by substituting iin and #f, respectively. So we need to
prove that ~(Y3n - and

for certain Gaussian process Z3.

By the functional delta-method (Wellner, 1992), applied to the representa-
tions Y, i = 1,2,3, it suffices [for showing that a.s.,

i = 1, 2, 3] to show that the representations Vl (F), F2, F) and
V3 (H) satisfy the characterization of weak continuous differentiability and
that the bootstrap works for the plugged in empirical processes:

where the Gaussian processes Xi, i = 1, 2, 3 are the limit processes of
the non-bootstrapped processes Xn, Yn, Zn, respectively.

Firstly, we will state a lemma which will easily provide us with the weak
continuous differentiability of the three representations i = 1,2,3.

LEMMA 5.1. - The functional

satisfies the characterization of weak continuous differentiability at any
point (F, G) where F and G are of bounded variation for sequences
(Fn, Gn), (F#, G#) of bounded variation uniformly in n [see (27)].

This lemma has been proved in illustration I and this mapping is also
contained in the mapping Land L: the integration by parts Lemma 2.2 and
the Helly-Bray Lemma 2.5 are the only ingredients we need in order to
carry out the univariate proof in Gill ( 1989).
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Recall the representations of %, i = 1,2,3: they are all compositions of

K 2014~ 2014 and A. So the weak continuous differentiability of i = 1,2, 3

follows directly by the weak continuous differentiability of K 2014~ 2014 at a

Y &#x3E; 6 &#x3E; 0 on [0, T] for a 8 &#x3E; 0 and application of lemma 5.1 and the chain
rule. In models 1 and 2 F plays the role of Y and in model 3 FG plays
the role of Y. So for models 1 and 2 we need the assumption that [0, T] is
chosen such that F (T ) &#x3E; 0 and in model 3 we need that F (T ) G (T ) &#x3E; 0.

It remains to verify that the bootstrap works for the empirical processes
we plugged into Y, i = 1, 2, 3 which follows straightforwardly from well
known empirical process theory:

MODEL 1. - Fn is just the usual empirical process indexed by the indicators.
So the weak convergence of Xn and the bootstrapped Xf (a.s.) are well
known.

MODEL 2. - We need to show weak convergence of Yn and Y # to the
same limit process X2.

Let n = nl + n2 + n3 and suppose that ~~1 - Ai &#x3E; 0 and

Àni = ni /n --~ ~i &#x3E; 0, i = 2, 3. It is well known (just empirical processes
indexed by the indicators) that

a.s. in (D~O,T~~3 for n ~ 00 and for a certain Brownian bridge
W = Because n/nl 

+ ~z) and + 7~3) ~ + As) this implies (just
write for the first coordinate Viï = and similarly for the second
and third coordinate):

a.s. in (D~O,T~)3 for n - oo and where

MODEL 3. - Again, the weak convergence of Zf is well known from
empirical process theory.
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5.1. Final theorem

THEOREM 5.1 (Functional central limit theorems for the estimators

FDn, FPCn and Fn in the models 1, 2 and 3). - Suppose model i, i E ( 1 , 2, 3},
holds and assume that

Recall the definitions of Xi, Vi = Vi (F), V2 = V2 (Fl , F2, F), V3 = V3 (H)
made in this section and the representations Y2 - r (VZ ), Vi 
T i ~ O(V ) given in section 1, i = 1, 2, 3. We denote their derivatives with

dr, and d0.

DABROWSKA’S ESTIMATOR. - For models i = 1, 2, 3.

and

for a continuous linear map

if i = 1 or i = 3 and

Moreover,

So this estimator is consistent, its normalized version converges weakly to a
Gaussian process and the bootstrap is asymptotically valid.

PRENTICE AND CAI’S ESTIMATOR. - The same statement holds: just replace
dr(Y ) by do(v ).
VOLTERRA ESTIMATOR. - The same statement holds: just replace dT (YZ)

by 

Proof. - We have to verify the conditions of the (bootstrap) functional
delta-method for Hadamard differentiable functionals (Theorem 3.4 and
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Corollary 5.2 in Wellner 1992) and apply it to r,0 and 03A6 all three

considered as functionals in Vi for model 1, V2 for model 2 and V3 for
model 3. Then we have the weak convergence result by application of
Theorem 3.2 and the bootstrap result by application of Corollary 5.2. The
weak convergence of V n) (a.s.) and of Vi) i = 1, 2, 3,
have been shown above. For the differentiability condition we only need
to verify the conditions of Theorem 3.3. Assumption 1 in Theorem 3.3

is F(T) &#x3E; 0. For the other assumptions it suffices to show that A, 11~
and l1# satisfy the Assumptions 2-4 stated in Theorem 3.3 (the bounded
Radon-Nykodym derivatives assumptions). Here, one has to notice that
assumption 2-4 for are stronger than the requirement that these
functions are of bounded variation uniformly in n.

VERIFICATION OF ASSUMPTIONS 2-4 OF THEOREM 3.3. - We will prove these

conditions for It will be clear that the

proof for Aoi and All is similar. We have

Therefore we have Alo(du, v)  F(du,O) and 10(du, v) /F(du, 0) 
1/F(T) (i.e. Radon-Nykodym derivative is bounded). Furthermore we have:

Therefore we also have 10(du, v)  F(0, dv) and AIO( u, dv) /F(du, 0) ~
1/F(T) + 1 /F(T)2. This proves conditions 2-4 for Aio by setting
pi = Fi and ~2 = F2 (the marginals of F). Notice now that

= - for certain random survivor function

Fn which converges a.s. in model 1 and 2 to F and in model 3 to

FG. So in the proof of Assumptions 2-4 we just replace F by F~
in order to obtain bounds and + 1 /Fn (T) 2 for the

Radon-Nykodym derivatives. By the almost sure convergence of F~, these
bounds are bounded uniformly in n (if n large enough) a.s. Finally, we

have llio (t) = - F# (du, t2 ) /F# (u-, t2 ) for certain random survivor
function F/ which converges a.s. in model 1 and 2 to F and in model 3
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to FG. Therefore the same proof works. This completes the verification
of the Assumption 2-4.
We can now apply Theorem 3.3 and thereby we can apply the functional

delta-method Theorem 3.4 and Corollary 5.2 in Wellner ( 1993). This proves
the weak convergence and bootstrap results of the theorem.
The consistency follows from the continuity of the representations r, 

in i§ and the almost sure consistency of Vin to Vi in supnorm and on its turn
the consistency of V n follows from the continuity of the representations Vi
in the empirical processes plugged in and the almost sure consistency of
these empirical processes (Glivenko-Cantelli). D

Remark. - So far we did not write down the influence curves (derivatives)

estimators because these formulas are large and not necessary for this work.
The variance of these influences curves equal the variance of the limiting
distributions of the estimators. Therefore, the influence curves become useful

if one wants to estimate the variance of the limiting distribution or in any
other efficiency analysis. Below we will write down the proof of efficiency
of the Dabrowska and Prentice-Cai estimator in case of independence, and

thereby also give an illustration of how an influence curve can be fairly
easily obtained.

6. INFLUENCE CURVES

If an estimator is a compactly differentiable function of the empirical
distribution of an i.i.d. sample, then it is asymptotically linear by application
of the functional delta-method (Gill, 1989); one can write

where ICe (Xi ), called the influence curve at the point Xi is the derivative of
the function in question applied to the centred empirical process, at sample
size 1, based on the single observation Xi. This follows from linearity
of the derivative and the fact that an empirical distribution function is a

sample average. One has Eo(7Co(X,)) = 0, while Var(7Co(X,)) is the
asymptotic variance of 0). So it is not surprising that the influence
curve plays an important role in efficiency and robustness studies.

Restrict attention to model 3 (the bivariate random censorship model).
We discuss here computation of the influence curves of our three estimators
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F~ (t), for given t, as function of a bivariate censored
observation (X, Y, 8, E). The form of the influence curve also depends on
the point at which we make the calculations, i. e. on the assumed "true"

values of F and G.

In principle, using the chain rule, one can write down formulas by applying
the derivative of each composing mapping in turn. The resulting formulas
are very large and not very illuminating. The procedure can be speeded up by
noting the following algorithm for computing the derivative of our mappings,
applied to any function: consider integrals and product-integrals as ordinary
sums and products, consider differentials dF, dh etc. as ordinary variables
indexed by (e.g.) t; apply the usual rules of algebra, and then convert back to
a proper mathematical expresion by replacing sums and products involving
differentials by the ’obvious’ integrals or product integrals. This also applies
to the Peano series since it is an infinite sum of multiple integrals.
The above statement is trivially true if the distributions involved

are discrete. By approximating the continuous distributions by discrete
distributions and using that the algorithm is correct for discrete distributions,
the result for continuous distributions follows straightforwardly from
appropriate continuity of the compact derivative in the sense that

ICe(X) for sequences en -7 e. So the whole idea which
makes this algorithm work is that by appropriate continuity of the derivative
one can determine the derivative at a general point from the derivative at
a discrete approximation and the derivative at a discrete approximation is
obtained by applying the usual rules of algebra (i. e. the algorithm is then
trivially correct). It is proved for the Dabrowska representation in van der
Laan, 1990. We will not prove it here.

We will compute the influence curve by direct formal algebraic
manipulation of the representations of the estimators. We will use the
chain rule in the sense that we will decompose the calculation in two steps:
from the empirical distributions to the empirical hazards, and from the
empirical hazards to the survivor functions.

Also we will only compute the influence curve at a special point
where much significance occurs: namely F is continuous, F = FlF2,
and G = G1 G2. We call this "complete independence" (of all survival
and all censoring variables), and continuity of survival. The simplification
caused by independence of the survival variables is obvious. Continuity of
survival means that all unpleasant terms like 1/(1 - AA), both arising as
derivatives and as part of the representations themselves (the j3 function
in the Dabrowska and Prentice-Cai representations) disappear completely.
Also terms arising from the derivatives of j3 disappear, a more subtle
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point (this is shown by using the d - A-interchange lemma and that by
continuity the underlying hazards have no jumps), but fortunately true.

Finally independence of censoring makes the probabilistic structure of

the influence curves easier still and also allows optimality calculations
(computation of the efficient influence curve) to be done explicitly.
The finding will be: at complete independence the Dabrowska and

the Prentice-Cai estimators are efficient (see e.g. Bickel et al., 1993, for

efficiency theory). We prove this "at continuity" and conjecture it is also true
without this restriction. The Volterra estimator is not efficient at this point.
The result means that the Dabrowska and Prentice-Cai are almost equivalent
and close to efficient while the Volterra estimator is much inferior. This

finding has been supported by extensive simulations (Bakker, Prentice-Cai,
Pruitt).

6.1. Computation of the influence curves

We do not go through the computation in detail but suffice with the
remark that each step is made rigorous by application of our differentiability
results for all mappings which occur. Since we are going to suppress s, t
etc. a different notation is more convenient. We replace n by ~ and use
1, 2 to indicate functions only depending on the first or second variable.
In particular we use:

A, Ai, A2, AiB2 and A2Bi

instead of

An(.~), Ao I ( 0, ° ) , Al 0 ( ., . ) and Ao 1 ( ., ° ) .

The influence curves for A, Ai etc. are very simple and we denote them
as follows:
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Here for one bivariate censored observation (X, Y, 8, E),

Using + dL) for the product integral of L and for the Peano
series P([0, t] : L) of L, we note that

Our three representations are:

where we set = This last equality follows
trivially from the Kolmogorov equations. In the one-dimensional case
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This gives us then, by inspection [just notice that the denominator of L
and L do not contribute to the influence curve by the d - A interchange
lemma and noting that continuous]

and for Prentice-Cai we have

where

Finally, we have by using (38)

For convenience we denote (A) with P(u, t]. Let’s first simplify the
last two terms of the Volterra influence curve. We have by Fubini and the

rt

Kolmogorov equation
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Therefore we have the following simple form of the influence curve of the
Volterra estimator:

Next, simplification arises on assuming independence in F and G. Then
AlB2 == Ai, A = = ?/n/2, P(Z) = 1 (L = 0) and L = 0. The
influence curve of Volterra does not simplify much under independence and
therefore we will not proceed with writing out the Volterra influence curve
under independence.

and notice that by cancellation of terms PC simplifies to exactly the same
influence curve as Dabrowska’s ! Now, let dNl , dN2, YI, Y2 be defined bydM = dN - YdA, dNl Y2 - Y1Y2d1 etc. Then we obtain for
Dabrowska and Prentice-Cai

We will now show that this is also the optimal influence curve.

6.2. Optimal influence curve under complete independence
Denote the bivariate censored data with V: so V = (X, Y, 8, E). The score

operator for F is given by:
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This follows from the general formula for the score operator in missing
data models (see Bickel et al., 1993, section 6.4). Then the information

operator is given by

Define F(t) E L2(F). Then the efficient influence curve for
estimating F(t) is given by

For this general formula for the efficient influence curve we refer to Bickel et
al., 1993, section 6.4. Assume now complete independence. Let t = (tl, t2),
~ = 7(,,~) -~(~2). Define hi (univariate function
of S) by = ~i and h2 (univariate function of T) by = 

Then by complete independence [notice that = 

we have

So under complete independence we have:

Again, by complete independence we have = where

= ] (X~)) and ~2) ~(~(T) ! ] (F~)). /i(/n) is the
efficient influence curve for estimating for the univariate censoring
model where we only observe (X,$) and we have a same statement for
~2(~2). So z = 1,2, equals the influence curve of the Kaplan-Meier

estimator for estimating J~ which is given by: 7C, = -F, / 20142014~, z = 1,2.~/ vi
So under complete independence we have

and this is exactly the influence curve of the Dabrowska and Prentice-Cai
estimator under complete independence. This proves that the Dabrowska and
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Prentice-Cai estimator are efficient under complete independence. Finally
notice that (40) provides us with a nice and simple formula for the variance
of the efficient influence curve:

For example, in the case that ri,T2,Ci,C2 are all four independent and
uniform (0,1), the reader can easily verify that this variance equals:

Computer simulations for the Prentice-Cai and Dabrowska estimator show
that this limiting variance is already closely approximated for n = 100 (see
Bakker, 1990, Prentice-Cai, 1992a, 1992b).
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