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Journées Équations aux dérivées partielles
Obernai, 11–15 juin 2018
GDR 2434 (CNRS)

Unique determination of the electric potential in the presence of a
fixed magnetic potential in the plane

Pedro Caro Keith M. Rogers

Abstract

For potentials V ∈ L∞(R2,R) and A ∈ W 1,∞(R2,R2) with compact support, we consider the
Schrödinger equation −(∇+ iA)2u+V u = k2u with fixed positive energy k2. Under a mild additional
regularity hypothesis, and with fixed magnetic potential A, we show that the scattering solutions
uniquely determine the electric potential V . For this we develop the method of Bukhgeim for the
purely electric Schrödinger equation.

1. Introduction

We will assume throughout that the electric potential V ∈ L∞(R2,R) and the magnetic potential
A ∈W 1,∞(R2,R2) have compact support. It is a classical problem to recover V from the scattering
data. Due to a gauge invariance, A is not uniquely determined, however the magnetic field curlA
could be. These problems have been studied extensively in higher dimensions; see for example [10,
11, 13, 16, 21, 20, 22, 23, 24, 25, 26, 28] and the references therein. The two dimensional problem
has proved more difficult and progress was made only relatively recently based on a method of
Bukhgeim; see for example [1, 2, 12, 14].

Here we will not consider whether the magnetic field is uniquely determined or not. Our more
modest goal will be to prove that the electric potential V is uniquely determined assuming that
the magnetic potential A is fixed. For the analogous two dimensional problem with A ≡ 0, see [4,
6, 7, 8, 9, 15, 17, 18, 19, 29, 30, 31] and the references therein.

We consider a bounded domain Ω ⊂ R2 that contains the support of our potentials and for
which 0 is not a Dirichlet eigenvalue for the Hamiltonian −(∇ + iA)2 + V . In this case, for all
f ∈ H1/2(∂Ω), there is a unique solution u ∈ H1(Ω) to the Dirichlet problem{

(∇+ iA)2u = V u

u
∣∣
∂Ω = f,

(1.1)

and the Dirichlet-to-Neumann (dn) map ΛV can be formally defined by

ΛV : f 7→ (∇u · n+ iA · nu)|∂Ω;

see the appendix for more details. Now if u, v ∈ H1(Ω) satisfy

(∇+ iA)2u = V1u and (∇+ iA)2v = V2v,

then we have an Alessandrini-type identity∫
∂Ω

(
ΛV1 − ΛV2

)
[u] v =

∫
Ω

(
V1 − V2

)
u v. (1.2)
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When the boundary and solutions are sufficiently regular this follows from Green’s identity (and
is almost direct from the rigorous definition of the dn map). Assuming that we can conclude that
the left-hand side of this expression is zero, our problem reduces to constructing solutions u and v
for which the right-hand side converges to a constant multiple of V1 − V2, allowing us to conclude
that V1 = V2.

For this we will require that both the magnetic field and the electric potential have some
additional regularity which we measure in L2-Sobolev spaces with norm given by

‖f‖Hs := ‖(I−∆)s/2f‖L2 ,

where the fractional derivatives are defined (I−∆)s/2f := ((1+| · |2)s/2f̂ ) via the Fourier transform
as usual.

Theorem 1.1. Suppose additionally that V1, V2, curlA ∈ Hs for some s > 0. Then
ΛV1 = ΛV2 ⇒ V1 = V2 a.e. x ∈ Ω.

The assumption ΛV1 = ΛV2 ensures that the left-hand side of (1.2) is zero. In the appendix
we will arrive to the same conclusion by instead assuming that the outgoing scattering solutions
coincide.

In what remains of the introduction we sketch the proof of Theorem 1.1 assuming the more
technical results that will later follow.

For the Schrödinger equation with purely electric potential, Bukhgeim [9] considered solutions
of the form u = eiψ

(
1 + w

)
, where from now on

ψ(z) ≡ ψτ,x(z) = τ
8 (z − x)2, z ∈ C, x ∈ Ω.

We modify his approach, instead considering solutions to (∇+ iA)2u = V1u of the form

u1 = ei(ψ−∂
−1
A)(1 + w1

)
.

Here ∂−1 denotes a constant multiple of the Cauchy transform which inverts ∂ = ∂z1 + i∂z2 . In
the following section, we prove that we can take w ≡ wτ,x ∈ Hs with a bound for the norm that
tends to zero as τ →∞. This was first proven for purely electric potentials by Blåsten [6].

The same procedure yields solutions to (∇+ iA)2u = V2u of the form

u2 = e−i(ψ+∂−1
A)(1 + w2

)
.

Plugging these solutions, which are also in H1(Ω), into (1.2) yields

0 =
∫
ei(ψ+ψ)ei(∂

−1A−∂−1
A)(V1 − V2

)
(1 + w1)(1 + w2) . (1.3)

Note that the integral on the right-hand side of (1.3) depends on x through ψ, w1 and w2. We
will see that, after multiplying this identity by a constant multiple of τ and letting τ → ∞, the
left-hand side converges in L2

x to

ei(∂
−1A−∂−1

A)(V1 − V2),

so that this expression must also be zero almost everywhere. Now as ∂−1A− ∂−1
A is bounded, we

can conclude that V1 − V2 = 0 almost everywhere, uniquely determining the electric potential.

Acknowledgement. The authors thank Mikko Salo for helpful correspondence regarding the
connection with scattering and Alexey Agaltsov for bringing pertinent references to their attention.

2. Magnetic Bukhgeim solutions

We rewrite the Schrödinger equation (∇+ iA)2u = V u as
(∂ + iA)(∂ + iA)u = (V − curlA)u,

where on the left-hand side, we have identified the vector (A1, A2) with the complex number
A1 + iA2 and A = A1 − iA2. Considering solutions of the form

u = ei(ψ−∂
−1
A)(1 + w

)
,

VII–2



this is equivalent to

e−i(ψ−∂
−1
A)(∂ + iA)(∂ + iA)

[
ei(ψ−∂

−1
A)w

]
= (V − curlA)(1 + w),

using that ∂ψ = 0. Noting that

∂ + iA = e−i∂
−1A∂

[
ei∂
−1A ·

]
and ∂ + iA = e−i∂

−1
A∂
[
ei∂
−1
A ·
]
,

we can rewrite this as

e−i(ψ−∂
−1
A)e−i∂

−1A∂
[
ei∂
−1Ae−i∂

−1
A∂[eiψw]

]
= (V − curlA)(1 + w).

Moreover we can write
∂ = e−iψ∂

[
eiψ ·

]
,

so that this can be rewritten as

e−i(ψ+ψ)e−i(∂
−1A−∂−1

A)∂
[
ei(ψ+ψ)ei(∂

−1A−∂−1
A)∂w

]
= (V − curlA)(1 + w).

To solve this in Ω, we define the inverse conjugated Laplacian ∆−1
ψ by

∆−1
ψ F := ∂

−1 [1Qe−i(ψ+ψ)e−i(∂
−1A−∂−1

A)∂−1[1Qei(ψ+ψ)ei(∂
−1A−∂−1

A)F
]]
,

where Q is an axis parallel square that contains Ω, and look for w that satisfy
w = ∆−1

ψ [(V − curlA)(1 + w)].

Defining Sτ [F ] = ∆−1
ψ [(V − curlA)F ], this can be rewritten as

(I− Sτ )w = ∆−1
ψ [V − curlA]

and if we can show that Sτ is a contraction we can invert (I− Sτ ) via Neumann series, yielding

w = (I− Sτ )−1∆−1
ψ [V − curlA].

We look for this contraction, with τ sufficiently large, in the homogeneous Sobolev space Ḣs

with norm ‖f‖Ḣs = ‖(−∆)s/2f‖2. First write

∆−1
ψ = ∂

−1 ◦M−τ ◦N−A ◦ ∂−1 ◦Mτ ◦NA

where the multiplier operators M±τ and N±A are defined by

M±τ [F ] = 1Qe±i(ψ+ψ)F and N±A[F ] = e±i(∂
−1A−∂−1

A)F.

We will need good estimates for these multiplier operators.

Lemma 2.1 ([4]). Let 0 < s1, s2 < 1. Then

‖M±τ [F ]‖Ḣ−s2 ≤ Cτ−min{s1,s2}‖F‖Ḣs1 , τ ≥ 1.

Proof. By the Hölder and Hardy–Littlewood–Sobolev inequalities (see for example [27, p. 354]),
we have

‖M±τ [F ]‖2 ≤ C‖F‖Ḣs1 , (2.1)
and

‖M±τ [F ]‖Ḣ−s2 ≤ C‖F‖2, (2.2)
with 0 ≤ s1, s2 < 1. So by complex interpolation, it will suffice to prove that

‖M±τ [F ]‖Ḣ−s ≤ Cτ
−s‖F‖Ḣs . (2.3)

Indeed, if s2 < s1 we interpolate with (2.1), taking s = s1, and if s1 < s2 we interpolate with (2.2),
taking s = s2. Now by real interpolation with the trivial L2 bound, (2.3) would follow from

‖M±τF‖Ḃ−1
2,∞
≤ Cτ−1 ‖F‖Ḃ1

2,1
(2.4)

(see [5, Theorem 6.4.5]), where the Besov norms are defined as usual by

‖f‖Ḃ−1
2,∞

= sup
j∈Z

2−j‖Pjf‖L2 and ‖f‖Ḃ1
2,1

=
∑
j∈Z

2j‖Pjf‖L2 .
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Here, P̂jf = ϑ(2−j | · |)f̂ with ϑ satisfying suppϑ ⊂ (1/2, 2) and∑
j∈Z

ϑ(2−j ·) = 1.

As ‖F‖Ḃ−1
2,∞
≤ C‖F̂‖∞ and ‖F̂ ‖1 ≤ C‖F‖Ḃ1

2,1
, the estimate (2.4) would in turn follow from

‖M̂±τF‖∞ ≤ Cτ−1 ‖F̂‖1. (2.5)
Now, by the Fourier inversion formula and Fubini’s theorem,

|M̂±τF (ξ)| = 1
(2π)2

∣∣∣∣∫
Q

e±i(ψ(z)+ψ(z))
∫
F̂ (ω) eiz·ωdω e−iz·ξdz

∣∣∣∣
≤
∫ ∣∣∣∣∫

Q

e±iτ
(z1−x1)2−(z2−x2)2

4 eiz·(ω−ξ)dz
∣∣∣∣ |F̂ (ω)|dω

so that (2.5) follows by two applications of van der Corput’s lemma [27, p. 332] (factoring the
integral into the product of two integrals). �

We will also need the following lemma which is a consequence of properties of the Cauchy
transform.

Lemma 2.2. Let curlA ∈ L2(Ω) and 0 ≤ s ≤ 1. Then
‖N±A[F ]‖Ḣs ≤ CA‖F‖Ḣs .

Proof. It is easy to calculate that

−∆(∂−1A− ∂−1
A) = −∂ A+ ∂A = 2icurlA.

Thus, by Sobolev embedding, we have that

‖∇(∂−1A− ∂−1
A)‖4 ≤ C‖curlA‖4/3 ≤ C‖curlA‖2 <∞.

and
‖∂−1A− ∂−1

A‖∞ ≤ C‖curlA‖2 <∞.
Now

∇(N±A[F ]) = ±i∇(∂−1A− ∂−1
A)e±i(∂

−1A−∂−1
A)F + e±i(∂

−1A−∂−1
A)∇F

so that, by Hölder’s inequality and Sobolev embedding,

‖N±A[F ]‖Ḣ1 ≤ C‖∇(∂−1A− ∂−1
A)‖4‖F‖L4(Ω) + ‖F‖Ḣ1

≤ CA‖∇F‖L4/3(Ω) + ‖F‖Ḣ1 ≤ CA‖F‖Ḣ1 .

On the other hand, we obviously have
‖N±A[F ]‖2 ≤ CA‖F‖2.

Interpolating between the two estimates for N±A gives the result. �

In the following lemma, we apply both of the previous lemmas twice enabling us to maximise
the decay in τ . This is necessary in order to show later that the terms involving w arising in
Alessandrini’s identity (1.3) are indeed decay terms.

Lemma 2.3. Let 0 < s < 1. Then
‖∆−1

ψ [F ]‖Ḣs ≤ Cτ
−1‖F‖Ḣs , τ ≥ 1.

Proof. By two applications of each of the previous two lemmas,
‖∆−1

ψ ‖Ḣs→Ḣs ≤ ‖M−τ ◦N−A ◦ ∂−1 ◦Mτ ◦NA‖Ḣs→Ḣs−1

≤ Cτs−1‖N−A ◦ ∂−1 ◦Mτ ◦NA‖Ḣs→Ḣ1−s

≤ Cτs−1‖Mτ ◦NA‖Ḣs→Ḣ−s
≤ Cτs−1−s‖NA‖Ḣs→Ḣs = Cτ−1,

and we are done. �
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In the following lemma, we use Lemma 2.1 only once, and gain some integrability using the
Hardy–Littlewood–Sobolev theorem; see for example [27, p. 354]). By taking τ sufficiently large,
we obtain our contraction and thus our magnetic Bukhgeim solution as described above.

Lemma 2.4. Let 0 < s < 1. Then
‖Sτ [F ]‖Ḣs ≤ Cτ

−min{2s,1−s}‖V − curlA‖Ḣs‖F‖Ḣs ,
whenever τ ≥ 1 and

‖Sτ [F ]‖
Ḣ

1−s
2
≤ Cτ−

1+s
2 ‖V − curlA‖Ḣs‖F‖Ḣ 1−s

2
.

Proof. By the Cauchy–Schwarz and Hardy–Littlewood–Sobolev inequalities,
‖(V − curlA)F‖p ≤ ‖V − curlA‖2p‖F‖2p ≤ C‖V − curlA‖Ḣs‖F‖Ḣs ,

where p = 1
1−s . Thus, as Sτ [F ] = ∆−1

ψ [(V − curlA)F ], for the first inequality it will suffice to prove
that

‖∆−1
ψ ‖Lp→Ḣs ≤ Cτ

−min{2s,1−s}.

When 0 < s < 1/3, by Lemma 2.1, we have
‖∆−1

ψ ‖Lp→Ḣs ≤ ‖M−τ ◦N−A ◦ ∂−1 ◦Mτ ◦NA‖Lp→Ḣs−1

≤ Cτ−2s‖N−A ◦ ∂−1 ◦Mτ ◦NA‖Lp→Ḣ2s

≤ Cτ−2s‖Mτ ◦NA‖Lp→Ḣ2s−1

≤ Cτ−2s‖Mτ ◦NA‖Lp→Lp ,
where the final inequality is by Hardy–Littlewood–Sobolev. When s ≥ 1/3, we also use Hölder’s
inequality at the end;

‖∆−1
ψ ‖Lp→Ḣs ≤ ‖M−τ ◦N−A ◦ ∂−1 ◦Mτ ◦NA‖Lp→Ḣs−1

≤ Cτs−1‖N−A ◦ ∂−1 ◦Mτ ◦NA‖Lp→Ḣ1−s

≤ Cτs−1‖Mτ ◦NA‖Lp→Ḣ−s
≤ Cτs−1‖Mτ ◦NA‖Lp→Lp∗ ,

where p∗ = 2
s+1 , and so we are done.

For the second inequality we note that by the Hölder and the Hardy–Littlewood–Sobolev in-
equalities,

‖(V − curlA)F‖q ≤ C‖V − curlA‖Ḣs‖F‖Ḣ 1−s
2
,

where q = 4
3−s . Thus, as Sτ [F ] = ∆−1

ψ [(V − curlA)F ], for the second inequality it will suffice to
prove that

‖∆−1
ψ ‖Lq→Ḣ 1−s

2
≤ Cτ−

1+s
2 .

Again, by Lemma 2.1, we have
‖∆−1

ψ ‖Lq→Ḣ 1−s
2
≤ ‖M−τ ◦N−A ◦ ∂−1 ◦Mτ ◦NA‖

Lq→Ḣ−
1+s

2

≤ Cτ−
1+s

2 ‖N−A ◦ ∂−1 ◦Mτ ◦NA‖
Lq→Ḣ

1+s
2

≤ Cτ−
1+s

2 ‖Mτ ◦NA‖
Lq→Ḣ

s−1
2

≤ Cτ−
1+s

2 ‖Mτ ◦NA‖Lq→Lq ,
where the final inequality is by Hardy–Littlewood–Sobolev, and so the proof is complete. �

It remains to show that a constant multiple of the right-hand side of Alessandrini’s identity (1.3)
converges;

Tτ(1+w1)(1+w2)[V1 − V2]→ ei(∂
−1A−∂−1

A)(V1 − V2)
as τ tends to infinity, where

Tτa[F ](x) = τ

4π

∫
R2

Mτ ◦NA[F ](z)a(z) dz.

First we show that TτwF can be considered to be a remainder term.
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Proposition 2.5. Let F ∈ Ḣs with 0 < s < 1. Then
lim
τ→∞

Tτw[F ](x) = 0, x ∈ Ω.

Moreover, if τ is sufficiently large, then
sup
x∈Ω
|Tτw[F ](x)| ≤ Cτ−s‖V − curlA‖Ḣs‖F‖Ḣs .

Proof. By Lemmas 2.1 and 2.2,
|Tτw[F ](x)| ≤ Cτ‖Mτ ◦NA[F ]‖Ḣ−s‖w‖Ḣs

≤ Cτ1−s‖F‖Ḣs‖(I− Sτ )−1Sτ [1]‖Ḣs .

By Lemma 2.4, we can treat (I−Sτ )−1 by Neumann series to deduce that it is a bounded operator
on Ḣs whenever τ ≥ 1 and

Cτ−min{2s,1−s}‖V − curlA‖Ḣs ≤
1
2 .

Then
|Tτw[F ](x)| ≤ Cτ1−s‖F‖Ḣs‖∆

−1
ψ [V − curlA]‖Ḣs

≤ Cτ−s‖F‖Ḣs‖V − curlA‖Ḣs ,
by an application of Lemma 2.3, which is the desired estimate. �

We also need the following lemma so that the final term can also be treated as a remainder
term.

Proposition 2.6. Let F ∈ Ḣs with 0 < s < 1. Then
lim
τ→∞

Tτw1w2
[F ](x) = 0, x ∈ Ω.

Moreover, if τ is sufficiently large, then
sup
x∈Ω
|Tτw1w2

[F ](x)| ≤ Cτ−s‖V1 − curlA‖Ḣs‖V2 − curlA‖Ḣs‖F‖Ḣs .

Proof. By Hölder’s inequality, the Hardy–Littlewood–Sobolev inequality and Lemma 2.2, with
q = 2

1−s and r = 4
1+s ,

|Tτw1w2
[F ](x)| ≤ Cτ‖NA[F ]‖q‖w1‖r‖w2‖r

≤ Cτ‖F‖Ḣs‖w1‖
Ḣ

1−s
2
‖w2‖

Ḣ
1−s

2

≤ Cτ‖F‖Ḣs‖(I− SV1
τ )−1SV1

τ [1]‖
Ḣ

1−s
2
‖(I− SV2

τ )−1SV2
τ [1]‖

Ḣ
1−s

2
.

By the second inequality of Lemma 2.4, the inverse operators can be treated by Neumann series
to deduce that they are bounded on Ḣ 1−s

2 whenever τ ≥ 1 and

Cτ−
1+s

2 ‖V1 − curlA‖Ḣs + Cτ−
1+s

2 ‖V2 − curlA‖Ḣs ≤
1
2 .

Thus, by two applications of Lemma 2.4,
|Tτw1w2

[F ](x)| ≤ Cτ‖F‖Ḣs‖S
V1
τ [1]‖

Ḣ
1−s

2
‖SV2
τ [1]‖

Ḣ
1−s

2

≤ Cτ−s‖F‖Ḣs‖V1 − curlA‖Ḣs‖V2 − curlA‖Ḣs ,
which is the desired estimate. �

Noting that ei(ψ(z)+ψ(z)) = exp
(
iτ (z1−x1)2−(z2−x2)2

4
)
, it remains to prove

lim
τ→∞

Tτ1 [F ] = NA[F ] (2.6)

in L2(R2), where Tτ1 is defined by

Tτ1 [F ](x) = τ

4π

∫
exp

(
iτ (z1−x1)2−(z2−x2)2

4
)
NA[F ](z) dz.

Now when F is a Schwartz function, this expression is equal to ei 1
τ�NA[F ](x), where

ei
1
τ�[G](x) = 1

(2π)2

∫
R2
eix·ξ e−i

1
τ (ξ2

1−ξ
2
2) Ĝ(ξ) dξ.
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We see that Tτ1 [F ] solves the time-dependent nonelliptic Schrödinger equation,
i∂tu+ �u = 0,

where � = ∂x1x1 − ∂x2x2 , with initial data NA[F ] at time 1/τ . Thus the desired convergence is a
well–known consequence of the time-dependent Schrödinger theory.

Appendix A. The DN map and the scattering data

If zero is not a Dirichlet eigenvalue, then there is a unique weak solution to the Dirichlet prob-
lem (1.1) that satisfies

‖u‖H1(Ω) ≤ C‖f‖H1/2(∂Ω). (A.1)
Here H1/2(∂Ω) := H1(Ω)/H1

0 (Ω), where H1
0 (Ω) denotes the closure of C∞0 (Ω) in H1(Ω). The dn

map ΛV , taking values in the dual of H1/2(∂Ω), is then defined by〈
ΛV [f ], ψ

〉
∂Ω

=
∫

Ω
(A2 + V )uΨ +∇u · ∇Ψ + iA · (u∇Ψ−Ψ∇u) (A.2)

for all Ψ ∈ H1(Ω) with ψ = Ψ +H1
0 (Ω). When the solution and boundary are sufficiently smooth,

this definition coincides with that of the introduction by Green’s identity.
The relevant scattering question considers the Schrödinger equation at a fixed positive energy k2.

That is to say, we consider the equation
− (∇+ iA)2u+ V u = k2u. (A.3)

The outgoing scattering solutions Ψθ are perturbations of the plane waves eikx·θ; we refer to [22]
for the precise definition. Supposing that they are the same for two different electric potentials V1
and V2, we have in particular that

V1Ψθ = (∇+ iA)2Ψθ + k2Ψθ = V2Ψθ,
so that ∫

Ω

(
V1 − V2

)
Ψθv = 0. (A.4)

On the other hand, any solution u ∈ H1(Ω) of (A.3) can be approximated in L2(Ω) by the
scattering solutions (see the proof of [22, Proposition 2.4]), so we can approximate∫

Ω

(
V1 − V2

)
uv (A.5)

by a sequence that takes the form of the left-hand side of (A.4). Hence we deduce that, if the
scattering solutions coincide, then the integrals appearing in (A.5) and (1.2) must be identically
zero.

Note that we have completely bypassed the associated dn maps ΛV1−k2 and ΛV2−k2 in order to
conclude that (A.5) is zero. This was made possible by assuming that the scattering solutions are
equal everywhere. Alternatively we could have supposed the weaker hypothesis that the scattering
solutions coincide at infinity. That is to say that the scattering amplitudes are equal. The usual
argument then consists of deducing from this hypothesis that the dn maps also coincide; see [3]
for such an argument in the purely electric case. Certain resolvent estimates are required for this
argument, and it appears that less is known regarding estimates of this type for the magnetic
Schrödinger equation.
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