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1. Introduction

N. Wiener in [19] proved that if a periodic function with absolutely convergent Fourier series
never vanishes, then it also has an absolutely convergent Fourier series.

A Banach subalgebra A of a Banach algebra B having a common identity is called inverse-
closed in B if A ∈A with A−1 ∈B implies A−1 ∈A . For a Banach subalgebra A which is inverse-
closed in B, we say that A admits a norm-controlled inversion in B if there exists a function
h :R+×R+ →R+ such that

‖A−1‖A ≤ h(‖A−1‖B ,‖A‖A )

for all A ∈A with an inverse A−1 in B, where ‖·‖A and ‖·‖B are norms on A and B, respectively.
N. Nikolski in [9] showed that the algebra of absolutely convergent Fourier series does not

admit norm-controlled inversion in the algebra of continuous periodic functions.
Let a discrete setΛ⊂Rd be relatively-separated, that is,

R(Λ) = sup
x∈Rd

∑
λ∈Λ

χλ+[0,1)d (x) <∞. (1)
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The setΛmay not form a group. Our prime models are paraboloids {(x, y, z) : z = ax2+by2, x, y ∈
Z}, and elliptical hyperboloids {(x, y, z) : z2 = ax2 + by2, x, y ∈ Z}, where a,b > 0, and the set
{k +δk : k ∈Zd ,δk ∈ [0,1)d }.

For 1 ≤ p ≤∞ and r ≥ 0, define the Baskakov–Gohberg–Sjöstrand(BGS) class Cp,r (Λ) by

Cp,r (Λ) = {A = (a(λ,λ′))λ,λ′∈Λ : ‖A‖Cp,r (Λ) <∞}

where for 1 ≤ p <∞,

‖A‖Cp,r (Λ) =
( ∑

k∈Zd

sup
λ,λ′∈Λ

|a(λ,λ′)|p (1+|λ−λ′|)prχk+[0,1)d (λ−λ′)

)1/p

, (2)

and for p =∞,

‖A‖C∞,r (Λ) = sup
λ,λ′∈Λ

|a(λ,λ′)|(1+|λ−λ′|)r , (3)

where for x = (x1, . . . , xd ) ∈Rd , |x| = max(|x1|, . . . , |xd |). The above classes of infinite matrices form
Banach algebras. In particular, when p = ∞, C∞,r (Λ) is called a Jaffard algebra and written as
Jr (Λ) with the norm ‖ ·‖Jr (Λ).

Let A and B be Banach ∗-algebras with common identity and involution. If B is a symmetric
algebra (see [4]) and A is a differential subalgebra of B, then A admits norm-controlled inver-
sion in B (see [6, 7, 12]). Several algebras of infinite matrices with certain off-diagonal decay in-
cluding Gröchenig–Schur algebra, Baskakov–Gohberg–Sjöstrand algebra and Jaffard algebra are
shown to be differential *-subalgebra of B(`2(Zd )) (see [3,5–8,10–13,15–18]), where for 1 ≤ q ≤∞,
B(`q (V )) denotes the space of all bounded linear operators on `q (V ) with the norm ‖·‖B(`q ) and
`q (V ) is the set of all q-summable sequences on V with the norm ‖ ·‖q .

Using the commutator trick and the partition of the identity, J. Sjöstrand in [14] showed
Wiener’s lemma for C1,0(Zd ). The polynomial norm-controlled inversion is studied in [6] for a
differential subalgebra of a symmetric Banach algebra and in [7] for matrices in Besov algebras,
Bessel algebras, Dales–Davie algebras, Baskakov–Gohberg–Sjöstrand algebras and Jaffard alge-
bras. A. G. Baskakov in [1,2] depending on Bochner–Phillips theorem proved that Jaffard algebras
and Baskakov–Gohberg–Sjöstrand algebras with p = 1 admit norm-controlled inversion in B(`2).
E. Samei and V. Shepelska in [11] showed that the convolution algebras as a subalgebra of a C∗-
algebra admits an inversion controlled by a subexponential function. In [13], it is shown that a
Beurling algebra admits a polynomial norm-controlled inversion in a symmetric Banach algebra
B(`2(V )), where V ,E are the sets of vertices and edges in the graph G = (V ,E), respectively, which
has a complicated structure to prove the norm-controlled inversion.

In some applications in the field of mathematics and engineering, widespread-used algebras
B of infinite matrices are Banach algebras B(`p ) for p ∈ [1,∞], while they are symmetric only
when p = 2. The results in [1,2,6,7,11,13] deal with the norm-controlled inversions in symmetric
algebras, on the other hand, we provide the norm-controlled inversion in a nonsymmetric
algebra. In this paper, for 1 ≤ p, q ≤∞, r > d(1−1/p) and a relatively-separated subset Λ of Rd ,
we give the simple proof for the norm-controlled inversion of the Baskakov–Gohberg–Sjöstrand
subalgebra Cp,r (Λ) of a nonsymmetric Banach algebra B(`q (Λ)). We expect that the method in
this paper can be applied to algebras of infinite matrices having off-diagonal decay with different
weights from polynomial functions. The proof of the main theorem is based on commutator trick
and the partition of the identity in [14].

For a = (a1, . . . , ad ) ∈ R, we write [a] = ([a1], . . . , [ad ]), where for b ∈ R, [b] denotes the largest
preceding integer of b.
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2. Norm-Controlled Inversion

To state our result on norm-controlled inversion for localized infinite matrices, we recall some
concepts. For a relatively-separated subset Λ of Rd satisfying (1), we define Schur norm of an
infinite matrix A = (a(λ,λ′))λ,λ′∈Λ by

‖A‖S (Λ) = max

(
sup
λ′∈Λ

∑
λ∈Λ

|a(λ,λ′)|, sup
λ∈Λ

∑
λ′∈Λ

|a(λ,λ′)|
)

. (4)

For any 1 ≤ q ≤∞, one can show that the Schur class S (Λ) is a subalgebra of the Banach algebra
B(`q (Λ)) and

‖A‖B(`q (Λ)) ≤ ‖A‖S (Λ). (5)

Let A = (a(λ,λ′))λ,λ′∈Λ be an infinite matrix in a BGS algebra, we define its approximation
matrices AN , N ≥ 1, with finite bandwidth by

AN := (
a(λ,λ′)χ[0,1](|λ−λ′|/N )

)
λ,λ′∈Λ. (6)

We have the following properties of the algebra Cp,r (Λ) for 1 ≤ p ≤∞ and r > 0.

Proposition 1. Let 1 ≤ p, q ≤∞ and r > d(1−1/p), and let Λ be a relatively-separated subset of
Rd satisfying (1). Then the following statements hold.

(1) The BGS algebra C1,0(Λ) is a subalgebra of Schur algebra S (Λ), and

‖A‖S (Λ) ≤ 2R(Λ)‖A‖C1,0(Λ) for all A ∈C1,0(Λ). (7)

(2) The BGS algebra C1,0(Λ) is a subalgebra of the Banach algebra B(`q (Λ)), and

‖Ac‖`q (Λ) ≤ 2R(Λ)‖A‖C1,0(Λ)‖c‖`q (Λ) for all A ∈C1,0(Λ) and c ∈ `q (Λ). (8)

(3) The BGS algebra Cp,r (Λ) is a subalgebra of the algebra C1,0(Λ), and

‖A‖C1,0(Λ) ≤
(

3d r

r −d(1−1/p)

)1−1/p

‖A‖Cp,r for al l A ∈Cp,r (Λ). (9)

(4) The BGS algebra Cp,r (Λ) is a Banach algebra, and there exists a positive constant C1 such
that

‖AB‖Cp,r (Λ) ≤C1‖A‖Cp,r (Λ)‖B‖Cp,r (Λ) for al l A,B ∈Cp,r (Λ). (10)

(5) A matrix A in Cp,r (Λ) is well approximated by its truncated matrix AN , N ≥ 1, in the norm
‖ ·‖C1,0(Λ), and

‖A− AN‖C1,0(Λ) ≤ ‖A‖Cp,r (Λ) ×


(
d(1−1/p)

r−d(1−1/p)

)1−1/p
N−r+d(1−1/p) if p 6= 1,

N−r if p = 1.
(11)

Proof.

(i) and (ii). Observing that for λ ∈Λ,

sup
λ∈Λ

∑
λ̃∈Λ

|a(λ, λ̃)| ≤ R(Λ)
∑

k∈Zd

sup
λ,λ̃∈Λ

|a(λ, λ̃)|χk+[0,1)d (λ− λ̃) (12)

and

sup
λ̃∈Λ

∑
λ∈Λ

|a(λ, λ̃)| ≤ 2R(Λ)
∑

k∈Zd

sup
λ,λ̃∈Λ

|a(λ, λ̃)|χk+[0,1)d (λ− λ̃), (13)

which imply (7) in (i). Combining (5) and (7), one can get (8) in (ii).

(iii) and (v). By direct computation, we obtain (iii) and (v).

C. R. Mathématique, 2020, 358, n 4, 407-414
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(iv). Let 1 ≤ p <∞ and r > d(1−1/p), and take the matrices A = (
a(λ,λ′)

)
λ,λ′∈Λ ∈ Cp,r (Λ) and

B = (
b(λ,λ′)

)
λ,λ′∈Λ ∈Cp,r (Λ). Then by the fact that |a +b|r ≤ 2r (|a|r +|b|r ) for a,b ∈R, we have

‖AB‖Cp,r (Λ) ≤ 2r

( ∑
k∈Zd

sup
λ,λ′∈Λ

( ∑
λ′′∈Λ

|a(λ,λ′′)|(1+|λ−λ′′|)r |b(λ′′,λ′)|
)p

χk+[0,1)d (λ−λ′)

)1/p

+2r

( ∑
k∈Zd

sup
λ,λ′∈Λ

( ∑
λ′′∈Λ

|a(λ,λ′′)||b(λ′′,λ′)|(1+|λ′′−λ′|)r

)p

χk+[0,1)d (λ−λ′)

)1/p

=: J1 + J2. (14)

Observing from (12) that

J1/2r ≤
( ∑

k∈Zd

sup
λ,λ′∈Λ

(
R(Λ)

∑
`∈Zd

|a(λ, λ̃)|(1+|λ− λ̃|)rχk−`+(−1,1)d (λ− λ̃)

×|b(λ̃,λ′)|χ`+[0,1)d (λ̃−λ′)
)p

)1/p

≤ R(Λ)‖A‖Cp,r (Λ)‖B‖C1,0(Λ),

and similarly J2/2r ≤ R(Λ)‖A‖C1,0(Λ)‖B‖Cp,r (Λ), these together with (14) and (9) in (iii) imply (10)

with C1 = 2r+1R(Λ)
(

3d r
r−d(1−1/p)

)1−1/p
for 1 ≤ p <∞ and r > d(1−1/p).

For p =∞, we have

‖AB‖C∞,r (Λ) ≤ 2r

(
sup
λ,λ′∈Λ

∑
λ′′∈Λ

|a(λ,λ′′)|(1+|λ−λ′′|)r |b(λ′′,λ′)|
)

+2r

(
sup
λ,λ′∈Λ

∑
λ′′∈Λ

|a(λ,λ′′)||b(λ′′,λ′)|(1+|λ′′−λ′|)r

)
≤ 2r (‖B‖S (Λ)‖A‖C∞,r (Λ) +‖A‖S (Λ)‖B‖C∞,r (Λ)

)
. (15)

The desired result (10) follows from (7) and (15) for p =∞. �

Let h(t ) := min(max(2− |t |,0),1) be the trapezoidal-shaped function. The function h is Lips-
chitz continuous.

For 1 ≤ q ≤ ∞, a positive integer N and A ∈ B(`q (Λ)), define localization operators ΨN
i , χN

i
and commutators [ΨN

i , A], i ∈Zd , by

ΨN
i c := (

h(λ/N − i )c(λ)
)
λ∈Λ (16)

χN
i c := (

χ[0,1](|i −λ|/N )c(λ)
)
λ∈Λ (17)

and

[ΨN
i , A]c =ΨN

i Ac − AΨN
i c for c := (c(λ))λ∈Λ ∈ `q (Λ),

where for a set I , χI (·) denotes the characteristic function on I .
In the next theorem, we show the norm-controlled inversion of a Banach algebra ‖A‖Cp,r (Λ) in

B(`q )(Λ) which is not a symmetric *-Banach algebra.

Theorem 2. Let 1 ≤ p, q ≤∞, r > d(1−1/p),Λ be a relatively-separated subset ofRd satisfying (1),
and let A ∈ Cp,r (Λ) be invertible in B(`q (Λ)). Then there exists an absolute constant C , indepen-
dent of A, such that

‖A−1‖Cp,r (Λ) ≤C‖A−1‖B(`q )(‖A−1‖B(`q )‖A‖Cp,r (Λ))
(d/p+r )/min(1,r−d(1−1/p))

×
{

1 if r 6= d(1−1/p)+1,(
ln(‖A−1‖B(`q )‖A‖Cp,r (Λ))

)(d/p+r )(1−1/p) if r = d(1−1/p)+1.
(18)
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Proof. We follow the arguments in [18]. Let 1 ≤ q < ∞ and 1 < p < ∞. When q = ∞, p = 1 or
p = ∞, we can follow the same proof. Write p ′ = p/(p − 1). Define the linear operator ΦN on
`q (Λ) by

ΦN c := (
H(λ/N )c(λ)

)
λ∈Λ for c := (c(λ))λ∈Λ ∈ `q (Λ),

where H(t ) = (∑
i∈Zd h(t − i )

)−1, t ∈Rd . By the invertibility of A, we have that

‖A−1‖−1
B(`q )‖ΨN

i c‖q ≤ ‖ΨN
i Ac‖q +‖[ΨN

i , A]c‖q

≤ ‖ΨN
i Ac‖q +‖χ3N

i N [ΨN
i , A]c‖q +‖(I −χ3N

i N )Aχ2N
i NΨ

N
i c‖q

≤ ‖ΨN
i Ac‖q + ∑

j∈Zd

‖χ3N
i N [ΨN

i , A]ΦNΨ
N
j c‖q +‖A− AN‖C1,0(Λ)‖ΨN

i c‖q . (19)

Choose N so large that

N ≥
(

2

(
d

r p ′−d

)1/p ′

‖A−1‖B(`q )‖A‖Cp,r (Λ)

)1/(r−d/p ′)

(20)

It follows from (11), (19) and (20) that

‖A−1‖−1
B(`q )‖ΨN

i c‖q ≤ 2‖ΨN
i Ac‖q +2

∑
j∈Zd

‖χ3N
i N [ΨN

i , A]ΦNΨ
N
j c‖q . (21)

For i , j ∈Zd with |i − j | ≤ 10, we obtain from Lipschitz property of h that

‖χ3N
i N [ΨN

i , A]ΦNΨ
N
j c‖q

≤
( ∑
λ∈Λ

( ∑
λ′∈Λ

χ3N
i N (λ)|a(λ,λ′)||h(λ/N − i )−h(λ′/N − i )|h(λ′/N − j )|c(λ′)|

)q)1/q

≤
( ∑
λ′∈Λ

( ∑
|λ−λ′|≤15N

min(|λ−λ′|/N ,1)|a(λ,λ′)|h(λ′/N − j )||c(λ′)|
)q)1/q

≤ R(Λ)

( ∑
|k|≤15N

min((|k|+1)/N ,1)Ak

)
‖ΨN

j c‖q , (22)

and for i , j ∈Zd with |i − j | > 10, we have that

‖χ3N
i N [ΨN

i , A]ΦNΨ
N
j c‖q ≤

( ∑
λ∈Λ

( ∑
λ′∈Λ

χ3N
i N (λ)|a(λ,λ′)|h(λ′/N − j )|c(λ′)|

)q)1/q

≤
( ∑
λ∈Λ

( ∑
(|i− j |−5)N≤|λ−λ′|≤(|i− j |+5)N

|a(λ,λ′)|h(λ′/N − j )|c(λ′)|
)q)1/q

≤ 2R(Λ)

( ∑
(|i− j |−5)N≤|k|≤(|i− j |+5)N

Ak

)
‖ΨN

j c‖q , (23)

where

Ak = sup
λ,λ′∈Λ

|a(λ,λ′)|χk+[0,1)d (λ−λ′).

We define a function

Ṽ A,N (i ) = 2R(Λ)×
{∑

|k|≤15N min((|k|+1)/N ,1)Ak if |i | ≤ 10,∑
(|i |−5)N≤|k|≤(|i |+5)N Ak if |i | > 10.

(24)

We have from (21), (22), (23) and (24) that

‖ΨN
i c‖q ≤ 2‖A−1‖B(`q )‖ΨN

i Ac‖q + ∑
j∈Zd

VA,N (i , j )‖ΨN
j c‖q , (25)
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where VA,N := (VA,N (i , j ))i , j∈Zd and VA,N (i , j ) = 2‖A−1‖B(`q )Ṽ A,N (i − j ). We write

V `
A,N = (

(VA,N )`(i , j )
)

i , j∈Zd . (26)

We apply (25) repeatedly to have that

‖ΨN
i c‖q ≤ 2‖A−1‖B(`q )‖ΨN

i Ac‖q +2‖A−1‖B(`q )

n−1∑
`=1

∑
j∈Zd

V `
A,N (i , j )‖ΨN

j Ac‖q

+ ∑
j∈Zd

V n
A,N (i , j )‖ΨN

j c‖q . (27)

Note that

‖A‖Cp,r (Λ) ≤ 2r ( ∑
k∈Zd

Ap
k (1+|k|)pr )1/p (28)

and ( ∑
k∈Zd

Ap
k (1+|k|)pr

)1/p

≤ 2r ‖A‖Cp,r (Λ). (29)

Observing from (29) that( ∑
|i |>10

(
Ṽ A,N (i )

)p (1+|i |)pr

)1/p

≤ 2R(Λ)(10N )d(p−1)/p 4r N−r

( ∑
|i |>10

∑
(|i |−5)N≤|k|≤(|i |+5)N

Ap
k (1+|k|)pr

)1/p

≤ 10d 23r+1R(Λ)N−r+d/p ′‖A‖Cp,r (Λ) (30)

and ( ∑
|i |≤10

(
Ṽ A,N (i )

)p (1+|i |)pr

)1/p

≤ 2R(Λ)

( ∑
|i |≤10

(1+|i |)pr

( ∑
|k|≤15N

min((|k|+1)/N ,1)Ak

)p)1/p

≤ 2R(Λ)11r+d/p (N−1
∑

|k|≤N−1
(|k|+1)Ak +

∑
N≤|k|≤15N

Ak )

≤ R(Λ)2r+211r+d/p‖A‖Cp,r (Λ)

×
{(( d

r p ′−d

)1/p ′ + ( 2d+r p ′−d
|r p ′−p ′−d |

)1/p ′)
N−min(1,r−d/p ′) if r 6= d/p ′+1,

(2d)1/p ′
N−1(ln(N +1))1/p ′

if r = d/p ′+1,
(31)

we have that

‖VA,N‖Cp,r (Zd ) ≤ Dd ,p,r ‖A−1‖B(`q )‖A‖Cp,r (Λ) ×
{

N−min(1,r−d/p ′) if r 6= d/p ′+1,

N−1(ln(N +1))1/p ′
if r = d/p ′+1,

(32)

where

Dd ,p,r = 23r+311d+r R(Λ)×
{( d

r p ′−d

)1/p ′ + ( 2d+r p ′−d
|r p ′−p ′−d |

)1/p ′
if r 6= d/p ′+1,

(2d)1/p ′
if r = d/p ′+1.

Choose the smallest integer N0 satisfying

1 ≥ 2C1Dd ,p,r ‖A−1‖B(`q )‖A‖Cp,r (Λ) ×
{

N−min(1,r−d/p ′)
0 if r 6= d/p ′+1

N−1
0 (ln N0)1/p ′

if r = d/p ′+1,
(33)
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where C1 is the constant in (10). Then N0 satisfies (20), so (21) and (27) hold. From (33) there exist
absolute constants C2,C3 such that for r 6= d/p ′+1,

N0 ≤C2(‖A−1‖B(`q )‖A‖Cp,r (Λ))
1/min(1,r−d/p ′) (34)

and for r = d/p ′+1

N0 ≤C3‖A−1‖B(`q )‖A‖Cp,r (Λ)
(

ln(‖A−1‖B(`q )‖A‖Cp,r (Λ))
1/p ′

. (35)

It follows from (10), (32) and (33) that for n ∈N,

‖V n
A,N0

‖Cp,r (Zd ) ≤ 2−n . (36)

This combining with Proposition 1(ii) and (iii) implies that

lim
n→∞

∥∥∥∥∥∥
( ∑

j∈Zd

V n
A,N0

(i , j )‖ΨN0
j c‖q

)
i∈Zd

∥∥∥∥∥∥
q

= 0,

so taking n →∞ in (27), we have that

‖ΨN0
i c‖q ≤ ‖A−1‖B(`q )

∑
j∈Zd

WA,N0 (i , j )‖ΨN0
j Ac‖q , (37)

where WA,N0 (i , j ) = 2I +2
∑∞
`=1 V `

A,N0
(i , j ). It follows from (36) that

‖WA,N0‖Cp,r (Zd ) ≤ 4. (38)

We define an infinite matrix HA,N0 := (HA,N0 (λ,λ′))λ,λ′∈Λ, where

HA,N0 (λ,λ′) = ∑
|mN0−λ|≤N0

∑
|nN0−λ′|≤2N0

WA,N0 (m,n). (39)

Since for k ∈Zd ,

sup
λ,λ′∈Λ

χk+[0,1)d (λ−λ′)
∑

|mN0−λ|≤N0

∑
|nN0−λ′|≤2N0

WA,N0 (m,n)

≤ ∑
ε={−4,−3,...,3,4}d

∑
m−n=[k/N0]+ε

WA,N0 (m,n),

we have from (38) that

‖HA,N0‖Cp,r (Λ) ≤ 10d/p+r+d+1N d/p+r
0 . (40)

Let A−1 := (a−1(λ,λ′))λ,λ′∈Λ, a−1
λ′ = (a−1(λ,λ′))λ∈Λ and a−1

λ′ (λ) = a−1(λ,λ′). Replace c by a−1
λ′ in (37)

to get that for λ ∈Λ and m ∈Zd with |mN0 −λ| ≤ N0

|a−1(λ,λ′)| ≤ ‖ΨN0
m a−1

λ′ ‖q

≤ ‖A−1‖B(`q )

∑
|mN0−λ|≤N0

∑
|nN0−λ′|≤2N0

WA,N0 (m,n)‖ΨN0
n Aa−1

λ′ ‖q

≤ ‖A−1‖B(`q )HA,N0 (λ,λ′). (41)

It follows from (40) and (41) that

‖A−1‖Cp,r (Λ) ≤ ‖A−1‖B(`q )‖HA,N0‖Cp,r (Λ) ≤ 10d/p+r+d+1N d/p+r
0 ‖A−1‖B(`q ). (42)

From (34), (35) and (42), (18) holds. �
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