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SPECTRAL THETA SERIES OF OPERATORS WITH
PERIODIC BICHARACTERISTIC FLOW

by Jens MARKLOF (*)

Abstract. — The theta series ϑ(z) =
∑

exp(2πin2z) is a classical example of
a modular form. In this article we argue that the trace ϑP (z) = Tr exp(2πiP 2z),
where P is a self-adjoint elliptic pseudo-differential operator of order 1 with periodic
bicharacteristic flow, may be viewed as a natural generalization. In particular,
we establish approximate functional relations under the action of the modular
group. This allows a detailed analysis of the asymptotics of ϑP (z) near the real
axis, and the proof of logarithm laws and limit theorems for its value distribution.
These asymptotics are in fact distinctly different from those for the ‘wave trace’
Tr exp(−iPt) whose singularities are well known to be located at the lengths of
the periodic orbits of the bicharacteristic flow.

Résumé. — La série thêta ϑ(z) =
∑

exp(2πin2z) est un exemple classique
de forme modulaire. Dans cet article, nous montrons que la trace ϑP (z) =
Tr exp(2πiP 2z), où P est un opérateur pseudo-différentiel elliptique auto-adjoint
d’ordre 1 à flot bicaractéristique périodique, en est une généralisation naturelle. En
particulier, nous établissons des égalités fonctionnelles approchées sous l’action du
groupe modulaire. Ceci permet une analyse détaillée de l’asymptotique de ϑP (z)
au voisinage de l’axe réel, et prouve des lois du logarithme et des théorèmes limites
pour la distribution de ses valeurs. Ces asymptotiques diffèrent de celles relatives
à la trace de l’opérateur des ondes Tr exp(−iPt), dont les singularités sont portées
par les longueurs des bicaractéristiques périodiques.

1. Introduction

Let X be a compact C∞-manifold of dimension d with volume ele-
ment dx, and P a positive self-adjoint elliptic pseudo-differential opera-
tor of order 1, acting on functions of X. The principal symbol of P is

Keywords: Spectral theta series, Zoll manifolds, periodic geodesic flow, Shale-Weil rep-
resentation, horocycle flow, logarithm laws.
Math. classification: 35P20, 11F72, 37D40.
(*) This research has been supported by an EPSRC Advanced Research Fellowship,
EPSRC Research Grant GR/T28058/01 and a Philip Leverhulme Prize.



2402 Jens MARKLOF

p ∈ C∞(T∗X\{0},R>0). We assume that the subprincipal symbol of P
vanishes. An example for such an operator is

√
−∆ + V where ∆ is the

Laplacian on X and V ∈ C∞(X,R>0) some smooth potential. P has dis-
crete spectrum,

(1.1) ρ1 6 ρ2 6 ρ3 6 . . .→∞,

and we will denote by (ϕn)n∈N an orthonormal basis of eigenfunctions in
L2(X, dx) so that

(1.2) Pϕn = ρnϕn.

The trace formulas developed by Chazarain [2], Colin de Verdière [3, 4] and
Duistermaat-Guillemin [6] provide an asymptotic expansion of the trace

(1.3) Tr e−iPt =
∑

n

e−iρnt

in terms distributions whose singular support is at the lengths of the pe-
riodic bicharacteristics of P . Special versions of such trace formulas had
appeared earlier, e.g., in Selberg’s theory for the spectrum of the Laplacian
on a weakly symmetric space [24], and in the the work of Gutzwiller and
Balian-Bloch in the context of quantum chaos [12].

In the present paper we replace the first order operator P by P 2 and
study the asymptotic behaviour of the spectral theta series

(1.4) ϑP (z) = Tr e(P 2z) =
∑

n

e(ρ2
nz), e(z) = e2πiz,

for z in the complex upper half plane H, when Im z → 0. The relationship
between ϑP (z) and (1.3) is probably best exhibited in the formal relation
(t = 2πs)

(1.5) ϑP (z) =
1√
−2iz

∫ ∞

−∞
Tr e(−iPs) e(−s2/4z) ds.

Colin de Verdiére [3, 4] in fact states the trace formula for (1.3) in terms
of an asymptotic relation for ϑP (z), which is uniform in the halfplanes
Im(−1/z) > c > 0, and it is an open problem to extend the asymptotic
analysis outside this domain.

Take for example P =
√
−∆, where ∆ is the Laplacian on the unit circle.

We have (with respect to even test functions)

(1.6) Tr e(−iPs) =
∑
n∈Z

e(ns)

ANNALES DE L’INSTITUT FOURIER



SPECTRAL THETA SERIES 2403

and hence, by Poisson summation,

(1.7) Tr e(−iPs) =
∑
k∈Z

δ(s− k).

In this case ϑP (z) is of course the classical theta series

(1.8) ϑ(z) =
∑
n∈Z

e(n2z),

and the trace formula (1.7) is encoded, via (1.5), in the functional relation

(1.9) ϑ(z) =
1√
−2iz

ϑ(−1/4z).

Recall that

(1.10) ϑ(z + 1) = ϑ(z)

is the second fundamental functional relation for the classical theta func-
tion. The self-reciprocity (1.9) and periodicity (1.10) reflect the strong cor-
relations between the energy and the length spectrum of the Laplacian on
the circle, and the fact that the squares of the lengths of periodic orbits are
integers. The main objective of this paper is to investigate the functional
relations of theta series ϑP (z) for similar operators P whose bicharacteris-
tic flow is still periodic, and to employ the approximate modularity in the
asymptotic analysis of ϑP (z). Examples of such P include

√
−∆ + V on

spheres [10] (or, more generally, Zoll manifolds [1] and rank-one symmetric
spaces [11]) and isotropic harmonic oscillators.

One motivation for studying spectral theta functions is their connection
with the autocorrelation function

(1.11) C(t) =
∫

X

u(x, t)u(x, 0) dx

of solutions u(x, t) to the Schrödinger equation −(2πi)−1∂tu = P 2u: For
the initial data u(x, 0) =

∑
e−πρ2

nyϕn(x) we have C(t) = ϑP (−t+ iy).
A further motivation are spectral statistics. In dimension d = 2, Weyl’s

law implies that the mean spacing between ρ2
j is constant, and hence the

correctly scaled pair correlation density reads

(1.12) R2(s) =
∑
i,j

δ
(
s− (ρ2

i − ρ2
j )
)
e−2π(ρ2

i +ρ2
j )y

which in turn can be expressed as the Fourier transform of |ϑP (x + iy)|2
(with respect to x). This approach has been used in [18, 21] for the eigen-
values of the Laplacian on a flat torus.

TOME 57 (2007), FASCICULE 7



2404 Jens MARKLOF

Outline of the paper

In Section 2 we review the spectral properties of operators P with peri-
odic bicharacteristic flow. In particular the extereme clustering of eigenval-
ues plays an important role in the main results of this work—the approx-
imate functional relations for ϑP (z) and its value distribution properties.
These results are presented in Section 3 as Theorems 3.1–3.5.

A convenient framework for studying the theta functions that appear in
the approximate functional relations for ϑP (z) (Theorem 3.1) is the Shale-
Weil representation of S̃L(2,R), which is introduced in Section 4. Section
5 is devoted to the relevant theta series, their functional relations and as-
ymptotic properties. Most of this material is closely related the results in
[19, 20]; we also refer the reader to the monograph [17] for further back-
ground on the Shale-Weil representation and theta series. As we shall see
in Section 6, Theorem 3.1 implies that the spectral theta series ϑP is ap-
proximated to leading order (as y → 0) by theta series corresponding to a
particular class of cut-off functions that are related to parabolic cylinder
functions (Section 7).

The functional relations from Section 5 allow us to view theta series as
functions on a homogeneous space of Γ\S̃L(2,R) of finite volume, where Γ
is a certain discrete subgroup of S̃L(2,R). Following [19, 20], the key idea is
then to use ergodic-theoretic methods for the proof of the main theorems
stated in Section 3: in Sections 8–10 we state and prove the necessary
logarithm laws and equidistribution results, and finally exploit these to
prove Theorems 3.2–3.5 in Section 11.

2. Periodic flows and spectral clusters

We will assume throughout the remainder of this paper that the bichar-
acteristic flow of P is periodic, and we suppose without loss of generality
that the smallest period is 2π. This means that every bicharacteristic is
closed and has a primitive period of the form 2π/m for some m ∈ N.
The set of possible primitive periods is finite and will be denoted by
{2π/mj : j = 0, . . . , N} with m0 = 1. The periodic orbits corresponding
to a given primitive period 2π/mj 6= 2π form a submanifold of dimension
dj < d.

It is well known that, under the above assumptions, the spectrum of P
clusters around arithmetic progressions [29, 5]: There is a constant M > 0

ANNALES DE L’INSTITUT FOURIER
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such that the spectrum of P 2 is contained in the union of intervals

(2.1) Ik =
[(
k +

α

4

)2

−M,
(
k +

α

4

)2

+M

]
, k = 0, 1, 2, . . .

where α ∈ Z is the common Maslov index of the 2π-periodic bicharacteris-
tics. It is convenient to relabel the eigenvalues as

(2.2) ρ2
n =

(
k +

α

4

)2

+ µkl

where 1 6 l 6 δk and

(2.3) −M 6 µk1 6 . . . 6 µkδk
6 M ;

here δk defined to be the number of eigenvalues in the kth cluster.
Colin de Verdière’s Theorem 1.4 in [5] proves the existence of polynomials

R(t) = b1t
d−1 + . . . and Rjl(t) of degrees d−1 and dj−1, respectively such

that for k sufficiently large

(2.4) δk = R
(
k +

α

4

)
+

N∑
j=1

mj−1∑
l=1

Rjl(k) e(kl/mj).

Let us denote the spectral density of the kth cluster by

(2.5) µk(λ) =
δk∑

l=1

δ(λ− µkl).

Theorem 3.1 in [5] states that there are distributions R(t) and Rjl(t) with
support in [−M,M ] such that for every f ∈ C∞(R)

(2.6)
∫
f dµk =

∫
f dR

(
k +

α

4

)
+

N∑
j=1

mj−1∑
l=1

∫
f dRjl(k) e(kl/mj),

and we have the asymptotic expansion

(2.7) R(x) ∼ ν1x
d−1 + ν3x

d−3 + ν4x
d−4 + . . . ,

(2.8) Rjl(x) ∼ νjl1x
dj−1 + νjl2x

dj−2 + νjl3x
dj−3 + . . . .

For f = 1 this implies in particular that k−(d−1)δk →
∫
dν1, and thus, in

view of (2.4), we have
∫
dν1 = b1, the leading coefficient of the polynomial

R(t).
We refer to [28, 30] for more information on the fine-scale distribution of

the eigenvalues in each cluster.

TOME 57 (2007), FASCICULE 7
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3. The main results

3.1. Approximate functional relations

As we have seen in the last paragraph, ν1 represents, up to normaliza-
tion by b1, a probability measure on [−M,M ]. Let us denote by W (t) the
characteristic function of ν1,

(3.1) W (t) =
∫ M

−M

e(tλ)dν1(λ).

Notice that W (t) is analytic.
We denote by S̃L(2,R) the universal cover of SL(2,R). As a manifold,

S̃L(2,R) can be identified with H×R. (See Sect. 4.1 for details.) A lattice
Γ ⊂ S̃L(2,R) is a discrete subgroup such that the homogeneous space
Γ\S̃L(2,R) has finite volume with respect to Haar measure on S̃L(2,R).

Theorem 3.1. — There is a continuous function Θ : S̃L(2,R) → C with
the properties that

(i) there is a lattice Γ ⊂ S̃L(2,R) such that Θ(γ̃g̃) = Θ(g̃) for all γ̃ ∈ Γ,
g̃ ∈ S̃L(2,R),

(ii) there is a constant C > 0 such that for all z = x+ iy ∈ H∣∣y(2d−1)/4ϑP (z)−W (x)Θ(z, 0)
∣∣ 6 Cy1/4.

The lattice Γ in fact coincides for even α with the invariance group
∆1(4) of the classical theta series (cf. Sect. 4.1), whereas for odd α it is a
congruence subgroup thereof.

3.2. Logarithm laws

The following estimates on the growth of spectral theta series general-
ize the classical studies that go back to Hardy and Littlewood. Our main
reference is the paper [8].

Theorem 3.2. — Let ψ : (0, 1] → R+ be a non-increasing function such
that the integral

(3.2)
∫ 1

0

dy

yψ(y)4

diverges (resp. converges). Then for almost every (resp. almost no) x ∈ R
there is an infinite sequence of y1 > y2 > . . .→ 0 such that

(3.3) |ϑP (x+ iyj)| > y
−(2d−1)/4
j ψ(yj).

ANNALES DE L’INSTITUT FOURIER
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In other words for y < 1 and almost all x,

(3.4) ϑP (x+ iy) 6= Ox

(
y−(2d−1)/4ψ(y)

)
,

and

(3.5) ϑP (x+ iy) = Ox

(
y−(2d−1)/4ψ(y)

)
respectively, depending on whether (3.2) diverges or converges. Compare
this behaviour with the heat kernel asymptotics (x = 0)

(3.6) ϑP (iy) ∼ cy−d/2

for some constant c > 0. Using Theorem 3.1 and the asymptotic behaviour
of theta series in cusps (see in particular Corollary 3.3 in [20]), one may
derive similar asymptotics, in fact with the same leading order divergence
(up to multiplicative constants), for rational x ∈ Q. It is also possible to
obtain upper bounds under diophantine conditions on x. If x is for instance
of bounded type (such as x =

√
2), we have ϑP (x+ iy) = Ox

(
y−(2d−1)/4

)
.

By choosing ψ(y) = (log y)(1±ε)/4 in Theorem 3.2 with ε > 0 arbitrarily
small we obtain the following.

Corollary 3.3. — For almost all x

(3.7) lim sup
y→0

log(y(2d−1)/4|ϑP (x+ iy)|)
log log y−1

=
1
4
.

3.3. Limit theorems

The following limit theorems may be viewed as a generalization of the
theorems for the classical theta series [13, 14, 15, 19]. We are interested in
the value distribution of ϑP (x+iy) where x is uniformly distributed in the
interval [a, b] in the limit y → 0.

It is not hard to show that the variance has the asymptotics

(3.8)
∫ b

a

|ϑP (x+ iy)|2dx ∼ Γ(d− 1/2)
22dπd−1/2

y−(d−1/2)

∫ b

a

|W (t)|2dt.

We therefore normalize ϑP (z) by a factor ady
(2d−1)/4 with

(3.9) ad =
2dπ(2d−1)/4

Γ(d− 1/2)1/2
.

TOME 57 (2007), FASCICULE 7
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Figure 3.1. Distribution of the absolute value-squared of the spectral
theta series for the circle (d = 1, α = 0), the 2-sphere (d = 2, α = 2),
the 2-sphere with opposite points identified (d = 2, α = 1) and the
3-sphere (d = 3, α = 0). In all cases y = 1/2002 and x is sampled over
2002 random points in [0, 1) with respect to the uniform distribution.

Theorem 3.4. — Let [a, b] ⊂ R and g a bounded continuous function
C → R. Then

(3.10) lim
y→0

∫ b

a

g
(
ady

(2d−1)/4ϑP (x+iy)
)
dx =

∫
C

∫ b

a

g(ZW (t)) dρd,α(Z) dt

where ρd,α is a probability measure on C with the tail distribution

(3.11)
∫
|Z|>R

dρd,α(Z) ∼ cd,αR
−4 (R→∞),

(3.12) cd,α =


24(d−1)Γ(d/2)4

π3Γ(2d− 1)
(α ≡ 0 mod 2)

24(d−1)Γ(d/2)4

4π3Γ(2d− 1)
(α ≡ 1 mod 2).

ANNALES DE L’INSTITUT FOURIER
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Figure 3.2. The same numerical experiment as in Figure 3.1, but with
P 2 replaced by P 3. The data seems to follow the distribution exp(−x)
and is therefore consistent with a central limit theorem.

That is, the random variable ady
(2d−1)/4ϑP (x+ iy) where x is uniformly

distributed in [a, b] has a limiting distribution that is given by the product
of two independent random variables, W (t) and Z. As we shall see the
probability distribution ρd,α is universal in that it only depends on the
dimension d and Maslov index α.

We provide below, Eq. (9.12), and implicit formula for the limiting dis-
tribution, which shows for instance that ρd,α(Z) is invariant under the
transformations Z 7→ Z and Z 7→ iZ. In the case of the classical theta
series ρ1,0(Z) is in fact invariant under all rotations about the origin, and
furthermore has a singularity at 0:

(3.13)
∫
|Z|<R

dρd,α(Z) ∼
(
8π log(1/R)

)−1/2 (R→ 0).

Relation (3.11) is a consequence of the divergence of the theta series in
several cusps of the homogeneous space that will be introduced later, and
similarly (3.13) follows from the superexponential decay in a cusp.

TOME 57 (2007), FASCICULE 7
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The above asymptotics prove that despite observing square-root cancel-
lation as in the central limit theorem, the limiting distribution of θP (z) is
not Gaussian. It is interesting that the numerical experiments displayed in
Fig. 3.2 suggest that a central limit theorem holds when P 2 is replaced by
higher powers, i.e., for the series

(3.14) ad,k y
(2d−1)/2k Tr e(P kz), ad,k =

2(2d−1)/k+1/2π(2d−1)/2k

Γ((2d− 1)/k)1/2
.

3.4. Correlations

Our last result states a limit theorem for the joint distribution of ϑP (x+
iy) at n points ω1x, . . . , ωnx.

Theorem 3.5. — Suppose ω1, . . . , ωn ∈ R are linearly independent over
Q, and let [a, b] ⊂ R and g a bounded continuous function Cn → R. Then

(3.15)

lim
y→0

∫ b

a

g
(
ady

(2d−1)/4ϑP (ω1x+ iy), . . . , ady
(2d−1)/4ϑP (ωnx+ iy)

)
dx

=
∫

Cn

∫ b

a

g(Z1W (t), . . . , ZnW (t))
n∏

j=1

dρd,α(Zj) dt.

The proof of this theorem uses a sophisticated equidistribution theorem
by Shah [25] which exploits Ratner’s classification of measures invariant
under unipotent flows. I recommend [22] for an excellent introduction to
Ratner’s theory.

4. Metaplectic representation

This section provides background on the Shale-Weil representation of the
universal covering group of SL(2,R), which provides a natural framework
for the theory of theta functions. More details can be found in [17, 19, 20].

4.1. SL(2,R) and its universal cover

The action of SL(2,R) on the upper half plane H = {z ∈ C : Im z > 0}
is defined by fractional linear transformations, i.e.,

(4.1) g : z 7→ gz =
az + b

cz + d
, g =

(
a b

c d

)
∈ SL(2,R).

ANNALES DE L’INSTITUT FOURIER
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The function εg(z) = (cz + d)/|cz + d| satisfies the relation εgh(z) =
εg(hz) εh(z). The universal covering group S̃L(2,R) of SL(2,R) is defined
as the set of pairs [g, βg] where g ∈ SL(2,R) and βg is a continuous function
of H such that eiβg(z) = εg(z). The multiplication law for S̃L(2,R) is

(4.2) [g, β1
g ][h, β2

h] = [gh, β3
gh], β3

gh(z) = β1
g(hz) + β2

h(z).

We may identify S̃L(2,R) with H×R via [g, βg] 7→ (z, φ) = (gi, βg(i)). The
action of S̃L(2,R) on H× R is then canonically defined by

(4.3) [g, βg](z, φ) = (gz, φ+ βg(z)).

The Haar measure of S̃L(2,R) reads in these coordinates

(4.4) dµ = y−2dx dy dφ.

The congruence subgroup

(4.5) Γ1(4) =
{(

a b

c d

)
∈ SL(2,Z) : a ≡ d ≡ 1, c ≡ 0 mod 4

}
,

lifts to the following discrete subgroup of S̃L(2,R),

(4.6) ∆1(4) =
{

[γ, βγ ] : γ ∈ Γ1(4), eiβγ(z)/2 = jγ(z)
}
,

where

(4.7) jγ(z) =
( c
d

)( cz + d

|cz + d|

)1/2

, γ =
(
a b

c d

)
∈ Γ1(4).

Here z1/2 denotes the principal branch of the square-root of z, i.e., the one
for which −π/2 < arg z1/2 6 π/2;

(
c
d

)
denotes the generalized quadratic

residue symbol.

4.2. Shale-Weil representation

For every g ∈ SL(2,R) we have the unique Iwasawa decomposition

(4.8) g = nx ay kφ = (z, φ),

where z = x+ iy ∈ H, φ ∈ [0, 2π), and

nx =
(

1 x

0 1

)
, ay =

(
y1/2 0
0 y−1/2

)
, kφ =

(
cosφ − sinφ
sinφ cosφ

)
.

TOME 57 (2007), FASCICULE 7
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This can be extended to an Iwasawa decomposition of S̃L(2,R), which of
course corresponds to the parametrization introduced after (4.2). We have
for any element g̃ = [g, βg] ∈ S̃L(2,R)

(4.9) g̃ = [g, βg] = ñx ãy k̃φ = [nx, 0] [ay, 0] [kφ, βkφ
]

The Shale-Weil representation is usually defined as a projective represen-
tation of SL(2,R), which becomes a true representation of the metaplectic
(i.e., double) cover of SL(2,R). It is therefore also a proper representation
of the universal cover S̃L(2,R). In view of the decomposition (4.9) it is suf-
ficient to define the representation on the three factors. For any f ∈ L2(R)
we set (cf. [17])

(4.10) [R(ñx)f ](t) = e(t2x)f(t),

(4.11) [R(ãy)f ](t) = y1/4f(y1/2t),

and

(4.12)

[R(k̃φ)f ](t) =



e(−σφ/8) f(t) (φ = 0 mod 2π)

e(−σφ/8) f(−t) (φ = π mod 2π)

e(−σφ/8) 21/2

| sinφ|1/2

∫
R
e

[
(t2 + t′

2) cosφ− 2tt′

sinφ

]
f(t′) dt′

(φ 6= 0 mod π)

where

σφ =

{
2ν if φ = νπ,
2ν + 1 if νπ < φ < (ν + 1)π.

Let us denote by Sη(R) the space of functions with the property that

(4.13) sup
t,φ

(1 + |t|)η|[R(Kφ)f ](t)| <∞.

Schwartz functions satisfy this condition for η arbitrarily large. Other ex-
amples will be discussed in Section 7.

5. Theta series

We now introduce a general class of theta series. Their functional rela-
tions will allow us to view them as functions on a homogeneous space of the
form Γ\S̃L(2,R) where Γ is a lattice in S̃L(2,R). The theta functions that
appear in Theorem 3.1 correspond to special choices of cut-off function f ,
see Sections 6 and 7 for details.
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5.1. Even theta series

For f ∈ Sη(R), η > 1, and (z, φ) ∈ H×R ' S̃L(2,R) we define the theta
series

(5.1) Θ+
f (z, φ) := Θ+

f (g̃) :=
∑
n∈Z

[R(g̃)f ](n),

with g̃ = ñxãyk̃φ. More explicitly,

(5.2) Θ+
f (z, φ) = y1/4

∑
n∈Z

fφ(ny1/2) e(n2x),

where fφ = R(k̃φ)f . In view of (4.13), the series in (5.1), (5.2) converges
therefore absolutely and uniformly for (z, φ) with z in any compact set in
H.

We call Θ+
f an even theta series as it is invariant under f(t) 7→ f(−t).

That is, Θ+
f = 0 for f odd. Note that the choice f(t) = exp(−2πt2) leads

to the classical theta series Θ+
f (z, 0) = y1/4

∑
n∈Z e(n

2z).
It is well known that Θ+

f is invariant under the discrete subgroup ∆1(4)
(see e.g. [19], Proposition 3.1), i.e.,

(5.3) Θ+
f (γ̃g̃) = Θ+

f (g̃)

for all γ̃ ∈ ∆1(4). We may therefore view Θ+
f as a continuous function on

the manifold Y. Y has three cusps located at z = 0, 1/2, and ∞. The theta
series is unbounded in two of them (cf. [19], Proposition 3.2):

(5.4) Θ+
f (z, φ) =


eiπ/4fφ0(0) y1/4

0 +O(y−(1+2η)/4
0 ) (y0 > 1)

O(y−(1+2η)/4
1/2 ) (y1/2 > 1)

fφ∞(0) y1/4
∞ +O(y−(1+2η)/4

∞ ) (y∞ > 1),

with the cuspidal coordinates

(5.5)


(z0, φ0) = (−(4z)−1, φ+ arg z)

(z1/2, φ1/2) = (−(4z − 2)−1, φ+ arg(z − 1/2))

(z∞, φ∞) = (z, φ).
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5.2. Odd theta series

The transformation formulas (5.3) and asymptotic relations (5.4) are a
consequence of two fundamental functional relations, which we state for
the slightly generalized theta series

(5.6) Θf (z, φ; ξ) = y1/4e−iπξ1ξ2
∑
n∈Z

fφ

(
(n− ξ2)y1/2

)
e
(
(n− ξ2)2x+ nξ1),

where ξ = t(ξ1, ξ2) ∈ R2. We then have

(5.7) Θf

(
z +

1
2
, φ;
(
ξ1 + ξ2 + 1

2

ξ2

))
= e−iπξ2/2Θf (z, φ; ξ)

and

(5.8) Θf

(
− 1

4z
, φ+ arg z;

(
−ξ2
ξ1

))
= e−iπ/4Θf (z, φ; ξ).

The first formula follows from elementary substitution, while the second
is a consequence of Poisson summation. So Θ+

f is in fact quasi-invariant
under the group Γ generated by the elements

(5.9) γ̃1 =
[(

1 1
0 1

)
, 0
]
, γ̃2 =

[(
0 −1/2
2 0

)
, arg

]
,

i.e.,

(5.10) Θ+
f (γ̃g̃) = χ(γ̃)Θ+

f (g̃)

for all γ̃ ∈ Γ where χ(γ̃) is the character of Γ defined by χ(γ̃1) = 1 and
χ(γ̃2) = e−iπ/4.

We define the odd partner of Θ+
f by

Θ−
f (z, φ) = eiπ/4Θf

(
z, φ;

(
1
2
1
2

))
= y1/4

∑
n∈Z

(−1)nfφ

((
n− 1

2

)
y1/2

)
e

((
n− 1

2

)2

x

)
.

(5.11)

Note that Θ−
f vanishes for even f . Eqs. (5.7) and (5.8) imply

(5.12) Θ−
f

(
z +

1
2
, φ

)
= eiπ/4Θ−

f (z, φ)

(5.13) Θ−
f

(
− 1

4z
, φ+ arg z

)
= eiπ/4Θ−

f (z, φ),
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respectively. These relations prove that Θ−
f is variant under the discrete

subgroup

(5.14) ∆(4) =
{

[γ, βγ ] : γ ∈ Γ(4), eiβγ(z)/2 = jγ(z)
}
,

with the principal congruence subgroup

(5.15) Γ(4) =
{(

a b

c d

)
∈ SL(2,Z) : a ≡ d ≡ 1, b ≡ c ≡ 0 mod 4

}
.

Hence Θ−
f is a continuous function on the homogeneous space Y− =

∆(4)\S̃L(2,R). We furthermore note that the function |Θ−
f (z/2)| is invari-

ant under the elements

(5.16)
(

1 1
0 1

)
,

(
0 −1
1 0

)
,

and hence may be viewed as a continuous function on SL(2,Z)\SL(2,R).
This space has one cusp at z →∞, where Θ−

f (z, φ) → 0. This shows that,
unlike the even theta series, Θ−

f is a bounded function.

5.3. Some useful formulas

Subsequent application of (5.8) and (5.7) yields

(5.17) Θf

(
z, φ;

(
0
1
2

))
= eiπ/4Θ+

f

(
− 1

4z
− 1

2
, φ+ arg z

)
.

Setting f±(w) = 1
2 (f(w)± f(−w)), we have

(5.18) Θf±

(
z, φ;

(
0
3
4

))
= ±Θf±

(
z, φ;

(
0
1
4

))
.

In the even case we average average over the two and then use (5.17),

Θf+

(
z, φ;

(
0
1
4

))
=

1√
2
Θf+

(
z

4
, φ;
(

0
1
2

))
=

eiπ/4

√
2

Θf+

(
− 1
z
− 1

2
, φ+ arg z; 0

)
=

eiπ/4

√
2

Θ+
f

(
− 1
z
− 1

2
, φ+ arg z

)
.

(5.19)
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Likewise, in odd case we have

Θf−

(
z, φ;

(
0
1
4

))
=

1√
2
Θf−

(
z

4
, φ;
(

1
2
1
2

))
=

e−iπ/4

√
2

Θ−
f

(
z

4
, φ

)
.

(5.20)

So
(5.21)

Θf

(
z, φ;

(
0
1
4

))
=

eiπ/4

√
2

Θ+
f

(
− 1
z
− 1

2
, φ+ arg z

)
+

e−iπ/4

√
2

Θ−
f

(
z

4
, φ

)
.

We summarize the above results in group notation, for α ∈ Z:
(5.22)

Θf

(
g̃;
(

0
α
4

))
=



Θ+
f (g̃) (α ≡ 0 mod 4)

eiπ/4Θ+
f

([(
−1 − 1

2

2 0

)
, arg

]
g̃

)
(α ≡ 2 mod 4)

Θ̃±
f

([( 1
2 0

0 2

)
, 0
]
g̃

)
(α ≡ ±1 mod 4)

where

(5.23) Θ̃±
f (g̃) =

eiπ/4

√
2

Θ+
f

([(
−1 − 1

2

2 0

)
, arg

]
g̃

)
± e−iπ/4

√
2

Θ−
f (g̃).

Because

(5.24)
[(
−1 − 1

2

2 0

)
, arg

]
∆(4)

[(
−1 − 1

2

2 0

)
, arg

]−1

⊂ ∆1(4)

we have

(5.25) Θ̃±
f (γ̃g̃) = Θ̃±

f (g̃)

for all γ̃ ∈ ∆(4).

6. Proof of Theorem 3.1

In view of (2.6),

ϑP (z) =
∞∑

k=0

δk∑
i=l

e

{[(
k +

α

4

)2

+ µkl

]
z

}

=
∞∑

k=0

e

{(
k +

α

4

)2

z

}[(
k +

α

4

)d−1

W (z) +O(kd−2)
]
.

(6.1)
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Now

(6.2) W (z) = W (x) +O(y),

and furthermore,
(6.3)∣∣∣∣ ∞∑

k=0

O(kd−2)e
{(

k +
α

4

)2

z

} ∣∣∣∣� ∞∑
k=0

kd−2e−2π(k+ α
4 )2

y � y−(d−1)/2.

Therefore

ady
(2d−1)/4ϑP (z)

= ady
(2d−1)/4W (x)

∞∑
k=0

(
k +

α

4

)d−1

e

{(
k +

α

4

)2

z

}
+O(y1/4)

= W (x)Θf

(
z, 0;

(
0
−α

4

))
+O(y1/4)

(6.4)

with

(6.5) f(t) =

{
0 (t 6 0)

adt
d−1e−2πt2 (t > 0).

So

(6.6) Θ(z) = Θf

(
z, 0;

(
0
−α

4

))
,

and hence Theorem 3.1 follows from the results of Section 5, provided
f ∈ Sη(R) with η > 1, i.e., satisfies condition (4.13). This will be resolved
in the next section, which at the same time provides some explicit formulae
for fφ.
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7. Some explicit formulae

7.1. Parabolic cylinder functions

To work out fφ(t) corresponding to f as in (6.5) we may assume without
loss of generality 0 < φ < π since fφ+π(t) = e−iπ/2fφ(−t). We have

fφ(t) = ade−iπ/421/2(sinφ)−1/2e
(
t2 cotφ

) ∫ ∞

0

t′
d−1

e

[
t′

2eiφ − 2tt′

sinφ

]
dt′

=
ade−iφ/221/2e

(
t2 cotφ

)
(1− i cotφ)(d−1)/2

∫ ∞

0

t′
d−1e−2πt′2−4πitt′(1+i cot φ)1/2

dt′

=
ade−iφ/221/2Γ(d)e−πt2(1−i cot φ)

(4π)d/2(1− i cotφ)(d−1)/2
D−d

(
it[4π(1 + i cotφ)]1/2

)

(7.1)

where Dp(z) is a parabolic cylinder function (cf. [9] 3.462).
The asymptotic behaviour of Dp(z) as z →∞ (cf. [9] 9.246) implies

(7.2) fφ(t) ∼ ade−iφ/221/2Γ(d)
(4π)d

(sinφ)d−1(1 + i cotφ)−1/2e(t2 cotφ)(it)−d,

for t → ∞, and hence |fφ(t)| � |t|−d where the implied constant is inde-
pendent of φ. This means f ∈ Sd(R) for d > 1.

7.2. Hermite polynomials

As we have seen in the previous section the theta series Θf can be de-
composed into Θ+

f and Θ−
f which depend only on the even or odd part of f ,

respectively. In this case, and d suitably odd or even, we can select instead

(7.3) f(t) =
ad

2
td−1e−2πt2 ,

as a test function and expect better analytic properties. Indeed,
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(7.4)

fφ(t) =
ade−iπσφ/4

|2 sinφ|1/2
e
(
t2 cotφ

) ∫ ∞

−∞
t′

d−1
e

(
t′

2eiφ − 2tt′

sinφ

)
dt′

=
ade−iπσφ/4

|2 sinφ|1/2
e
(
t2 cotφ

)(
− sinφ

4πi

)d−1
dd−1

dtd−1

∫ ∞

−∞
e

(
t′

2eiφ − 2tt′

sinφ

)
dt′

=
ade−iφ/2

2

(
− sinφ

4πi

)d−1

e
(
t2 cotφ

) dd−1

dtd−1
e
(
t2(i− cotφ)

)
=
ade−iφ/2

2

(
sinφ
i
√

8π

)d−1

(1 + i cotφ)(d−1)/2Hd−1

(
2πt(1 + i cotφ)1/2

)
e−2πt2 ,

where Hν are the Hermite polynomials. The above calculation is best
checked first in the case 0 < φ < π and then extended to all φ using the
relation fφ+π(t) = e−iπ/2fφ(−t). Note that the above implies the bound
|fφ(t)| � |t|d−1e−2πt2 where the implied constant is independent of φ.

We will now change gear and collect the ergodic-theoretic results required
for the proof of Theorems 3.2, 3.4 and 3.5.

8. Logarithm laws

Let Γ be a non-uniform lattice in S̃L(2,R), i.e., the homogeneous space
Y = Γ\S̃L(2,R) is non-compact and has finite volume. The right actions

(8.1) Y → Y, Γg̃0 7→ Γg̃0ãexp t

and

(8.2) Y → Y, Γg̃0 7→ Γg̃0ñx

define flows on Y. Under the natural projection π : Y → Y/{k̃φ : φ ∈ R},
the above flows become the classical geodesic and horocycle flows on the
hyperbolic surface Γ\H = Y/{k̃φ : φ ∈ R}. We denote by dist(z, z′) the
geodesic distance on Γ\H = Y/{k̃φ : φ ∈ R}. We recall that the horocycle
{ñx : x ∈ R} parametrizes the unstable direction of the geodesic flow for
t→ −∞.

The following theorem is of a similar type as the dynamical logarithm
laws first discussed by Sullivan [27], and may be viewed as a special case
of Kleinbock and Margulis [16].
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Theorem 8.1. — Fix g̃0 ∈ Y. Let r : [1,∞) → R+ be a non-decreasing
function such that the integral

(8.3)
∫ ∞

1

e−r(t)dt

diverges (resp. converges). Then, for almost every (resp. almost no) x ∈ R
there is an infinite sequence of t1 < t2 < . . .→∞ such that

(8.4) dist(π(g̃0), π(g̃0ñxãexp−tj )) > r(tj).

By taking r(t) = (1± ε) log t with ε > 0 small, the theorem implies that
for almost all x we have

(8.5) lim sup
y→0

dist(π(g̃0), π(g̃0ñxãy))
log log y−1

= 1.

Theorem 8.1 can be generalized and strengthened in several ways [16].
On may for example assume in addition that the sequence {tj} is such that
the points Γg̃0ñxãexp−tj

are contained in only one of the several possible
cusps. In the case of ∆1(4) we take this cusp to be the one at ∞, where
the asymptotic behaviour (5.4) says that
(8.6)

log |Θ+
f (g̃0ñxãexp−tj )|4 ∼ dist(π(g̃0), π(g̃0ñxãexp−tj )) + log |fφj (0)|4.

We may assume in addition that the sequence tj is chosen optimally, in
the sense that g̃0ñxãexp−tj

corresponds to the highest point in the cusp.
At this point φj = π/4, which explains the significance of the term fπ/4(0)
in the following corollary.

Corollary 8.2. — Suppose f ∈ Sη(R) for some η > 1 and fπ/4(0) 6= 0.
Let ψ : (0, 1] → R+ be a non-increasing function such that the integral

(8.7)
∫ 1

0

dy

yψ(y)4

diverges (resp. converges). Then, for almost every (resp. almost no) x ∈ R
there is an infinite sequence of y1 > y2 > . . .→ 0 such that

(8.8) |Θ+
f (g̃0ñxãyj )| > ψ(yj).

This means in particular that for almost all x

(8.9) lim sup
y→0

log |Θ+
f (g̃0ñxãy)|

log log y−1
=

1
4
.

Since Θ−
f (g̃) is bounded, the above statements also hold for Θ̃±

f (g̃), and
thus for

Θf

(
g̃,

(
0
α
4

))
.
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9. Equidistribution

We will now consider the equidistribution of ãy-translates of arcs of horo-
cycles, and discuss the implication on the value distribution properties of
theta series. We follow the approach developed in [19].

Theorem 9.1. — Fix an interval [a, b], g̃0 ∈ S̃L(2,R) and a bounded
continuous function F : Y → R. Then

(9.1) lim
y→0

∫ b

a

F (g̃0ñxãy)dx =
b− a
µ(Y)

∫
Y
F (g̃) dµ(g̃).

This theorem may be proved by exploiting the mixing property of the
diagonal flow generated by ãy (using the same ideas as in [7]), or by us-
ing the classification of measures invariant under the horocycle flow (see
Theorem 10.1 below). Special cases, such as translates of arcs of closed
horocycles, can also be handled analytically and permit the calculation of
explicit convergence rates, cf. [23, 20, 26] and references therein.

The following theorem is a slight generalization that allows for x-dependent
test functions.

Theorem 9.2. — Fix an interval [a, b], g̃0 ∈ S̃L(2,R) and a bounded
continuous function F : [a, b]× Y → R. Then

(9.2) lim
y→0

∫ b

a

F (x, g̃0ñxãy)dx =
1

µ(Y)

∫
Y

∫ b

a

F (t, g̃) dt dµ(g̃).

Proof. — We assume in this proof that the Haar measure is normalized,
i.e., µ(Y) = 1. As a first step let us suppose that F has compact support,
and hence is uniformly continuous. Therefore, given δ > 0 there exists ε > 0
such that

(9.3) F (x0, g̃)− δ 6 F (x, g̃) 6 F (x0, g̃) + δ

for all x ∈ [x0, x0 + ε], x0 ∈ [a, b− ε], g̃ ∈ S̃L(2,R). Now, for n = [2(b−a)/ε]

(9.4)
∫ b

a

F (x, g̃0ñxãy)dx =
n−1∑
j=0

∫ a+(b−a)(j+1)/n

a+(b−a)j/n

F (x, g̃0ñxãy)dx

6
n−1∑
j=0

∫ a+(b−a)(j+1)/n

a+(b−a)j/n

F (a+ (b− a)j/n, g̃0ñxãy)dx+ (b− a)δ.
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Theorem 9.1 implies

(9.5) lim
y→0

∫ a+(b−a)(j+1)/n

a+(b−a)j/n

F (a+ (b− a)j/n, g̃0ñxãy)dx

=
b− a
n

∫
Y
F (a+ (b− a)j/n, g̃)dµ(g̃)

and hence

(9.6) lim sup
y→0

∫ b

a

F (x, g̃0ñxãy)dx

6
b− a
n

n−1∑
j=0

∫
Y
F (a+ (b− a)j/n, g̃)dµ(g̃) + (b− a)δ.

The sum over j is a Riemann sum with discrepancy δ, so

(9.7) lim sup
y→0

∫ b

a

F (x, g̃0ñxãy)dx 6
∫ b

a

∫
Y
F (t, g̃)dµ(g̃)dt+ (b− a)2δ.

By the same argument,

(9.8) lim inf
y→0

∫ b

a

F (x, g̃0ñxãy)dx >
∫ b

a

∫
Y
F (t, g̃)dµ(g̃) dt+ (b− a)2δ,

and thus, since δ can be arbitrarily small

(9.9) lim
y→0

∫ b

a

F (x, g̃0ñxãy)dx =
∫ b

a

∫
Y
F (t, g̃)dµ(g̃) dt.

This proves the statement of the theorem for compactly supported F . We
will now extend this result to bounded continuous F .

Given δ > 0, write F = F1 +F2 where F1 is continuous and has compact
support, and F2 is bounded continuous with the properties that |F2| 6 K

(for some K > 0) and the set of g̃ ∈ M for which F (t, g̃) 6= 0 has measure
< δ/K. This can be achieved by choosing the support of F2 sufficiently
deep in the cusps. The function

(9.10) F 2(g̃) = sup
t∈[a,b]

|F2(t, g̃)|

is bounded continuous on Y. The proof of the theorem now follows from
the observation that

lim sup
y→0

∫ b

a

|F (x, g̃0ñxãy)|dx 6 lim sup
y→0

∫ b

a

F (x, g̃0ñxãy)dx

= (b− a)
∫
Y
F (g̃)dµ(g̃)

< (b− a)δ,

(9.11)
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where the equality is again a consequence of Theorem 9.1. �

Corollary 9.3. — Fix an interval [a, b] and let h : [a, b] → C be con-
tinuous, g : C → R bounded continuous. Then

(9.12) lim
y→0

∫ b

a

g

[
h(x)Θf

(
x+ iy, 0;

(
0
α
4

))]
dx

=
1

µ(Y)

∫ b

a

∫
Y
g
(
h(t)Xf (g̃)

)
dµ(g̃) dt

where

(9.13) Xf (g̃) =


Θ+

f (g̃) (α ≡ 0 mod 4)

eiπ/4Θ+
f (g̃) (α ≡ 2 mod 4)

Θ̃±
f (g̃) (α ≡ ±1 mod 4).

Proof. — Set F (t, g̃) = g(h(t)X(g̃)) in Theorem 9.2, with the appropri-
ate choices of g̃0 (these are determined by relation (5.22)). �

That is, the limiting distribution is given by the product of two indepen-
dent random variables, h(t) and X(g̃) with t and g̃ uniformly distributed
on [a, b] and Y respectively.

10. Equidistribution in products

Let G be a Lie group and Γ a lattice in G. Shah’s theorem 1.4 in [25]
implies the following.

Theorem 10.1. — Suppose G contains a Lie subgroup H isomorphic
to S̃L(2,R) (we denote the corresponding embedding by ϕ : S̃L(2,R) → G),
such that the set Γ\ΓH is dense in Γ\G. Let F : Γ\G → R be bounded
continuous. Then

(10.1) lim
y→0

∫ b

a

F
(
ϕ(ñxãy)

)
dx =

b− a
µG(Γ\G)

∫
Γ\G

fdµG

where µG is the Haar measure of G.

This theorem in turn can be used to prove the following statement. As
before Y = Γ\S̃L(2,R) where Γ is a non-uniform lattice.

Theorem 10.2. — Fix an interval [a, b], g̃0 ∈ S̃L(2,R) and a bounded
continuous function F : Yn → R. Suppose ñr ∈ Γ for some r ∈ Q, and that
ω1, . . . , ωn ∈ R are linearly independent over Q. Then

(10.2) lim
y→0

∫ b

a

F (g̃0ñω1xãy, . . . , g̃0ñωnxãy)dx =
b− a
µ(Y)n

∫
Yn

F dnµ.
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Proof. — We may assume without loss of generality that ωj > 0. We use
the embedding

(10.3) ϕ : g̃ →
(
ã√ω1

g̃ã−1√
ω1
, . . . , ã√ωn

g̃ã−1√
ωn

)
and note that in particular

(10.4) ϕ(ñxãy) = (ñω1xãy, . . . , ñωnxãy).

To establish the density required in Shah’s theorem, note that by Weyl’s
equidistribution theorem for the Kronecker flow the set

(10.5) {(ñm1r, . . . , ñmnr)ϕ(ñxãy) : (m1, . . . ,mn) ∈ Zn, x ∈ R}
= {(ñω1x+m1rãy, . . . , ñωnx+mnrãy) : (m1, . . . ,mn) ∈ Zn, x ∈ R}

is dense in

(10.6) {(ñx1 ãy, . . . , ñxn
ãy) : (x1, . . . , xn) ∈ Rn},

and, since by Theorem 9.1 the set Γ\Γ{ñxãy : x ∈ R} is dense in Y, the
set (10.6) is dense in Yn. �

The next statements follows from the analogous arguments as for Theo-
rem 9.2 and Corollary 9.3, respectively.

Theorem 10.3. — Fix a bounded continuous function F : [a, b]×Yn →
R. Then, under the assumptions of Theorem 10.2,
(10.7)

lim
y→0

∫ b

a

F (x, g̃0ñω1xãy, . . . , g̃0ñωnxãy)dx =
1

µ(Y)n

∫
Yn

∫ b

a

F (t) dt dnµ.

Corollary 10.4. — Fix an interval [a, b] and let h1, . . . , hn : [a, b] → C
be continuous, g : Cn → R bounded continuous. Suppose ω1, . . . , ωn ∈ R
are linearly independent over Q. Then

(10.8) lim
y→0

∫ b

a

g

[
. . . , hj(x)Θfj

(
ωjx+ iy, 0;

(
0
α
4

))
, . . .

]
dx

=
1

µ(Y)n

∫
Y

∫ b

a

g
(
. . . , hj(t)Xfj

(g̃j), . . .) dt

with Xf as in (9.13).
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11. Proof of Theorems 3.2, 3.4, 3.5

11.1. Proof of Theorem 3.2

Theorem 3.2 follows from Theorem 3.1, Corollary 8.2 and the analyticity
of W (t). The latter implies that W (t) has at most finitely many zeros in
any given compact interval, and hence | logW (t)| <∞ for almost all t.

11.2. Proof of Theorem 3.4

This theorem follows directly from Theorem 3.1 and Corollary 9.3. The
asymptotics of the tail distribution follows from [19], p. 144: For general
f ∈ Sη(R) (η > 1)

(11.1)
µ{g̃ ∈ ∆1(4)\S̃L(2,R) : |Θ+

f (g̃)| > R}

µ(∆1(4)\S̃L(2,R))
∼ 1
π2R4

∫ π

0

|fφ(0)|4dφ

as R→∞. Recall that Θ−
f is bounded so does not contribute to the tails.

For the choice (6.5), and α even,

cd,α =
1
π2

∫ π

0

|fφ(0)|4dφ

=
4a4

d

π2

∣∣∣∣ ∫ ∞

0

td−1e−2πt2dt

∣∣∣∣4 ∫ π

0

(sinφ)2(d−1)dφ

= a4
d

Γ(d/2)4

(2π)2(d+1)
B(d− 1/2, 1/2)

= a4
d

Γ(d/2)4

(2π)2(d+1)

Γ(d− 1/2)Γ(1/2)
Γ(d)

=
22(d−1)

π5/2

Γ(d/2)4

Γ(d− 1/2)Γ(d)

=
24(d−1)Γ(d/2)4

π3Γ(2d− 1)
.

(11.2)

For α odd, we have (recall (5.21) which suggests to substitute R 7→
√

2R)

(11.3) cd,α =
24(d−1)Γ(d/2)4

4π3Γ(2d− 1)
.
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11.3. Proof of Theorem 3.5

Analogous to the proof of Theorem 3.4, we apply Theorem 3.1 and Corol-
lary 10.4.
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