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KAWA lecture notes on the Kähler–Ricci flow

Valentino Tosatti (1)

ABSTRACT. — These lecture notes provide an introduction to the study of the
Kähler–Ricci flow on compact Kähler manifolds, and a detailed exposition of some
recent developments.

RÉSUMÉ. — Ces notes de cours fournissent une introduction à l’étude du flot de
Kähler–Ricci sur une variété kählérienne compacte, et un exposé détaillé de certains
développements récents.

1. Introduction

The Ricci flow on a compact Kähler manifold X, starting at a Kähler
metric ω0, preserves the Kähler condition in the sense that the evolved met-
rics are still Kähler. It is then customary to call this flow the Kähler–Ricci
flow, and to write it as an evolution equation of Kähler forms as

∂

∂t
ω(t) = −Ric(ω(t))

ω(0) = ω0.
(1.1)

The theory of the Kähler–Ricci flow is rather well-developed, and the key
feature is that the behavior of the flow deeply reflects the complex structure
of the manifold X.

In particular, there is a conjectural picture of the behavior of the Kähler–
Ricci flow for any initial data (X,ω0). Furthermore, as advocated by the
work of Song–Tian [63, 64, 66, 60], in the case when X is projective and
the class [ω0] is rational, the behavior is intimately related to the Minimal
Model Program in algebraic geometry [43]. This is in stark contrast with
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the general Ricci flow on compact Riemannian manifolds, where formulating
such a conjectural picture seems completely hopeless in (real) dimensions
larger than 3.

In these lecture notes we will explain this conjectural picture in detail, and
prove several results which go some way towards achieving this picture. After
reviewing some preliminary notions and setting up notation in Section 2,
the first result that we consider is a cohomological characterization of the
maximal existence time of the flow from [6, 73, 84, 85], which we prove in
Section 3. Next, in Section 4 we discuss finite time singularities, both volume
noncollapsed and volume collapsed, in particular giving a characterization of
the singularity formation set, due to Collins and the author [10]. In Section 5
we study the case when the flow exists for all positive time, and we investigate
the convergence properties at infinity, giving a detailed exposition of the
collapsing results proved in [22, 38, 63, 64, 81, 82]. Lastly, in Section 6 we
collect some well-known open problems on the Kähler–Ricci flow.

There are already two excellent set of lecture notes on the Kähler–Ricci
flow, by Song–Weinkove [68] and Weinkove [87]. While preparing these notes,
I have benefitted greatly from these references, and in fact the exposition in
Section 3 follows [68, 87] rather closely (I decided to keep this material here
because many similar arguments are used in later sections). On the other
hand, in Sections 4 and 5, which form the bulk of these notes, I have decided
to focus on rather recent results which are not contained in [68, 87].

It is not possible to cover the complete theory of the Kähler–Ricci flow in
a short set of lecture notes, so I had to make a selection of which material to
present, based on my own limited knowledge, and many important results
on the Kähler–Ricci flow are not covered here. In particular, nothing is said
about the convergence properties of the normalized Kähler–Ricci flow on
Fano manifolds, which is a vast research area by itself (see e.g. [8, 54] and
references therein). I also do not mention weak solutions of the Kähler–Ricci
flow [13, 18, 66], the Kähler–Ricci flow for conical metrics [9, 15, 57], the
Kähler–Ricci flow on noncompact Kähler manifolds [7, 59], or the Chern–
Ricci flow [27, 79, 78, 80] (a generalization of the Kähler–Ricci flow to pos-
sibly non-Kähler complex manifolds). Still, my hope is that these notes will
somewhat complement [68, 87] by providing a view of some more recent
developments in this field.

Acknowledgments.These lecture notes are an expanded version of the
mini-course “The Kähler–Ricci flow”, given by the author at the 6th KAWA
Winter School on March 23–26, 2015 at the Centro De Giorgi of Scuola Nor-
male Superiore in Pisa. The author is very grateful to M. Abate, J. Marzo,
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J. Raissy, P. Thomas and A. Zeriahi for the kind invitation to give a mini-
course at KAWA, and to prepare these lecture notes. Many thanks also to
M. Alexis, G. Edwards, B. Weinkove, X. Yang, Y. Zhang and to the refer-
ees for useful comments on a preliminary version. These notes were mostly
written while the author was visiting the Yau Mathematical Sciences Cen-
ter of Tsinghua University in Beijing, which he would like to thank for the
hospitality.

2. Preliminaries

In these notes we assume that the reader is already familiar with the
basic theory of compact Kähler manifolds, and we will not review all the
necessary basic material. The reader can consult [30, 41] for comprehensive
introductions, or [68, 87] for a quick introduction which is tailored to the
Kähler–Ricci flow.

2.1. (1, 1) classes and the Kähler cone

LetXn be a compact complex manifold, of complex dimension n. A closed
real (1, 1) form ω on X is called a Kähler metric if it is positive definite, in
the sense that if we write

ω =
√
−1

n∑
i,j=1

gij dzi ∧ dzj ,

in local holomorphic coordinates {zi} on X, then for each point x ∈ X the
n× n Hermitian matrix

gij(x),
is positive definite. We will write ω > 0, and we will say that X (or (X,ω))
is a Kähler manifold.

In this case, ω defines a cohomology class [ω] inside

H1,1(X,R) = {closed real (1, 1) forms on X}√
−1∂∂C∞(X,R)

.

If α is a closed real (1, 1) form on X we will write [α] for its class in
H1,1(X,R).

Recall that when X admits a Kähler metric then the following ∂∂-Lemma
holds (see e.g. [30]):
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Lemma 2.1. — Let X be a compact Kähler manifold, and α an exact real
(1, 1) form on X. Then there exists ϕ ∈ C∞(X,R), unique up to addition of
a constant, such that

α =
√
−1∂∂ϕ.

Thanks to the ∂∂-Lemma, we can identify H1,1(X,R) with the subspace
of H2(X,R) of de Rham classes which have a representative which is a real
(1, 1) form. In particular,H1,1(X,R) is a finite-dimensional real vector space.

Then we define the Kähler cone of X to be
CX = {[α] ∈ H1,1(X,R) | there exists ω Kähler metric on X with [ω] = [α]}.

This is an open, convex cone inside H1,1(X,R). Indeed CX being a cone
means that if we are given [α] ∈ CX and λ ∈ R>0 then λ[α] ∈ CX , which is
obvious. The convexity of CX follows immediately from the fact that if ω1
and ω2 are Kähler metrics on X and 0 6 λ 6 1, then λω1 + (1 − λ)ω2 is
also a Kähler metric. To show that CX is open, we fix closed real (1, 1) forms
{α1, . . . , αk} on X such that {[α1], . . . , [αk]} is a basis of H1,1(X,R). Given
a Kähler class [α] ∈ CX we can write [α] =

∑k
i=1 λi[αi], for some λi ∈ R.

Since [α] ∈ CX , there exists a function ϕ such that
k∑
i=1

λiαi +
√
−1∂∂ϕ > 0.

Since X is compact, it follows that
k∑
i=1

λ̃iαi +
√
−1∂∂ϕ > 0,

for all λ̃i sufficiently close to λi (1 6 i 6 k), and so all (1, 1) classes in a
neighborhood of [α] contain a Kähler metric.

Furthermore we have that CX ∩ (−CX) = ∅. Indeed if ω is a Kähler
metric on X and the class −[ω] is also Kähler, then there is a Kähler metric
ω̃ = −ω +

√
−1∂∂ϕ for some function ϕ, and so

√
−1∂∂ϕ = ω + ω̃ > 0,

everywhere on X. This is impossible, since
√
−1∂∂ϕ 6 0 at a maximum

point of ϕ.

A class [α] ∈ CX is called nef. In other words, a nef class is a limit of
Kähler classes.

Lemma 2.2. — Let (X,ω) be a compact Kähler manifold. Then a class
[α] ∈ H1,1(X,R) is nef if and only if for every ε > 0 there exists ϕε ∈
C∞(X,R) such that

α+
√
−1∂∂ϕε > −εω. (2.1)
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Proof. — Condition (2.1) is equivalent to [α + εω] ∈ CX , for all ε > 0,
which certainly implies that [α] ∈ CX . Conversely, if [α] is nef then there is
a sequence {βi} of closed real (1, 1) forms such that α+ βi > 0 for all i, and
[βi]→ 0 in H1,1(X,R). As before we fix closed real (1, 1) forms {α1, . . . , αk}
on X such that {[α1], . . . , [αk]} is a basis of H1,1(X,R), and for each i write

[βi] =
k∑
j=1

λij [αj ],

with λij ∈ R. Since [βi] → 0, and {[α1], . . . , [αk]} is a basis, we conclude
that λij → 0 as i→∞, for each fixed j. If we let

β̃i =
k∑
j=1

λijαj ,

then the forms β̃i converge smoothly to zero, as i → ∞, and we can find
functions ϕi such that βi = β̃i +

√
−1∂∂ϕi. For every ε > 0 we choose i

sufficiently large so that β̃i < εω on X, and so

α+ εω +
√
−1∂∂ϕi > α+ β̃i +

√
−1∂∂ϕi = α+ βi > 0,

which proves (2.1). �

Corollary 2.3. — Let X be a compact Kähler manifold and two real
(1, 1) classes [α] ∈ CX and [β] ∈ CX . Then [α] + [β] ∈ CX .

Proof. — We may suppose that β > 0 is a Kähler metric, and so β > 2εω
for some ε small enough. Since [α] is nef, Lemma 2.2 gives us a function ϕε
such that α+

√
−1∂∂ϕε > −εω, and so

α+ β +
√
−1∂∂ϕε > εω > 0. �

A nef class [α] is called nef and big if∫
X

αn > 0.

2.2. Ricci curvature and first Chern class

Given a Kähler metric ω =
√
−1
∑n
i,j=1 gijdzi ∧ dzj on X, we define the

Christoffel symbols of the Chern connection of ω to be

Γkij = gk`∂igj`,
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which satisfy that Γkij = Γkji because ω is closed. Using these, we can de-
fine the covariant derivative ∇ with the usual formulae (see e.g. [68]). The
Riemann curvature tensor Rm of ω is the tensor with components

Rj
ik`

= −∂`Γ
j
ki,

and we will also consider the tensor where we lower one index
Rijk` = gpjR

p

ik`
,

and a direct calculation gives
Rijk` = −∂k∂`gij + gpq∂kgiq∂`gpj .

If ξ, η ∈ T 1,0X are (1, 0) tangent vectors, we define the bisectional curvature
in the direction of ξ, η to be

Rm(ξ, ξ, η, η) = Rijk`ξ
iξjηkη` ∈ R.

The Ricci curvature tensor is defined to be
Rij = Rk`ijg

k`,

and another direct calculation gives the crucial formula
Rij = −∂i∂j log det(gpq). (2.2)

The scalar curvature R is then defined to be
R = gijRij .

We define the Ricci form of ω to be

Ric(ω) =
√
−1

n∑
i,j=1

Rijdzi ∧ dzj ,

which by (2.2) is locally equal to −
√
−1∂∂ log det(gpq). Therefore Ric(ω) is

a closed real (1, 1) form. If ω̃ is another Kähler metric then

Ric(ω)− Ric(ω̃) =
√
−1∂∂ log det g̃

det g ,

where log det g̃
det g is the globally defined smooth function which equals

log det(g̃pq)
det(gpq)

in any local holomorphic coordinate chart. If we use the Kähler volume
element ωn, then we also have that

log det g̃
det g = log ω̃

n

ωn
.

Therefore the cohomology class
[Ric(ω)] ∈ H1,1(X,R),
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is independent of ω, and we set

c1(X) = 1
2π [Ric(ω)],

the first Chern class of X. Also, if we denote by
KX = Λn(T 1,0X)∗,

the canonical bundle ofX, then the first Chern class ofKX satisfies c1(KX) =
−c1(X).

If Ω is a smooth positive volume form on X, then in local holomorphic
coordinates we can write

Ω = f(
√
−1)ndz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn,

where f is a smooth positive locally defined function, and we let
Ric(Ω) = −

√
−1∂∂ log f.

It is easy to see that Ric(Ω) gives a well-defined global closed real (1, 1) form,
and that its cohomology class in H1,1(X,R) does not depend on the choice
of Ω. Taking Ω = ωn for some Kähler metric ω, we immediately see that

Ric(ωn) = Ric(ω),
and so [Ric(Ω)] = 2πc1(X) for any smooth positive volume form Ω. Some-
times we may also write Ric(Ω) = −

√
−1∂∂ log Ω.

2.3. Some more notation

If α is a real (1, 1) form on X, and ω a Kähler metric, we will write

trωα = gijαij ,

and it is easy to see that
nα ∧ ωn−1 = (trωα)ωn.

In particular, if f ∈ C∞(X,R),

trω(
√
−1∂∂f) = gij∂i∂jf = ∆f,

where ∆ is the complex Laplacian of the metric ω (if we want to emphasize
the metric, we will also write ∆ω). At a maximum point of f , we have that√
−1∂∂f 6 0, and so also ∆f 6 0.

We also have
trω(
√
−1∂f ∧ ∂f) = gij∂if∂jf = |∂f |2g,

where g denotes the Hermitian metric defined by the Kähler metric ω.
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Next, we define the Ck norms on smooth functions (k > 0), with respect
to ω, by

‖f‖Ck(X,g) =
∑

p+q6k,06p6q
sup
X
|∇p∇qf |g,

where
|∇p∇qf |2g = gi1k1 . . . g`qjq∇i1 . . .∇ip∇j1

. . .∇jqf∇k1
. . .∇kp∇`1 . . .∇`qf.

We only sum on p 6 q to avoid repetition of terms (since |∇q∇pf |g =
|∇p∇qf |g because f is real-valued). We will also abbreviate∑

p+q6k,06p6q
|∇p∇qf |g =

∑
06j6k

|∇jRf |g. (2.3)

Similarly we can define the Ck norms on tensors (if the tensor is not real,
we sum over all p, q > 0, p+ q 6 k).

We will also briefly use Hölder space Ck,α(X, g), where k ∈ N and 0 <
α < 1. This is composed of functions f : X → R such that the norm

‖f‖Ck,α(X,g) =
∑
i6k

‖∇iRf‖C0(X,g) + sup
x 6=y∈X

|∇kRf(x)−∇kRf(y)|g
d(x, y)α

is finite (we assume of course that f is sufficiently differentiable so that these
derivatives make sense), where∇R is the real covariant derivative of g, d(x, y)
is the g-distance between x, y ∈ X, and in the expression |∇kRf(x)−∇kRf(y)|g
we are using parallel transport with respect to g to compare the values of
these two tensors, which are at different points in X.

2.4. Analytic subvarieties

We now quickly cover the basics about analytic subvarieties of a compact
complex manifold, see [30, p. 12–14] for more details. A closed subset V ⊂ X
is called an analytic subvariety of X if for every point x ∈ V we can find an
open neighborhood x ∈ U ⊂ X and holomorphic functions {f1, . . . , fN} on
U such that

V ∩ U = {y ∈ U | f1(y) = · · · = fN (y) = 0}.
A point x ∈ V is called regular, or smooth, if near x the subvariety V is a
complex submanifold of X. A point which is not regular is called singular.
The set of regular points is denoted by Vreg and its complement by Vsing =
V \Vreg. The singular locus Vsing is itself an analytic subvariety of X, and it
is properly contained in V . A subvariety V is called irreducible if we cannot
write V = V1 ∪V2 where V1, V2 are analytic subvarieties which are not equal
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to V . In this case, Vreg is connected, and so it is a complex submanifold of
X of a well-defined dimension, which we call dimV .

If V is not irreducible, then we can write V = V1 ∪ · · · ∪VN where the Vj
are irreducible analytic subvarieties of X, called the irreducible components
of V . In this case, we set dimV to be the maximum of dimVj . With these
definitions, we have that dimV = 0 if and only if V is a finite set of point.

A fundamental result of Lelong (see [30, p. 32]) shows that if V is an
irreducible analytic subvariety of X of dimension k > 0, and α is a smooth
real (k, k) form on X, then the integral∫

V

α :=
∫
Vreg

α,

is finite. Furthermore, for any smooth real (k − 1, k − 1) form β on X we
have ∫

V

√
−1∂∂β = 0,

see [30, p. 33]. Therefore if [α] is a real (1, 1) class on X, we may unambigu-
ously write ∫

V

αk.

Furthermore, if [α] ∈ CX , and we fix a Kähler metric ω ∈ [α], then∫
V

αk =
∫
V

ωk = k! Vol(V, ω) > 0,

see [30, p. 31], where Vol(V, ω) denotes the real 2k-dimensional volume of
Vreg with respect to ω (which is finite). Passing to the limit, we obtain that
if [α] ∈ CX , and V ⊂ X is any irreducible positive-dimensional analytic
subvariety, then ∫

V

αdimV > 0.

For a nef (1, 1) class [α] ∈ CX we then define its null locus to be

Null(α) =
⋃∫

V
αdimV =0

V, (2.4)

where the union is over all irreducible positive-dimensional analytic subva-
rieties V ⊂ X with

∫
V
αdimV = 0. The set Null(α) is in fact an analytic

subvariety of X (in general not irreducible), as follows for example from [10,
Theorem 1.1]. We have that Null(α) = X if and only if

∫
X
αn = 0, and

otherwise Null(α) is a proper analytic subvariety of X.
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2.5. Kodaira dimension

Let X be a compact complex manifold. We consider the space of global
pluricanonical forms, namely

H0(X,K⊗`X ),

where ` > 1. If H0(X,K⊗`X ) = 0 for all ` > 1, then we say that the Kodaira
dimension of X is −∞, and we write κ(X) = −∞. If this is not the case,
then we let

κ(X) = lim sup
`→∞

log dimH0(X,K⊗`X )
log ` .

It can be proved that either κ(X) = −∞ or otherwise 0 6 κ(X) 6 n, and in
fact we have

C−1`κ(X) 6 dimH0(X,K⊗`X ) 6 C`κ(X),

for some constant C > 0 and all ` such that H0(X,K⊗`X ) 6= 0 (see [50,
Corollary 2.1.38]). Furthermore, we have that κ(X) = 0 if and only if
dimH0(X,K⊗`X ) 6 1 for all ` > 1, and it equals 1 for at least one value
of `.

Two compact complex manifolds X,Y are called bimeromorphic if we
can find proper analytic subvarieties V1 ⊂ X,V2 ⊂ Y and a biholomorphism
Φ : X\V1 → Y \V2. If two compact complex manifolds are bimeromorphic,
then they have the same Kodaira dimension.

A compact Kähler manifold is called uniruled if for every point x ∈ X
there exists a rational curve x ∈ C ⊂ X, i.e. a non-constant holomorphic
map f : CP1 → X with image C containing x. Uniruled manifolds have
κ(X) = −∞, and the converse is also conjectured to be true.

2.6. Gromov–Hausdorff convergence

Let (X, dX), (Y, dY ) be compact metric spaces. Given ε > 0 we say that
their Gromov–Hausdorff distance is less than or equal to ε if there are two
maps F : X → Y and G : Y → X (not necessarily continuous) such that

|dX(x1, x2)− dY (F (x1), F (x2))| 6 ε, (2.5)
for all x1, x2 ∈ X,

|dY (y1, y2)− dX(G(y1), G(y2))| 6 ε, (2.6)
for all y1, y2 ∈ Y ,

dX(x,G(F (x))) 6 ε, (2.7)
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for all x ∈ X, and
dY (y, F (G(y))) 6 ε, (2.8)

for all y ∈ Y . We then say that a family (Xt, dt), t ∈ [0,∞), of compact metric
spaces converge to a compact metric space (Y, dY ) in the Gromov–Hausdorff
topology if for all ε > 0 there is T > 0 such that the Gromov–Hausdorff
distance between (Xt, dt) and (Y, dY ) is at most ε for all t > T . We refer the
reader to [55] for more about this notion.

3. Maximal existence time

3.1. The maximal existence time of the Kähler–Ricci flow

Let ω(t) be a solution of the Kähler–Ricci flow (1.1) on a compact Kähler
manifoldX, with t ∈ [0, T ), 0 < T 6∞. Taking the cohomology class of (1.1)
we see that

∂

∂t
[ω(t)] = −[Ric(ω(t))] = −2πc1(X),

where the right-hand side is independent of t. It follows that
[ω(t)] = [ω0]− 2πtc1(X),

and so
[ω0]− 2πtc1(X) ∈ CX ,

for t ∈ [0, T ). The converse is the content of the following theorem proved
in [6, 73, 84, 85].

Theorem 3.1. — Let (Xn, ω0) be a compact Kähler manifold. Then the
Kähler–Ricci flow (1.1) has a unique smooth solution ω(t) defined on the
maximal time interval [0, T ), 0 < T 6∞, where T is given by

T = sup{t > 0 | [ω0]− 2πtc1(X) ∈ CX}. (3.1)

Here and in the rest of these notes, when we say that [0, T ) is maximal
we really mean forward maximal. It may be possible that the flow (1.1) has
a solution also for some negative time, but this is in general not the case,
and we will not discuss backwards solvability in these notes.

This theorem has the following useful corollary.
Corollary 3.2. — Under the same assumptions as in Theorem 3.1, we

have that T =∞ if and only if −c1(X) ∈ CX .

Note that the condition −c1(X) ∈ CX is independent of the initial metric
ω0. It is equivalent to the fact that KX is nef, and this is also sometimes
stated by saying that X is a smooth minimal model.
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Proof. — If −c1(X) ∈ CX then −2πtc1(X) ∈ CX too, for all t > 0. Since
[ω0] ∈ CX , we conclude from Corollary 2.3 that [ω0] − 2πtc1(X) ∈ CX , and
so T =∞ thanks to Theorem 3.1.

If conversely T =∞, then for all t > 0 we have
1

2πt [ω0]− c1(X) = 1
2πt [ω(t)] ∈ CX ,

and letting t→∞ we immediately obtain that −c1(X) ∈ CX . �

3.2. Reduction to a parabolic complex Monge–Ampère equation

We now start the proof of Theorem 3.1. We set T = sup{t > 0 | [ω0] −
2πtc1(X) ∈ CX}. As we discussed earlier, it is clear that no solution of (1.1)
can exist for t > T , and so it is enough to show that (1.1) has a unique
smooth solution defined on [0, T ). Fix any 0 < T ′ < T (so in particular
T ′ < ∞). By definition we have that [ω0] − 2πT ′c1(X) ∈ CX , so we can
choose a Kähler metric η in this class. We define

χ = 1
T ′

(η − ω0), (3.2)

so χ is a closed real (1, 1) form cohomologous to −2πc1(X), and

ω̂t = ω0 + tχ = 1
T ′

((T ′ − t)ω0 + tη), (3.3)

which is a Kähler metric for all t ∈ [0, T ′]. Fix Ω′ any smooth positive
volume form on X. Then Ric(Ω′) is a closed real (1, 1) form cohomologous
to 2πc1(X), and so there is a smooth function F such that χ = −Ric(Ω′) +√
−1∂∂F . We then define

Ω = eFΩ′,
which is a smooth positive volume form with

Ric(Ω) = −χ. (3.4)

Lemma 3.3. — A smooth family ω(t) of Kähler metrics on [0, T ′) solves
the Kähler–Ricci flow (1.1) if and only if there is a smooth family of smooth
functions ϕ(t), t ∈ [0, T ′) such that ω(t) = ω̂t +

√
−1∂∂ϕ(t) and we have

∂

∂t
ϕ(t) = log (ω̂t +

√
−1∂∂ϕ(t))n

Ω
ϕ(0) = 0
ω̂t +

√
−1∂∂ϕ(t) > 0.

(3.5)

Equation (3.5) is called a parabolic complex Monge–Ampère equation.
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Proof. — For the “if” direction, we set ω(t) = ω̂t+
√
−1∂∂ϕ(t) and com-

pute

∂

∂t
ω(t) = χ+

√
−1∂∂ log ω(t)n

Ω = χ+ Ric(Ω)− Ric(ω(t)) = −Ric(ω(t)),

and since clearly ω(0) = ω̂0 = ω0, we conclude that ω(t) solves (1.1).

For the “only if” direction, given a solution ω(t) of (1.1) on [0, T ′), we
define

ϕ(t) =
∫ t

0
log ω(s)n

Ω ds,

for t ∈ [0, T ′). We clearly have that

∂

∂t
ϕ(t) = log ω(t)n

Ω , ϕ(0) = 0.

We compute
∂

∂t

(
ω(t)− ω̂t −

√
−1∂∂ϕ(t)

)
= −Ric(ω(t))− χ+ Ric(ω(t))− Ric(Ω) = 0,

and so ω(t)− ω̂t −
√
−1∂∂ϕ(t) is a smooth family of real (1, 1) forms which

satisfy
∂

∂t

(
ω(t)− ω̂t −

√
−1∂∂ϕ(t)

)
= 0,

(
ω(t)− ω̂t −

√
−1∂∂ϕ(t)

)
|t=0 = 0,

and so we must have ω(t)− ω̂t−
√
−1∂∂ϕ(t) ≡ 0 on X× [0, T ′), and so (3.5)

holds. �

We can now prove the uniqueness in Theorem 3.1.

Theorem 3.4. — Suppose ω1(t) and ω2(t) are two solutions of (1.1) on
the same time interval [0, T ′). Then ω1(t) = ω2(t) for all t ∈ [0, T ′).

Proof. — Thanks to Lemma 3.3 we can write

ω1(t) = ω̂t +
√
−1∂∂ϕ1(t), ω2(t) = ω̂t +

√
−1∂∂ϕ2(t),

where ϕ1(t), ϕ2(t) both solve (3.5) for t ∈ [0, T ′). Our goal is to show that
ϕ1(t) = ϕ2(t) for all t ∈ [0, T ′).

If we write ψ(t) = ϕ2(t)− ϕ1(t) then we have

(ω1(t) +
√
−1∂∂ψ(t))n = ω2(t)n = eϕ̇2(t)Ω = eψ̇(t)ω1(t)n,

using (3.5). Here and in the following we write

ψ̇(t) = ∂

∂t
ψ(t).
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In other words, the function ψ(t) satisfies
∂

∂t
ψ(t) = log (ω1(t) +

√
−1∂∂ψ(t))n

ω1(t)n
ψ(0) = 0
ω1(t) +

√
−1∂∂ψ(t) > 0.

Then, for every ε > 0, the function ψ̃(t) = ψ(t)− εt satisfies
∂

∂t
ψ̃(t) = log (ω1(t) +

√
−1∂∂ψ̃(t))n

ω1(t)n − ε,

and we can now apply the maximum principle. Fix any 0 < T ′′ < T ′, and
let the maximum of ψ̃(t) on X × [0, T ′′] be achieved at (x, t). If t > 0 then
at (x, t) we have

0 < ω1(t) +
√
−1∂∂ψ̃(t) 6 ω1(t),

and so
(ω1(t) +

√
−1∂∂ψ̃(t))n 6 ω1(t)n,

and
0 6 ∂

∂t
ψ̃(t) = log (ω1(t) +

√
−1∂∂ψ̃(t))n

ω1(t)n − ε 6 −ε,

a contradiction. Therefore we must have t = 0, and so ψ̃(x, t) = ψ(x, 0) = 0.
Since (x, t) was a maximum point, we conclude that

ψ̃(t) 6 0
on X × [0, T ′′], or in other words

ψ(t) 6 εt
on X × [0, T ′′], and since T ′′ < T ′ was arbitrary, the same holds on [0, T ′).
Letting ε→ 0 we conclude that

ψ(t) 6 0,
on X × [0, T ′). Applying the same argument to ψ(t) + εt, and looking at its
minimum point, we conclude that ψ(t) is identically zero. �

3.3. Existence for a short positive time

We are now ready to prove a short-time existence theorem, originally
due to Hamilton [35] for the Ricci flow on general compact Riemannian
manifolds. The Kähler setting allows for a much simpler proof.

Theorem 3.5. — Let (Xn, ω0) be a compact Kähler manifold. Then
there exists ε > 0 and a unique smooth solution ω(t) of the Kähler–Ricci
flow (1.1) defined on [0, ε).
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Proof. — Let T > 0 be defined as in (3.1), fix any 0 < T ′ < T , fix a
Kähler metric η in [ω0]−2πT ′c1(X), and define χ, ω̂t and Ω as in (3.2), (3.3)
and (3.4). Since we have already proved uniqueness in Theorem 3.4, our goal
is to produce a solution ϕ(t) of (3.5) defined on [0, ε) for some ε > 0 (thanks
to Lemma 3.3). Up to rescaling the time parameter, we may assume that
T ′ > 1.

Fix an integer k > 2 and a real number 0 < α < 1, and let Ut ⊂
Ck,α(X, g0) be the open set given by all functions ψ ∈ Ck,α(X, g0) such that
ω̂t +

√
−1∂∂ψ > 0 everywhere on X. This is an open set which contains

the origin, and for every t ∈ [0, T ′] we can define an operator Et : Ut →
Ck−2,α(X, g0) by

Et(ψ) = log (ω̂t +
√
−1∂∂ψ)n

Ω .

To take care of the dependence on t we consider the parabolic Hölder space
Ck,α(X × [0, 1], g0) of functions u : X × [0, 1]→ R such that the norm

‖u‖Ck,α(X×[0,1],g0) =
∑

i+2j6k
‖∇iR∂

j
t u‖C0(X×[0,1],g0)

+
∑

i+2j=k
sup

x 6=y∈X,
t 6=s∈[0,1]

|∇iR∂
j
t u(x, t)−∇iR∂

j
t u(y, s)|g0

(d(x, y)2 + |t− s|)α2

is finite (we assume of course that u is sufficiently differentiable in X and t so
that these derivatives make sense), where ∇R is the real covariant derivative
of g0 (see (2.3)), d(x, y) is the g0-distance between x, y ∈ X, and in the
expression |∇iR∂

j
t u(x, t)−∇iR∂

j
t u(y, s)|g0 we are using parallel transport with

respect to g0 to compare the values of these two tensors, which are at different
points in X (see e.g. [47, 51] for more on these spaces).

These are Banach spaces, and we let U ⊂ Ck,α(X×[0, 1], g0) be the subset
of all functions ψ ∈ Ck,α(X × [0, 1], g0) such that ω̂t +

√
−1∂∂ψ(t) > 0 on

X × [0, 1], which is again an open set containing the origin. We then define
an operator E : U → Ck−2,α(X × [0, 1], g0) by

E(ψ)(t) = log (ω̂t +
√
−1∂∂ψ(t))n

Ω .

If we can find ε > 0 and a function ϕ ∈ U ⊂ Ck,α(X × [0, 1], g0) such that
∂

∂t
ϕ(t) = E(ϕ)(t)

ϕ(0) = 0,
(3.6)

on X × [0, ε) then standard parabolic PDE theory (differentiating (3.6) and
applying e.g. [47, Chapter 8]) implies that ϕ is smooth on X × [0, ε), and so
is our desired solution of (3.5).

– 299 –



Valentino Tosatti

To achieve this, we first note that if we have such a solution ϕ(t) (suppose
that it is smooth) then its time derivatives

∂`

∂t`
ϕ(0),

for all ` > 0 are equal to certain smooth functions F` which are expressible
purely in terms of the given data ω0, χ,Ω. For example

F0 = 0, F1 = log ω
n
0

Ω , F2 = −trω0Ric(ω0) = −R(ω0),

and so on. The case of general ` follows easily by differentiating the flow
equation (3.5), noting that all time derivatives of ω̂t and

√
−1∂∂ϕ(t) are so

expressible. We choose a function ϕ̂ ∈ Ck+1(X × [0, 1], g0) (so in particular
in Ck,α) such that

∂`

∂t`
ϕ̂(0) = F`,

for all 0 6 ` 6
⌊
k
2
⌋

+ 1, and such that ϕ̂ lies inside U . In other words, the
Taylor series of ϕ̂ in t at t = 0 matches the one of a solution ϕ (if it exists)
up to order

⌊
k
2
⌋

+ 1. Let ĥ = ∂
∂t ϕ̂ − E(ϕ̂), for t ∈ [0, 1], so that ĥ is by

construction a function in Ck−2,α(X × [0, 1], g0), whose Taylor series in t at
t = 0 vanishes up to order

⌊
k
2
⌋
. For a given ε > 0 let hε(t) be equal to 0 for

0 6 t 6 ε and equal to ĥ(t− ε) for ε 6 t 6 1. Then by construction we have
that hε ∈ Ck−2,α(X × [0, 1], g0) and

‖hε − ĥ‖Ck−2,α(X×[0,1],g0) → 0, as ε→ 0, (3.7)

because ĥ ∈ Ck−2,α(X × [0, 1], g0). We then wish to perturb ϕ̂ to another
function ϕ ∈ U ⊂ Ck,α(X × [0, 1], g0) which solves

∂

∂t
ϕ(t) = E(ϕ)(t) + hε(t)

ϕ(0) = 0,
(3.8)

on X × [0, 1], for some small ε > 0, because if we can do this then ϕ
solves (3.6) on X × [0, ε) since hε(t) = 0 for 0 6 t 6 ε. This is a standard
application of the Inverse Function Theorem in Banach spaces together with
the theory of linear parabolic PDEs. Indeed consider the operator

E : U → Ck−2,α(X × [0, 1], g0)× Ck,α(X, g0),

E(ψ) =
(
∂

∂t
ψ − E(ψ), ψ(0)

)
.

Then E defines a Fréchet differentiable map between Banach spaces, and its
Gateaux derivative at ψ ∈ U in the direction η ∈ Ck,α(X × [0, 1], g0) = TψU
is given by

DψE(η) =
(
∂

∂t
η −DψE(η), η(0)

)
, (3.9)
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where DψE(η) is given by

DψE(η) = ∂

∂s

∣∣∣∣
s=0

E(ψ + sη) = trω̂t+√−1∂∂ψ(t)(
√
−1∂∂η(t))

= ∆ω̂t+
√
−1∂∂ψ(t)η(t),

for all t ∈ [0, 1]. Given any point (h, η0) ∈ Ck−2,α(X×[0, 1], g0)×Ck,α(X, g0),
the condition thatDψE(η) = (h, η0) is equivalent to the linear parabolic PDE

∂

∂t
η(t) = ∆ω̂t+

√
−1∂∂ψ(t)η(t) + h(t)

η(0) = η0,
(3.10)

for t ∈ [0, 1]. It follows that the map

DψE : Ck,α(X × [0, 1], g0)→ Ck−2,α(X × [0, 1], g0)× Ck,α(X, g0),

is an isomorphism of Banach spaces thanks to the existence, uniqueness and
continuous dependence on the initial data for the linear parabolic PDE (3.10)
(see e.g. [47, Chapter 8]). The Inverse Function Theorem in Banach spaces
then implies that E is a local isomorphism, near any point in U . Since our
function ϕ̂ solves 

∂

∂t
ϕ̂(t) = E(ϕ̂)(t) + ĥ(t)

ϕ̂(0) = 0,
(3.11)

on X× [0, 1], and recalling (3.7), we see that there exists ε > 0 small enough
and ϕ ∈ U solving (3.6), as desired. �

3.4. A priori estimates and completion of proof of Theorem 3.1

Thanks to Theorem 3.5 we now have a solution ω(t) of (1.1) for some
short time [0, ε), ε > 0. We may take then the largest possible ε, and call it
Tmax, which satisfies 0 < Tmax 6∞, and depends only on ω0. Recall that to
prove Theorem 3.1 we have to show that in fact we have a solution on [0, T )
where T is given by (3.1), and that earlier we have fixed 0 < T ′ < T . If we
have that Tmax > T ′ then we are done, since T ′ < T is arbitrary, so the goal
is to show that if Tmax < T ′ (in particular, Tmax < ∞) then we obtain a
contradiction.

The key to deriving the contradiction are the following a priori estimates.

Theorem 3.6. — For every k > 0 there is a constant Ck, which depends
only on k, ω0, such that

‖ϕ(t)‖Ck(X,g0) 6 Ck, (3.12)
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ω(t) > C−1
0 ω0, (3.13)

for all t ∈ [0, Tmax).

Indeed, assuming Theorem 3.6 we can now complete the proof of Theo-
rem 3.1.

Proof of Theorem 3.1. — Observe that the flow equation (3.5) together
with (3.12), (3.13) implies that

∥∥∥∥ ∂`∂t`ϕ(t)
∥∥∥∥
Ck(X,g0)

6 Ck,`, (3.14)

for all k, ` > 0 and for some uniform constants Ck,`.

The Ascoli–Arzelà Theorem implies that for every k > 0 the embedding
Ck+1(X, g0) ↪→ Ck(X, g0) is compact. Therefore the bounds (3.12), together
with a diagonal argument, show that given any sequence tj → Tmax there
exists a subsequence tjk and a smooth function ϕTmax such that ϕ(tjk) con-
verges to ϕTmax in C`(X, g0) for all ` > 0 (at this point the function ϕTmax

may depend on the chosen sequence). Now (3.14) in particular implies that
supX |ϕ̇(t)| 6 C for all t ∈ [0, Tmax), for some constant C which depends
only on the initial data, and so

∂

∂t
(ϕ(t)− Ct) 6 0, (3.15)

on X × [0, Tmax). The functions ϕ(t) − Ct are therefore nonincreasing in t
and uniformly bounded below (by (3.12) and the fact that Tmax <∞), and
so they have a unique pointwise limit as t→ Tmax, which is necessarily equal
to ϕTmax since this is the C` (in particular uniform) limit of the sequence
ϕ(tjk). Therefore the limit ϕTmax is unique, and an elementary argument
implies that ϕ(t)→ ϕTmax as t→ Tmax in C`(X, g0) for all ` > 0. Indeed, if
this was not the case then we could find a sequence tj → Tmax and an ` > 0
such that the functions ϕ(tj) do not converge to ϕTmax in C`(X, g0), but we
have shown that we can then extract a subsequence tjk so that ϕ(tjk) does
converge to ϕTmax in C`(X, g0), a contradiction.

Therefore the metrics ω(t) = ω̂t +
√
−1∂∂ϕ(t) converge smoothly to the

(1, 1) form ω(Tmax) = ω̂Tmax +
√
−1∂∂ϕTmax , which is positive definite (i.e.

a Kähler metric) thanks to (3.13).
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We can then use Theorem 3.5 to solve the parabolic complex Monge–
Ampère equation 

∂

∂t
ϕ(t) = log (ω̂t +

√
−1∂∂ϕ(t))n

Ω
ϕ(Tmax) = ϕTmax

ω̂t +
√
−1∂∂ϕ(t) > 0,

(3.16)

for t ∈ [Tmax, Tmax + ε), and for some ε > 0 (note that in that proof we
had the initial value of ϕ equal to zero, while now it is ϕTmax , but the proof
there works for this case as well). Therefore ω(t) := ω̂t +

√
−1∂∂ϕ(t) for

t ∈ [Tmax, Tmax + ε) defines a solution of (1.1) on this time interval, with
initial metric equal to ω(Tmax)

Lastly, we remark that (3.14) together with a similar argument as before
(using Ascoli–Arzelà, a diagonal argument, and the analog of (3.15) to show
uniqueness of the limit) shows that for every ` > 0 we have that as t→ Tmax

the function ∂`

∂t`
ϕ(t) converges smoothly to the same function that one gets

from differentiating (3.16) and setting t = Tmax. This means that if we define
ϕ(t) for all t ∈ [0, Tmax + ε) by piecing together the flow (3.5) on [0, Tmax)
together with the flow (3.16) for t ∈ [Tmax, Tmax + ε), then the resulting
function ϕ(t) is smooth in all variables, and gives a solution of the Kähler–
Ricci flow (3.5) on [0, Tmax + ε). This is a contradiction to the maximality
of Tmax. �

We now start the proof of the a priori estimates in Theorem 3.6. First,
we prove (3.12) for k = 0.

Here and in the following, we denote by C a generic positive constant
which is allowed to depend only on the initial metric ω0, and may change
from line to line. All such constants C can in principle be made completely
explicit.

Lemma 3.7. — There is a constant C > 0, which depends only on ω0,
such that

sup
X
|ϕ(t)| 6 C, (3.17)

for all t ∈ [0, Tmax).

Proof. — Let ϕ̃(t) = ϕ(t)−At, for some constant A > 0 to be determined.
We have

∂

∂t
ϕ̃(t) = log (ω̂t +

√
−1∂∂ϕ̃(t))n

Ω −A,

– 303 –



Valentino Tosatti

for t ∈ [0, Tmax). Fix any 0 < τ < Tmax and let the maximum of ϕ̃(t) on
X × [0, τ ] be achieved at (x, t). If t > 0 then at (x, t) we have

0 6 ∂

∂t
ϕ̃(t) = log (ω̂t +

√
−1∂∂ϕ̃(t))n

Ω −A 6 log ω̂
n
t

Ω −A,

using that
0 < ω̂t +

√
−1∂∂ϕ̃(t) 6 ω̂t,

at (x, t). But recall that ω̂t are Kähler metrics for all t ∈ [0, Tmax], which
vary smoothly in t, and so

A = 1 + sup
X×[0,Tmax]

log ω̂
n
t

Ω ,

is a finite, uniform constant, and with this choice of A we obtain a contra-
diction. Therefore we must have that the maximum of ϕ̃(t) is achieved at
t = 0, where this function is zero. This shows that

sup
X
ϕ(t) 6 At 6 ATmax,

for all t ∈ [0, Tmax), which gives half of the estimate (3.17).

For the other half, one looks at the function ϕ(t) +Bt, where

B = 1− inf
X×[0,Tmax]

log ω̂
n
t

Ω ,

and argues similarly. �

Having given all the details on how to apply the maximum principle in
this case, from now on we will be more brief on this point (in particular,
when applying the maximum principle we will always restrict to a compact
time subinterval without mention).

Lemma 3.8. — There is a constant C > 0, which depends only on ω0,
such that

sup
X
|ϕ̇(t)| 6 C, (3.18)

for all t ∈ [0, Tmax).

Proof. — We compute(
∂

∂t
−∆

)
ϕ(t) = ϕ̇(t)− trω(t)(ω(t)− ω̂t) = ϕ̇(t)− n+ trω(t)ω̂t,(

∂

∂t
−∆

)
ϕ̇(t) = nω(t)n−1 ∧ (χ+

√
−1∂∂ϕ̇(t))

ω(t)n −∆ϕ̇(t) = trω(t)χ,
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where here and from now on we will always write ∆ = ∆ω(t). Combining
these, we obtain the useful equations(

∂

∂t
−∆

)
(tϕ̇(t)− ϕ(t)− nt) = trω(t)(tχ− ω̂t) = −trω(t)ω0 < 0, (3.19)(

∂

∂t
−∆

)
((T ′− t)ϕ̇(t)+ϕ(t)+nt) = trω(t)((T ′− t)χ+ ω̂t) = trω(t)ω̂T ′ > 0.

(3.20)

We won’t need (3.19) right now, but we record it here for later use. The
maximum principle applied to (3.20) gives that the minimum of (T ′−t)ϕ̇(t)+
ϕ(t) + nt is achieved at t = 0, and so

(T ′ − t)ϕ̇(t) + ϕ(t) + nt > T ′ϕ̇(0) > T ′ inf
X

log ω
n
0

Ω > −C,

and since T ′ − t > T ′ − Tmax > 0, this implies that

inf
X
ϕ̇(t) > −C,

for all t ∈ [0, Tmax), using Lemma 3.7. For the upper bound on ϕ̇(t), we
observe that

∂

∂t
ϕ̇(t) =

nω(t)n−1 ∧ ( ∂∂tω(t))
ω(t)n = trω(t)(−Ric(ω(t))) = −R(t),

and since locally

R(t) = gijRij = −gij∂i∂j log det(gk`),

we obtain
∂

∂t
R(t) = giqgpjRpqRij − g

ij∂i∂j

(
gpq

∂

∂t
gpq

)
= |Ric(ω(t))|2ω(t) + ∆R(t),

and so
(
∂
∂t −∆

)
R(t) > 0, and the minimum principle implies that

inf
X
R(t) > inf

X
R(0) > −C, (3.21)

for all t ∈ [0, Tmax). Since Tmax < ∞, we can integrate this bound in t and
obtain supX ϕ̇(t) 6 C for all t ∈ [0, Tmax). �

Theorem 3.9. — There is a constant C > 0, which depends only on ω0,
such that

sup
X

trω0ω(t) 6 C, (3.22)

for all t ∈ [0, Tmax).

Proof. — Calculate
∂

∂t
trω0ω(t) = −trω0Ric(ω(t)),
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and at a point with local holomorphic normal coordinates for ω0 where ω(t)
is diagonal, we have

∆trω0ω(t) = gk`∂k∂`(g
ij
0 gij) = giq0 g

pj
0 R0

k`pq
gk`gij + gij0 g

k`∂k∂`gij

=
n∑

i,k=1
R0
kkii

gkkgii − g
ij
0 Rij + gij0 g

k`gpq∂kgiq∂`gpj

=
n∑

i,k=1
R0
kkii

gkkgii − trω0Ric(ω(t)) + gij0 g
k`gpq

0
∇kgiq

0
∇`gpj ,

where
0
∇ is the covariant derivative of ω0. Note that at our point we have

that
R0
kkii

= Rm0(∂k, ∂k, ∂i, ∂i) > −C0,

where −C0 is a lower bound for the bisectional curvature of ω0 among all
ω0-unit vectors (note the vectors ∂i, ∂k are ω0-orthonormal at our point).
Therefore

n∑
i,k=1

R0
kkii

gkkgii > −C0

n∑
i,k=1

gkkgii = −C0

(
n∑
k=1

gkk

)(
n∑
i=1

gii

)
= −C0(trω0ω(t))(trω(t)ω0),

and so(
∂

∂t
−∆

)
trω0ω(t) 6 C0(trω0ω(t))(trω(t)ω0)− gij0 gk`gpq

0
∇kgiq

0
∇`gpj .

(3.23)
It follows that(

∂

∂t
−∆

)
log trω0ω(t)

6 C0trω(t)ω0 −
1

trω0ω(t)

(
gij0 g

k`gpq
0
∇kgiq

0
∇`gpj −

|∂trω0ω(t)|2ω(t)

trω0ω(t)

)
.

Surprisingly, the term inside the big bracket is nonnegative,(
gij0 g

k`gpq
0
∇kgiq

0
∇`gpj −

|∂trω0ω(t)|2ω(t)

trω0ω(t)

)
> 0,

because it is readily verified that it equals the norm squared

gij0 g
k`gpqBkiqB`jp > 0,

of the tensor B with components

Bkiq =
0
∇kgiq −

∂ktrω0ω(t)
trω0ω(t) giq.
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Indeed,

gij0 g
k`gpqBkiqB`jp = gij0 g

k`gpq
0
∇kgiq

0
∇`gpj + gij0 g

pq
|∂trω0ω(t)|2ω(t)

(trω0ω(t))2 giqgpj

− 2Re
(
gij0 g

k`gpq
∂ktrω0ω(t)
trω0ω(t) giq

0
∇`gpj

)
= gij0 g

k`gpq
0
∇kgiq

0
∇`gpj +

|∂trω0ω(t)|2ω(t)

trω0ω(t)

− 2Re
(
gij0 g

k` ∂ktrω0ω(t)
trω0ω(t)

0
∇`gij

)
= gij0 g

k`gpq
0
∇kgiq

0
∇`gpj −

|∂trω0ω(t)|2ω(t)

trω0ω(t) ,

as claimed, using that gij0
0
∇`gij = ∂`trω0ω(t). This gives(

∂

∂t
−∆

)
log trω0ω(t) 6 C0trω(t)ω0, (3.24)

and combining this with (3.19) we obtain(
∂

∂t
−∆

)(
log trω0ω(t) + C0(tϕ̇(t)− ϕ(t)− nt)

)
6 0,

and so the maximum principle implies that this quantity achieves its maxi-
mum at t = 0, and so

log trω0ω(t) 6 C − C0(tϕ̇(t)− ϕ(t)− nt) 6 C,

on X × [0, Tmax), using Lemmas 3.7, 3.8 and the fact that t 6 Tmax < ∞.
Exponentiating we obtain (3.22). �

Corollary 3.10. — There is a constant C > 0, which depends only on
ω0, such that

C−1ω0 6 ω(t) 6 Cω0, (3.25)
for all t ∈ [0, Tmax).

Proof. — The bound ω(t) 6 Cω0 follows immediately from (3.22). For
the lower bound, note that the flow equation (3.5) together with Lemma 3.8
give

C−1ωn0 6 ω(t)n 6 Cωn0 , (3.26)
and if at a point we choose coordinates where ω0 is the identity and ω(t) is
diagonal with eigenvalues λj > 0, 1 6 j 6 n, then (3.22) shows that

λj 6 C,

– 307 –



Valentino Tosatti

for all j, while (3.26) implies
n∏
j=1

λj > C
−1,

and so for any j we have

λj =
∏n
i=1 λi∏
k 6=j λk

> C−1,

which exactly says that ω(t) > C−1ω0. �

Of course (3.25) implies (3.13).

While all the arguments so far used the maximum principle, the higher
order estimates are in fact purely local. For a proof we refer to [58].

Theorem 3.11. — Let U ⊂ X be a nonempty open set, and ω(t) solve
the Kähler–Ricci flow (1.1) on U× [0, T ), for 0 < T 6∞, with initial Kähler
metric ω0. Assume that there exists a constant C0 > 0 such that

C−1
0 ω 6 ω(t) 6 C0ω, (3.27)

on U × [0, T ), for some Kähler metric ω on X. Then given any K ⊂ U
compact, and any k > 1 there is a constant C which depends only on
K,U, k, ω0, ω and C0 such that

‖ω(t)‖Ck(K,ω) 6 C, (3.28)

for all t ∈ [0, T ). Furthermore, for any given 0 < ε < T , the estimates (3.28)
hold for t ∈ [ε, T ) with a constant C that depends also on ε but does not
depend on ω0.

We can now complete the proof of Theorem 3.6.

Proof of Theorem 3.6. — We have already established (3.13) and (3.12)
for k = 0, so it remains to show (3.12) for k > 1. First note that by a simple
covering argument, (3.25) together with Theorem 3.11 implies that

‖ω(t)‖Ck(X,ω0) 6 Ck, (3.29)

for all t ∈ [0, Tmax), and all k > 1, where Ck is a uniform constant. But we
have √

−1∂∂ϕ(t) = ω(t)− ω̂t,
and ω̂t is a smoothly varying family of Kähler metrics for all t ∈ [0, Tmax],
and so

∆ω0ϕ(t) = trω0ω(t)− trω0 ω̂t,
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where the function on the right-hand-side is uniformly bounded in Ck(X,ω0)
for all k > 0 thanks to (3.25) and (3.29). But for any fixed 0 < α < 1 we
have the elliptic estimates (see e.g. [47])

‖ϕ(t)‖Ck(X,g0) 6 ‖ϕ(t)‖Ck,α(X,g0)

6 Ck(‖∆ω0ϕ(t)‖Ck−2,α(X,g0) + ‖ϕ(t)‖C0(X))
6 Ck(‖∆ω0ϕ(t)‖Ck−1(X,g0) + ‖ϕ(t)‖C0(X)),

for all k > 2, and so (using Lemma 3.7) we obtain (3.12). �

3.5. Examples of calculations of T

First, we look at the case when n = 1, soX is a compact Riemann surface.
It is well-known that X is diffeomorphic to a surface Σg of genus g, for some
g > 0. Since H2(X,R) = R, it follows that H1,1(X,R) = R as well.

Example 3.12. — If g = 0, so X is diffeomorphic to S2, then the uni-
formization theorem implies that X is in fact biholomorphic to CP1, so CX
is generated by [ωFS] where ωFS is the Fubini–Study metric, which in the
standard coordinate system (writing CP1 = C ∪ {∞}) is locally given by
ωFS =

√
−1∂∂ log(1 + |z|2). Recall that ωFS satisfies∫

X

ωFS = 2π,

and
Ric(ωFS) = 2ωFS.

Therefore 2πc1(X) = 2[ωFS] ∈ CX . If ω0 is any Kähler metric on X, then
[ω0] = λ[ωFS] for some λ > 0, and the evolved class is

[ω(t)] = [ω0]− 2πtc1(X) = (λ− 2t)[ωFS],
which is Kähler if and only if λ − 2t > 0. Therefore by Theorem 3.1 the
maximal existence time of the Kähler–Ricci flow (1.1) is T = λ

2 . The limiting
class is

[α] = [ω0]− 2πTc1(X) = 0,
so in particular Vol(X,ω(t))→ 0 as t→ T .

Example 3.13. — If g = 1, so X is diffeomorphic to the torus T 2, then
the uniformization theorem implies that X is biholomorphic to C/Λ for some
lattice Λ ⊂ C. In general different lattices give rise to non-biholomorphic
complex tori. In any case, any given Euclidean metric ωflat on C is invariant
under translations by Λ and so it descends to a Kähler metric ωflat on X
with

Ric(ωflat) = 0.
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Therefore c1(X) = 0, and the flow starting at any initial metric ω0 does not
change the Kähler class [ω(t)] = [ω0], and so by Theorem 3.1 we get that
T =∞. Clearly, the volume of (X,ω(t)) is constant.

Example 3.14. — If g > 2, then the uniformization theorem implies that
X is biholomorphic to B/Γ were B = {z ∈ C | |z| < 1} is the unit disc and Γ
is some discrete group which acts on B by isometries of the Poincaré metric

ωhyp = −
√
−1∂∂ log(1− |z|2),

on B. Therefore ωhyp descends to a Kähler metric on X, which satisfies

Ric(ωhyp) = −2ωhyp,

by direct calculation. Therefore, if ω0 is any Kähler metric on X, then [ω0] =
λ[ωhyp] for some λ > 0, and the evolved class is

[ω(t)] = [ω0]− 2πtc1(X) = (λ+ 2t)[ωhyp],

which is Kähler for all t > 0. Therefore by Theorem 3.1 the maximal
existence time of the Kähler–Ricci flow (1.1) is T = ∞. The volume of
Vol(X,ω(t)) grows like t as t→∞, and the cohomology class of the rescaled
metrics ω(t)

t converges to −2πc1(X).

Example 3.15. — Let X = CP1×CP1, with projections π1, π2 to the two
factors. Then H1,1(X,R) = R2, generated by a = π∗1 [ωFS] and b = π∗2 [ωFS],
and it is easy to see that a class [α] = λ1a + λ2b is Kähler if and only if
λ1 > 0 and λ2 > 0. Also, the product metric ωprod = π∗1ωFS+π∗2ωFS satisfies

Ric(ωprod) = 2ωprod,

and so 2πc1(X) = 2(a+ b). Therefore the evolved class is

[ω(t)] = [ω0]− 2πtc1(X) = (λ1 − 2t)a+ (λ2 − 2t)b,

and so by Theorem 3.1 the maximal existence time is

T = min
(
λ1

2 ,
λ2

2

)
.

The limiting class as t→ T is either zero, or a multiple of a or b, and so we
always have that Vol(X,ω(t))→ 0 as t→ T .

Example 3.16. — Let π : X → CP2 be the blowup of CP2 at a point p,
with exceptional divisor E = π−1(p) ∼= CP1. Then we have thatH1,1(X,R) =
R2, generated by a = π∗[ωFS]

2π and b, the Poincaré dual of E, and also

c1(X) = 3a− b.

Consider a (1, 1) class [α] = λ1a + λ2b. The Nakai–Moishezon criterion of
Bunchdahl [4, Corollary 15] and Lamari [49] (which was extended to all
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dimensions by Demailly–Păun [12]) in this case says that [α] ∈ CX if and
only if ∫

X

α2 > 0,
∫
E

α > 0,
∫
H

α > 0, (3.30)

where H = π−1(L) and L ∼= CP1 is a projective line in CP2 which does
not pass through p. The Poincaré dual of L inside CP2 is [ωFS]

2π , and so the
Poincaré dual of H inside X is a, and so (3.30) is equivalent to∫

X

α2 > 0,
∫
X

α ∧ a > 0,
∫
X

α ∧ b > 0. (3.31)

We also have that ∫
X

a2 = 1
4π2

∫
CP2

ω2
FS = 1, (3.32)∫

X

b2 =
∫
E

b = −1, (3.33)∫
X

a ∧ b =
∫
E

a = 0, (3.34)

where (3.33) is well-known and (3.34) holds because we can represent a by a
smooth form supported in an arbitrarily small neighborhood of H, and since
H is disjoint from E we may choose a representative of a which vanishes
everywhere on E. Using these, we immediately see that (3.31) is equivalent
to

λ2
1 − λ2

2 > 0, λ1 > 0, −λ2 > 0, (3.35)
or equivalently

0 < −λ2 < λ1. (3.36)
So if [ω0] = λ1a + λ2b is any Kähler class on X (so (3.36) holds), then the
evolved class is given by

[ω(t)] = [ω0]− 2πtc1(X) = (λ1 − 6πt)a− (−λ2 − 2πt)b.

This class remains Kähler as long as −λ2−2πt > 0 and λ1−6πt > −λ2−2πt,
and so by Theorem 3.1 the maximal existence time is

T = min
(
λ1 + λ2

4π ,
−λ2

2π

)
.

We have that

Vol(X,ω(t)) = (λ1 − 6πt)2 − (−λ2 − 2πt)2.

If λ1 6 −3λ2, then T = λ1+λ2
4π and so Vol(X,ω(t))→ 0 as t→ T . If instead

λ1 > −3λ2, then T = −λ2
2π and so

Vol(X,ω(t))→ (λ1 + 3λ2)2 > 0
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as t → T . This is the first example that we encounter of a finite time non-
collapsed singularity. We will study these in more detail in the next section.

4. Finite time singularities

4.1. Finite time singularities of the Kähler–Ricci flow

In this section we assume that the Kähler–Ricci flow (1.1) has a finite
time singularity at time T <∞. The limiting class of the flow is

[α] = lim
t→T

[ω(t)] = [ω0]− 2πTc1(X),

and it is a nef class, since it is a limit of Kähler classes. Not all nef classes
arise in this way, and we have the following elementary observation:

Proposition 4.1. — Let X be a compact Kähler manifold and [α] ∈
∂CX a nef (1, 1) class, which is not Kähler. Then there exists a Kähler metric
ω0 such that the Kähler–Ricci flow (1.1) has a finite time singularity with
limiting class [α] if and only if [α] + λc1(X) ∈ CX for some λ > 0. In this
case the maximal existence time is T = λ

2π .

Proof. — If there exists a metric ω0 such that the Kähler–Ricci flow (1.1)
has a finite time singularity at time T with limiting class [α], then we know
that

[α] = [ω0]− 2πTc1(X),

and so [α] + 2πTc1(X) ∈ CX .

Conversely, if [α] + λc1(X) ∈ CX for some λ > 0, we choose a Kähler
metric ω0 in this class, and evolve it by the Kähler–Ricci flow (1.1). The
class of the evolved metric is

[ω(t)] = [ω0]− 2πtc1(X) = [α] + (λ− 2πt)c1(X) =
(

1− 2πt
λ

)
[ω0] + 2πt

λ
[α].

For 0 6 t < λ
2π this is a sum of a Kähler class and a nef class, and so it is

Kähler, while for t = λ
2π this equals [α] which is nef but not Kähler. It follow

from Theorem 3.1 that the maximal existence time is T = λ
2π <∞ and the

limiting class is [α]. �
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4.2. Noncollapsed finite time singularities

We will say that a finite time singularity at time T <∞ is noncollapsed
if Vol(X,ω(t)) > C−1 for all t ∈ [0, T ). As we saw, this is equivalent to the
cohomological property∫

X

(ω0 − 2πT Ric(ω0))n =
∫
X

αn > 0.

In other words, it is equivalent to requiring that the limiting class [α] be nef
and big. Recall that in this case the null locus Null(α), defined in (2.4), is a
proper analytic subvariety of X.

Example 4.2. — Going back to Example 3.16, if we choose the initial
class to be [ω0] = 4a− b, then we have T = 1

2π and the limiting class is

[α] = a = π∗[ωFS]
2π .

As shown in (3.34), we have that∫
E

a = 0,

so certainly E ⊂ Null(a). Since
∫
X
a2 > 0 (see (3.32)), we have that Null(a)

is not equal to X. If C ⊂ X is an irreducible curve which is not equal to
E, then C cannot be contained in E and so its image π(C) is an irreducible
curve in CP2. We then have∫

C

a = 1
2π

∫
π(C)

ωFS > 0,

since
∫
π(C) ωFS equals the volume of π(C) with respect to the Fubini–Study

metric. Therefore we have shown that Null(a) = E.

The following is the main result of this section:

Theorem 4.3 (Collins–Tosatti [10]). — Let (X,ω0) be a compact Kähler
manifold such that the Kähler–Ricci flow (1.1) starting at ω0 has a noncol-
lapsed finite time singularity at T < ∞. Let α = ω0 − 2πT Ric(ω0). Then
there is a Kähler metric ωT on X\Null(α) such that

ω(t)→ ωT ,

in C∞loc(X\Null(α)) as t→ T .

When X is projective and [ω0] ∈ H2(X,Q) this was known earlier: indeed
in this case the limiting class [α] is the first Chern class of a Q-divisor D,
and it follows from a trick of Tsuji [84] (cf. [73]) that we have uniform C∞loc
estimates on compact sets away from the intersection of the supports of all

– 313 –



Valentino Tosatti

effective Q-divisors E such that D−E is ample (such divisors exist thanks to
“Kodaira’s Lemma” [50, Proposition 2.2.6]). But this intersection equals the
“augmented base locus” of D, as shown in [16, Remark 1.3], and this in turn
equals Null(c1(D)) thanks to Nakamaye’s Theorem [52]. Our work in [10]
extends Nakamaye’s Theorem to real (1, 1) classes on Kähler manifolds, and
this is the key new ingredient.

Following [17] we define the singularity formation set of the flow Σ (which
depends on the initial metric ω0) by
Σ = X\{x ∈ X | ∃ U 3 x open, ∃ C > 0, s.t. |Rm(t)|ω(t) 6 C on U×[0, T )},
where Rm(t) denotes the curvature tensor of ω(t).

We have the following conjecture:

Conjecture 4.4 (Feldman–Ilmanen–Knopf [19], Campana [91]). — For
every finite time singularity of the Kähler–Ricci flow the singularity forma-
tion set Σ is an analytic subvariety.

This conjecture was solved in [10]:

Theorem 4.5 (Collins–Tosatti [10]). — Conjecture 4.4 is true, and we
have

Σ = Null(α),
where [α] = [ω0] − 2πTc1(X) is the limiting class. In other words, Σ is the
union of all irreducible analytic subvarieties whose volume goes to zero as
t→ T .

As we will see, this is a simple application of Theorem 4.3.

First, we rewrite the Kähler–Ricci flow as a parabolic complex Monge–
Ampère equation. This is similar to the setup we had in Section 3, but there
are some key differences. We define α = ω0 − 2πT Ric(ω0), which is a closed
real (1, 1) form with no positivity properties in general, and let

ω̂t = 1
T

((T − t)ω0 + tα), 0 6 t 6 T,

which are forms cohomologous to ω(t), again with no positivity in general.
We also let χ = 1

T (α−ω0) so that we can write ω̂t = ω0 + tχ, and we choose
a smooth positive volume form Ω with Ric(Ω) = −χ. Then, as in Section 3,
the Kähler–Ricci flow (1.1) is equivalent to

∂

∂t
ϕ(t) = log (ω̂t +

√
−1∂∂ϕ(t))n

Ω
ϕ(0) = 0
ω̂t +

√
−1∂∂ϕ(t) > 0.

(4.1)
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Lemma 4.6. — There is a constant C > 0 such that

ϕ(t) 6 C, (4.2)

ϕ̇(t) 6 C, (4.3)
on X × [0, T ).

Proof. — Recall from (3.21) that we have R(t) > −C on X× [0, T ). Since
∂

∂t
ϕ̇(t) = −R(t),

this gives ∂
∂t ϕ̇(t) 6 C. Integrating in t we obtain (4.3), and integrating again

we get (4.2). �

Next, we give two equivalent definitions of Σ, following Z. Zhang [90].

Proposition 4.7. — We have that
Σ = X\{x ∈ X | ∃ U 3 x open, ∃ C > 0, s.t. R(t) 6 C on U × [0, T )}

= X\{x ∈ X | ∃ U 3 x open, ∃ ωU Kähler metric on U,
s.t. ω(t)→ ωU in C∞(U) as t→ T},

where R(t) is the scalar curvature of ω(t).

Proof. — It is clear that if the metric ω(t) converge smoothly to a limit
Kähler metric on some open set U then we have |Rm(t)|ω(t) 6 C on U . It
is also clear that a uniform bound on the curvature tensor implies an upper
bound on the scalar curvature. Therefore we are left to show that if R(t) 6 C
on U× [0, T ), where U is an open set which contains a given point x, then on
a possibly smaller open neighborhood U ′ of x we have smooth convergence
of the metrics to a limit Kähler metric on U ′.

To see this, first recall from (3.21) that the bound R > −C always holds
on X × [0, T ). Therefore on U × [0, T ) we have |R| 6 C, and differentiat-
ing (1.1) we have

∂

∂t
ϕ̇ = −R.

We conclude that on U × [0, T ) we have |ϕ̈| 6 C, and integrating in time
this gives |ϕ| + |ϕ̇| 6 C on this set. The quantity tϕ̇ − ϕ − nt is therefore
uniformly bounded on U × [0, T ) and satisfies (thanks to (3.19))(

∂

∂t
−∆

)
(tϕ̇− ϕ− nt) = trω(tχ− ω̂t) = −trωω0.

Recall that from (3.24) we also have(
∂

∂t
−∆

)
log trω0ω 6 Ctrωω0,
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and so (
∂

∂t
−∆

)
(log trω0ω + C(tϕ̇− ϕ− nt)) 6 0,

This implies that this quantity achieves its maximum at t = 0, and so

trω0ω 6 Ce
−Ctϕ̇+Cϕ+Cnt 6 Ce−Cϕ̇,

holds on X × [0, T ). In particular, on U × [0, T ) we obtain

trω0ω 6 C.

From the flow equation ω(t)n = eϕ̇Ω we also have ω(t)n > C−1ωn0 on U ×
[0, T ), and so we conclude that

C−1ω0 6 ω(t) 6 Cω0,

on U × [0, T ). The local estimates of [58] then give uniform C∞ bounds for
ω(t) on U ′ × [0, T ), for a smaller neighborhood U ′ of x, and from these we
easily obtain smooth convergence to a limit Kähler metric on U ′. �

As a corollary, we see that the scalar curvature blows up at a finite time
singularity [90]:

Corollary 4.8. — For every finite time singularity of the Kähler–Ricci
flow the singularity formation set Σ is nonempty, and furthermore we have
that lim supt→T supX R(t) = +∞.

Proof. — Thanks to Proposition 4.7, if we had Σ = ∅ then the
metrics ω(t) would converge in C∞(X) to a limiting Kähler metric in the
class [α], contradicting the fact that [α] is not in the Kähler cone. The
blow up of the supremum of the scalar curvature also follows directly from
Proposition 4.7. �

Assuming Theorem 4.3 we can now prove Theorem 4.5.

Proof of Theorem 4.5. — If x 6∈ Null(α), then by Theorem 4.3 the met-
rics ω(t) converge smoothly in a neighborhood of x to a limiting Kähler
metric. In particular the curvature of ω(t) remains uniformly bounded near
x, and therefore x 6∈ Σ.

On the other hand, given x ∈ Null(α), suppose that there exist an open
set U containing x, and a Kähler metric ωT on U such that ω(t) converges to
ωT in C∞(U) as t → T . Then, by definition of Null(α), there is a positive-
dimensional irreducible analytic subvariety V ⊂ X which contains x and
with ∫

V

αk = 0,
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where k = dimV , and as usual α = ω0− 2πT Ric(ω0). Then we have that as
t→ T the integral ∫

V

ω(t)k

converges to zero, since [ω(t)]→ [α]. But we also have∫
V

ω(t)k >
∫
V ∩U

ω(t)k
t→T
−−−−−→

∫
V ∩U

ωkT > 0,

which is a contradiction. Therefore, using Proposition 4.7, we see that
x ∈ Σ. �

We now turn to the proof of Theorem 4.3. The key ingredient is the
following theorem, which provides a suitable barrier function, and which is
a general statement independent of the Kähler–Ricci flow.

Theorem 4.9 (Collins–Tosatti [10]). — Let (X,ω0) be a compact Kähler
manifold and α a closed real (1, 1) form whose class [α] is nef, and with∫
X
αn > 0. Then there exists an upper semicontinuous L1 function ψ : X →

R ∪ {−∞}, which equals −∞ on Null(α), which is finite and smooth on
X\Null(α), and such that

α+
√
−1∂∂ψ > εω0,

on X\Null(α), for some ε > 0.

Note that we have that ψ is globally bounded above on X, and so up to
subtracting a constant from it we may assume that ψ 6 0 on X. The proof of
Theorem 4.9 is quite technical and involves very different techniques from the
ones in these notes. Therefore we will skip its proof, referring the interested
reader to the original article [10] or to the survey [77]. For the reader who is
familiar with these concepts (see e.g. [10]), Theorem 4.9 easily implies that
the null locus of a nef and big (1, 1) class on a compact Kähler manifold
equals its non-Kähler locus, which is also the complement of its ample locus.

On X\Null(α) we have

ω̂t +
√
−1∂∂ψ = 1

T
((T − t)(ω0 +

√
−1∂∂ψ) + t(α+

√
−1∂∂ψ))

>
T − t
T

(ω0 − α) + t

T
εω0

>
ε

2ω0,

(4.4)

if t ∈ [T − δ, T + δ], for some δ > 0.

Lemma 4.10. — There is a constant C > 0 such that
ϕ̇ > Cψ − C,
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on X × [0, T ). Equivalently, we have

ωn > C−1eCψωn0 .

Proof. — Let
Q = (T + δ − t)ϕ̇+ ϕ− ψ + nt,

which is smooth on (X\Null(α)) × [0, T ), equal to +∞ on Null(α), and is
bounded below on X for each fixed t ∈ [0, T ). Therefore Q > −C holds on
X × [0, T − δ], for some uniform constant C.

Our goal is to show that in fact Q > −C on X × [0, T ). Given T ′ ∈
(T − δ, T ) suppose that the minimum of Q on X× [T − δ, T ′] is achieved at a
point (x, t), with t ∈ (T − δ, T ′]. We must have x 6∈ Null(α), and so at (x, t)
we have

0 >
(
∂

∂t
−∆

)
Q = trω((T + δ − t)χ+ ω̂t +

√
−1∂∂ψ)

= trω(ω̂T+δ +
√
−1∂∂ψ)

>
ε

2trωω0 > 0,

using (4.4). This contradiction shows that the minimum ofQ onX×[T−δ, T ′]
is achieved at time T−δ, where we haveQ > −C. Since T ′ < T was arbitrary,
we conclude that Q > −C on X × [0, T ). This gives

(T + δ − t)ϕ̇ > −ϕ+ ψ − nt− C > ψ − C,

ϕ̇ >
ψ − C

T + δ − t
> Cψ − C,

since T + δ − t > δ and ψ 6 0.

The equivalent estimate for the volume form follows from the flow equa-
tion. �

Lemma 4.11. — There is a constant C > 0 such that

trω0ω 6 Ce
−Cψ,

on X × [0, T ).

Proof. — From (3.24) we have(
∂

∂t
−∆

)
log trω0ω 6 Ctrωω0,

and from (3.19)(
∂

∂t
−∆

)
(tϕ̇− ϕ− nt) = trω(tχ− ω̂t) = −trωω0,
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and so (
∂

∂t
−∆

)
(log trω0ω + C(tϕ̇− ϕ− nt)) 6 0,

and by the maximum principle, the maximum of this quantity on X × [0, T )
is achieved at t = 0. This gives

log trω0ω 6 C(−tϕ̇+ ϕ+ nt) + C 6 C − Cϕ̇ 6 C − Cψ,
on X × [0, T ), where we used Lemma 4.10. Exponentiating gives what we
want. �

Proof of Theorem 4.3. — Given a compact set K ⊂ X\Null(α) with
nonempty interior, we have infK ψ > −CK (here and in the following we
denote by CK a constant which depends on the compact set), and so thanks
to Lemmas 4.10 and 4.11 we see that

C−1
K ω0 6 ω(t) 6 CKω0,

on K × [0, T ). The local estimates of [58] then give uniform Ck bounds
for ω(t) on compact subsets of X\Null(α), and arguing as in the proof of
Theorem 3.1, we easily obtain a Kähler metric ωT on X\Null(α) such that
ω(t) converge to ωT in C∞loc(X\Null(α)) as t→ T . �

4.3. A conjectural uniform bound for the potential

We now mention a conjecture raised explicitly by Zhang [91, Conjec-
ture 5.1]:

Conjecture 4.12. — For every finite time solution of (4.1), there is a
constant C > 0 such that

ϕ(t) > −C,
on X × [0, T ).

Note that we do not necessarily assume that the singularity is non-
collapsed. Consider now the following conjecture, which is not about the
Kähler–Ricci flow.

Conjecture 4.13. — Let X be a compact Kähler manifold and [α] a
nef (1, 1) class such that [α] + λc1(X) is a Kähler class for some λ > 0.
Then a closed positive current with minimal singularities in the class [α] has
bounded potential.

The condition that a closed positive current with minimal singularities in
the class [α] has bounded potential, is equivalent to the following statement
(which does not involve currents, and can be taken as the definition in these

– 319 –



Valentino Tosatti

notes): there is a constant C0 > 0 such that for every ε > 0 there exists
ηε ∈ C∞(X,R) such that α +

√
−1∂∂ηε > −εω0 and supX |ηε| 6 C0. The

equivalence follows immediately from Demailly’s regularization theorem for
closed positive (1, 1) currents [11]. In particular this condition holds if the
class [α] has a smooth semipositive representative.

Conjecture 4.13 is a transcendental (weak) version of the base-point-free
theorem [43], which implies that Conjecture 4.13 is true when X is projective
and [α] ∈ (H1,1(X,R)∩H2(X,Q))⊗R =: NS1(X,R). In fact, in this case the
class [α] even has a smooth semipositive representative, and Tian conjectures
in [72] that this is the case also in the setting of Conjecture 4.13.

Interestingly, these two conjectures are equivalent:

Proposition 4.14. — Conjectures 4.12 and 4.13 are equivalent.

Proof. — Assume Conjecture 4.12. Given [α] a nef class such that [α] +
λc1(X) is a Kähler class, fix a Kähler metric ω0 in this class. Since Conjec-
ture 4.13 is trivial if [α] is Kähler, we may assume that [α] is on the boundary
of the Kähler cone. Then the Kähler–Ricci flow (1.1) starting at ω0 has a so-
lution defined on the maximal time interval [0, T ) where T = λ

2π . We choose
the representative α = ω0 − T Ric(ω0) of the class [α], and as before we let
ω̂t = 1

T ((T − t)ω0 + tα) and χ = 1
T (α − ω0). Since we know that ϕ(t) 6 C

on X × [0, T ), we get a uniform C0 bound for ϕ(t), independent of t. Then

α+
√
−1∂∂ϕ(t) = ω̂t +

√
−1∂∂ϕ(t) + (T − t)χ = ω(t) + (T − t)χ > (T − t)χ,

and (T − t)χ goes to zero smoothly as t → T . This proves that a closed
positive current with minimal singularities in the class [α] has bounded po-
tential.

Conversely, assume a closed positive current with minimal singularities
in the class [α] has bounded potential, and consider a solution of (1.1) with
a singularity at time T < ∞. After writing the flow as (4.1) as before, we
compute for any ε > 0(

∂

∂t
−∆

)
((ϕ+ (T − t)ϕ̇+ nt) + ε(ϕ− tϕ̇+ nt)− ηε)

= trω(t)(α+ εω0 +
√
−1∂∂ηε) > 0,

and so by the minimum principle (together with ηε 6 C, independent of ε)
we obtain

((ϕ+ (T − t)ϕ̇+ nt) + ε(ϕ− tϕ̇+ nt)− ηε) > −C,

or in other words

(1 + ε)ϕ+ (T − t− εt)ϕ̇ > ηε − C > −C,
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using that ηε > −C, independent of ε. We can then let ε→ 0, and recalling
that ϕ̇ 6 C, we finally obtain ϕ > −C on X × [0, T ). �

The following can be viewed as partial progress towards Conjecture 4.12
(which would be the same statement with ν = 0).

Proposition 4.15. — For every ν > 0 there is a constant Cν > 0 such
that

ϕ > νψ − Cν ,
on X × [0, T ).

Proof. — Since the class [α] is nef, for every ν > 0 there is a smooth
function ρν such that α+

√
−1∂∂ρν > −νεω0, where ε is as in Theorem 4.9.

Then away from Null(α) we have

α+
√
−1∂∂(νψ + (1− ν)ρν) > ν2εω0.

As in (4.4) it follows that

ω̂t +
√
−1∂∂(νψ + (1− ν)ρν) > ν2ε

2 ω0, (4.5)

on X\Null(α), provided t ∈ [T − δ, T + δ], for some δ > 0. For simplicity
write ψν = νψ + (1− ν)ρν , and let

Q = ϕ− ψν +At,

where A > 0 is a constant to be determined. The function Q is smooth on
(X\Null(α))× [0, T ), equal to +∞ on Null(α), and is bounded below on X
for each fixed t ∈ [0, T ). Therefore Q > −C holds on X× [0, T − δ], for some
uniform constant C.

Our goal is to show that in fact Q > −C on X × [0, T ). Given T ′ ∈
(T − δ, T ) suppose that the minimum of Q on X× [T − δ, T ′] is achieved at a
point (x, t), with t ∈ (T − δ, T ′]. We must have x 6∈ Null(α), and so at (x, t)
we have, using (4.5),

0 > ∂Q

∂t
= log (ω̂t +

√
−1∂∂ψν +

√
−1∂∂Q)n

Ω +A

> log (ω̂t +
√
−1∂∂ψν)n

Ω +A

> log

(
ν2ε

2 ω0

)n
Ω +A > −C +A > 0,

provided we choose A > C. This contradiction shows that the minimum of
Q on X × [T − δ, T ′] is achieved at time T − δ, where we have Q > −C.
Since T ′ < T was arbitrary, we conclude that Q > −C on X × [0, T ), which
is what we wanted to prove. �
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4.4. Expected behavior at noncollapsed finite time singularities

Next, we discuss what is expected to hold in the case of finite time non-
collapsed singularities. Recall that in this case the limiting class [α] = [ω0]−
2πTc1(X) is nef and big (i.e.

∫
X
αn > 0), and that singularities form precisely

along the proper analytic subvariety Null(α) ⊂ X, by Theorem 4.5.
Conjecture 4.16. — Let X be a compact Kähler manifold and [α] a

nef and big (1, 1) class which is not Kähler and such that [α] + λc1(X) is a
Kähler class for some λ > 0. Then every irreducible component of Null(α)
is uniruled.

If X is projective and [α] ∈ NS1(X,R) this follows from the base-point-
free theorem [43] together with [42, Theorem 2]. This conjecture is not hard
to prove when n = 2, see [68, 3.8.3].

An even stronger statement, which is true in the projective case, is this:
Conjecture 4.17. — Let X be a compact Kähler manifold and [α] a

nef and big (1, 1) class which is not Kähler and such that [α] + λc1(X) is
a Kähler class for some λ > 0. Then there is a bimeromorphic morphism
π : X → Y onto a normal Kähler space Y such that Exc(π) = Null(α) and
[α] = π∗[ωY ] for some Kähler class [ωY ] on Y .

If this is the case, then π∗ωY is a smooth nonnegative representative of
[α]. This conjecture is easy to prove when n = 2 (see again [68, 3.8.3]), and
when n = 3 the recent results in [40] show that this holds in many cases,
but it seems that more work is needed to prove this in general when n = 3.

In general the singularities of Y may be very bad, and it may not be possi-
ble to define a solution of the Kähler–Ricci flow on Y , even in a weak sense. In
this case it is expected (see [66, 60, 48]) that there is another normal Kähler
space Y ′ bimeromorphic to X, with Kähler metric ωY ′ and with reason-
able singularities, such that the metric completion of (X\Null(α), ωT ) (the
smooth limit provided by Theorem 4.3) is isometric to the metric completion
of (Y ′reg, ωY ′), and so that the Kähler–Ricci flow can be defined starting at
ωY ′ (in a weak sense, cf. [18, 66]), and that the whole process is continuous in
the Gromov–Hausdorff sense. The only case when this has been established
is when n = 2, by Song–Weinkove [67, 69].

4.5. Expected behavior at collapsed finite time singularities

Lastly, we discuss what is expected to hold in the case of finite time
collapsed singularities. In this case the limiting class [α] = [ω0]− 2πTc1(X)
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is nef but not big, i.e.
∫
X
αn = 0, and we know that singularities form

everywhere on X, by Theorem 4.5.

We will say that the manifold X admits a Fano fibration if there is a
surjective holomorphic map f : X → Y with connected fibers, where Y is
a compact normal Kähler space (the reader may wish to assume that Y is
a compact Kähler manifold) with 0 6 dimY < dimX and such that for
every fiber F of f we have that −KX |F is ample. In this case the generic
fiber of f is a Fano manifold of dimension dimX −dimY , but there may be
some singular fibers. The simplest example of a Fano fibration is when Y is
a point, and X is a Fano manifold. Other simple examples are obtained by
taking X = F ×Y where F is a Fano manifold and Y is any compact Kähler
manifold.

Conjecture 4.18 ([83]). — Let Xn be a compact Kähler manifold.
Then there exists a Kähler metric ω0 such that the Kähler–Ricci flow (1.1)
develops a finite time collapsed singularity if and only if X admits a Fano
fibration f : X → Y . In this case, we can write

[ω0] = λc1(X) + f∗[ωY ], (4.6)

for some Kähler metric ωY on Y and some λ > 0.

The “if” direction is elementary, thanks to (4.6). Indeed, the evolving
class along the flow is

[ω(t)] = [ω0]− 2πtc1(X) = f∗[ωY ] + (λ− 2πt)c1(X)

=
(

1− 2πt
λ

)
[ω0] + 2πt

λ
f∗[ωY ].

For 0 6 t < λ
2π this is a sum of a Kähler class and a nef class, and so it is

Kähler, while for t = λ
2π this equals f∗[ωY ] which is nef but not Kähler. It

follow from Theorem 3.1 that the maximal existence time is T = λ
2π < ∞

and the limiting class is f∗[ωY ]. Since we have
∫
X

(f∗ωY )n = 0, it follows
that the flow is collapsed at time T .

The “only if” direction is known if X is projective and [ω0] ∈ NS1(X,R),
thanks to the base-point-free theorem and the rationality theorem [43]. It is
also known when n 6 3 thanks to [83] (which uses as a key ingredient [39]).

Assuming Conjecture 4.18, it is then expected that the solution ω(t) of the
Kähler–Ricci flow (1.1) will converge to f∗ωY as t→ T , in a suitable sense,
for some Kähler metric ωY on Y . This is proved in [62] when f : X → Y
is a submersion, with fibers projective spaces, but the convergence is rather
weak. The difficulty in attacking this problem is that in general ωY will not
be a “canonical” metric on Y (e.g. Kähler–Einstein).
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Lastly we mention a related conjecture, raised by Tian [71, Conjec-
ture 4.4] (see also [61]).

Conjecture 4.19. — Let (Xn, ω0) be a compact Kähler manifold, let
ω(t) be the solution of the Kähler–Ricci (1.1), defined on the maximal time
interval [0, T ) with T <∞. Then as t→ 0 we have

diam(X,ω(t))→ 0, (4.7)
if and only if

[ω0] = λc1(X), (4.8)
for some λ > 0.

Condition (4.7) is equivalent to assuming that (X,ω(t)) converges to a
point in the Gromov–Hausdorff topology, and is called “finite time extinc-
tion”. Conjecture 4.19 predicts that finite time extinction happens if and only
if the manifold is Fano and the initial class is a positive multiple of the first
Chern class. The “if” direction follows from work of Perelman (see [56]), who
proved the stronger result that diam(X,ω(t)) 6 C(T − t) 1

2 , assuming (4.8).
If [ω0] ∈ H2(X,Q) (so X is projective), then Conjecture 4.19 was proved by
Song [61], and when n 6 3 it was proved in [83].

Note that if (4.7) holds then the flow exhibits finite time collapsing at
time T . Indeed, if this was not the case then the limiting class [α] would
be nef with

∫
X
αn > 0, and so Theorem 4.3 shows that on the open set

X\Null(α) we have smooth convergence of ω(t) to a limiting Kähler metric
ωT , and so the diameter of (X,ω(t)) cannot go to zero. In fact, it is proved
in [83] that in general Conjecture 4.18 implies Conjecture 4.19.

5. Long time behavior

5.1. Kähler–Ricci flows with long time existence

Let (X,ω0) be a compact Kähler manifold and let ω(t) be the solution
of the Kähler–Ricci flow (1.1) starting at ω0, defined on the maximal time
interval [0, T ). As we saw in Corollary 3.2, we have T = ∞ if and only if
−c1(X) is a nef class (i.e. −c1(X) ∈ CX). Since c1(KX) = −c1(X), in this
case we also say that the canonical bundle KX is nef, or that X is a (smooth)
minimal model. In this section we will always assume that this is the case.

The goal of this section is to analyze the behavior of the flow as t→∞,
and more specifically to investigate the convergence properties of the metrics
ω(t), or of the rescaled metrics ω(t)

t , as t→∞.

Chronologically, the first result along these lines is the following.
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Theorem 5.1 (Cao [6]). — If c1(X) = 0 in H2(X,R) then as t → ∞
the metrics ω(t) converge smoothly to the unique Ricci-flat Kähler metric
ω∞ in the class [ω0].

For a detailed exposition of the proof of this result, see for example [68,
Theorem 3.4.4]. In fact the convergence is exponentially fast in all Ck norms,
see e.g. [82, Proof of Theorem 1.5] and [54]. Next, we have:

Theorem 5.2 (Cao [6], Tsuji [84]). — If −c1(X) ∈ CX then as t → ∞
the rescaled metrics ω(t)

t converge smoothly to the unique Kähler–Einstein
metric ω∞ on X which satisfies Ric(ω∞) = −ω∞.

More generally, we have:
Theorem 5.3 (Tsuji [84], Tian–Zhang [73]). — If −c1(X) ∈ CX and∫

X
(−c1(X))n > 0, then there exists a Kähler–Einstein metric ω∞ on

X\Null(−c1(X)) which satisfies Ric(ω∞) = −ω∞, such that for any initial
Kähler metric ω0, the rescaled metrics ω(t)

t converge smoothly on compact
subsets of X\Null(−c1(X)) to ω∞ as t→∞.

Further properties, which we will not discuss, were established in [34, 69,
73, 74, 89].

We now give the proof of Theorem 5.3, which will also give as a special
case Theorem 5.2, where we have that Null(−c1(X)) = ∅. The uniqueness
statement in Theorem 5.2 is stronger than the one in Theorem 5.3, but its
proof is much easier, and is left as an exercise.

Proof. — Since the convergence is for the rescaled metrics ω(t)
t , it is con-

venient to renormalize the flow as follows:
∂

∂t
ω(t) = −Ric(ω(t))− ω(t)

ω(0) = ω0

(5.1)

Note that if ω̃(s) solves (1.1) then ω(t) = ω̃(s)
1+s solves (5.1) with the new

time parameter t = log(1 + s), and conversely if ω(t) solves (5.1) then
ω̃(s) = etω(t) solves (1.1) with the new time parameter s = et−1. It follows
that (5.1) is also solvable on [0,∞), and that the goal is now to show that
the solution ω(t) of (5.1) satisfies

ω(t)→ ω∞, (5.2)
in C∞loc(X\Null(−c1(X))) as t → ∞, and that the limit ω∞ is Kähler–
Einstein and independent of the initial metric ω0.

The cohomology class of the solution ω(t) of (5.1) is
[ω(t)] = e−t[ω0]− (1− e−t)2πc1(X).
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Fix now any closed real (1, 1) form η cohomologous to −2πc1(X), a smooth
positive volume form Ω with Ric(Ω) = −η, and let

ω̂t = e−tω0 + (1− e−t)η.

These are reference forms (not necessarily positive) cohomologous to ω(t).
We claim that (5.1) is equivalent to

∂

∂t
ϕ(t) = log (ω̂t +

√
−1∂∂ϕ(t))n

Ω − ϕ(t)

ϕ(0) = 0
ω̂t +

√
−1∂∂ϕ(t) > 0.

(5.3)

Indeed, if ϕ(t) solves (5.3) and we define ω(t) = ω̂t +
√
−1∂∂ϕ(t), then

∂

∂t
ω(t) = ∂

∂t
(ω̂t +

√
−1∂∂ϕ(t))

= −ω̂t + η − Ric(ω(t)) + Ric(Ω)−
√
−1∂∂ϕ(t)

= −Ric(ω(t))− ω(t),

and (5.1) holds. Conversely, if ω(t) solves (5.1), we define ϕ(t) by solving the
ODE

∂

∂t
ϕ(t) = log ω(t)n

Ω − ϕ(t), ϕ(0) = 0,

and compute
∂

∂t
(et(ω(t)− ω̂t −

√
−1∂∂ϕ(t))) = et(−Ric(ω(t)) + Ric(ω(t))) = 0,

and since (et(ω(t) − ω̂t −
√
−1∂∂ϕ(t)))|t=0 = 0, we conclude that ω(t) =

ω̂t +
√
−1∂∂ϕ(t) for all t, and (5.3) holds.

We now apply Theorem 4.9 and obtain an upper semicontinuous L1

function ψ : X → R ∪ {−∞}, with supX ψ = 0, which equals −∞ on
Null(−c1(X)), which is finite and smooth on X\Null(−c1(X)), and such
that

η +
√
−1∂∂ψ > εω0,

on X\Null(−c1(X)), for some ε > 0.

We remark that in fact in this case (since [η] = 2πc1(KX)) the result of
Theorem 4.9 was already known before, thanks to [52, 84] (this is known as
“Tsuji’s trick”). Also, in the setting of Theorem 5.2, since −c1(X) ∈ CX , we
can choose η to be a Kähler form, and ψ identically equal to 0, and in this
case the forms ω̂t are all Kähler.

First, we show that
ϕ(t) 6 C, (5.4)
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on X × [0,∞). This is a simple consequence of the maximum principle since
at any maximum point of ϕ (for t > 0) we have

0 6 ∂

∂t
ϕ = log (ω̂t +

√
−1∂∂ϕ(t))n

Ω − ϕ(t) 6 log ω̂
n
t

Ω − ϕ(t) 6 C − ϕ(t),

using that at a maximum point ω̂t > ω̂t+
√
−1∂∂ϕ(t) > 0, and we are done.

Next, we show that
ϕ̇(t) 6 C(1 + t)e−t, (5.5)

on X × [0,∞). Indeed we compute(
∂

∂t
−∆

)
ϕ(t) = ϕ̇(t)− n+ trω(t)ω̂t,(

∂

∂t
−∆

)
ϕ̇(t) = −ϕ̇(t)− e−ttrω(t)ω0 + e−ttrω(t)η,(

∂

∂t
−∆

)
((et − 1)ϕ̇(t)− ϕ(t)− nt) = −trω(t)ω0 < 0,

and so the maximum principle gives

(et − 1)ϕ̇(t)− ϕ(t)− nt 6 0,

which together with (5.4) gives (5.5) for t > 1 (and it is clear that (5.5) holds
for 0 6 t 6 1).

Next, we show that there is a constant C > 0 such that

ϕ(t) + ϕ̇(t) > ψ − C, (5.6)

on X × [0,∞). Consider the quantity

Q = ϕ(t) + ϕ̇(t)− ψ.

The function Q is lower semicontinuous (hence bounded below) and it ap-
proaches +∞ as we approach Null(−c1(X)), and so it achieves a minimum
at (x, t), for some t > 0 and x 6∈ Null(−c1(X)), and at this point we have

0 >
(
∂

∂t
−∆

)
Q = trω(t)(η +

√
−1∂∂ψ)− n > εtrω(t)ω0 − n

> nε

(
ωn0
ω(t)n

) 1
n

− n > C−1e−
ϕ(t)+ϕ̇(t)

n − n,

and so ϕ(t) + ϕ̇(t) > −C, which implies that Q > −C since ψ 6 0, and this
shows (5.6).

Next we show that
trω0ω(t) 6 Ce−Cψ, (5.7)
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on X × [0,∞). For this, we compute using (3.24)(
∂

∂t
−∆

)
(log trω0ω(t)−A(ϕ(t) + ϕ̇(t)− ψ))

6 Ctrω(t)ω0 +An−Atrω(t)(η +
√
−1∂∂ψ)

6 −trω(t)ω0 + C,

on X\Null(−c1(X)), provided we choose A > 0 large enough. Therefore at
a maximum of this quantity (achieved at (x, t) with t > 0, and necessarily
with x 6∈ Null(−c1(X))), we have

trω(t)ω0 6 C.

We now use the elementary inequality

trω0ω(t) 6
(trω(t)ω0)n−1

(n− 1)! · ω(t)n

ωn0
,

which can be proved by choosing coordinates so that at a point ω0 is the
identity and ω(t) is diagonal with eigenvalues λj > 0, so that it reduces to

∑
j

λj 6
1

(n− 1)!

∑
j

1
λj

(∏
k

λk

)
,

which is obvious since each term on the LHS appears in the RHS, and all
other terms on the RHS are positive. We conclude that at our point of
maximum we have

trω0ω(t) 6 Cω(t)n

ωn0
= Ceϕ(t)+ϕ̇(t) Ω

ωn0
6 C,

using (5.4) and (5.5). Combining this with (5.6) it follows that

log trω0ω(t)−A(ϕ(t) + ϕ̇(t)− ψ) 6 C,

at the maximum and hence everywhere, and this (using (5.4), (5.5) again)
implies (5.7). But note that

ω(t)n

ωn0
> C−1eϕ(t)+ϕ̇(t) > C−1eψ,

using (5.6), and so given any compact subset K ⊂ X\Null(−c1(X)) there
is a constant CK such that

C−1
K ω0 6 ω(t) 6 CKω0, (5.8)

holds on K × [0,∞). The higher order estimates in Theorem 3.11 give that

‖ω(t)‖Ck(K,g0) 6 CK,k,
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for all t > 0, k > 0, up to shrinking K slightly. These estimates in turn imply
that the function

∆ω0ϕ(t) = trω0ω(t)− trω0 ω̂t,

is uniformly bounded in Ck(K,ω0) for all k > 0. But (5.4), (5.5) and (5.6)
imply that ϕ(t) is uniformly bounded on K (by a constant that depends
on K but is independent of t) and elliptic estimates (as in the proof of
Theorem 3.6) give

‖ϕ(t)‖Ck(K,ω0) 6 CK,k, (5.9)
for all t > 0, k > 0, up to shrinking K again. Now for t > 1, (5.5) gives

ϕ̇(t) 6 Cte−t,

and so
∂

∂t
(ϕ(t) + Ce−t(1 + t)) = ϕ̇(t)− Cte−t 6 0.

The function ϕ(t)+Ce−t(1+t) is thus nonincreasing and uniformly bounded
from below on compact subsets of X\Null(−c1(X)), and so as t → ∞ the
functions ϕ(t) converge pointwise on X\Null(−c1(X)) to a function ϕ∞,
which thanks to (5.9) is smooth and in fact ϕ(t) → ϕ∞ in
C∞loc(X\Null(−c1(X))). Also (5.8) shows that ω∞ := η +

√
−1∂∂ϕ∞ is a

smooth Kähler metric on X\Null(−c1(X)). The flow equation (5.3) implies
that ϕ̇(t) also converges smoothly to some limit function. Now, since ϕ(t)
converge smoothly to ϕ∞ on compact subsets of X\Null(−c1(X)) it follows
that given any x ∈ X\Null(−c1(X)) there is a sequence ti → ∞ such that
ϕ̇(x, ti) → 0. But since ϕ̇(t) converges smoothly on compact sets to some
limit function, it follows that ϕ̇(t) → 0 in C∞loc(X\Null(−c1(X))). Taking
then the limit as t→∞ in (5.3) we obtain

0 = log ω
n
∞
Ω − ϕ∞,

on X\Null(−c1(X)). Taking
√
−1∂∂ of this, we finally obtain

Ric(ω∞) = −η −
√
−1∂∂ϕ∞ = −ω∞.

Lastly we show that the limit ω∞ is independent of the initial metric ω∞,
following [73]. The first observation is that since the functions eϕ(t)+ϕ̇(t) are
uniformly bounded (thanks to (5.4), (5.5)) and converge to eϕ∞ pointwise
a.e. on X, the dominated convergence theorem implies that

lim
t→∞

∫
X

eϕ(t)+ϕ̇(t)Ω =
∫
X

eϕ∞Ω,

where we extend ϕ∞ by zero on Null(−c1(X)), but at the same time

lim
t→∞

∫
X

eϕ(t)+ϕ̇(t)Ω = lim
t→∞

∫
X

ω(t)n =
∫
X

(−2πc1(X))n > 0,
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and so
∫
X
eϕ∞Ω is independent of the initial metric ω0. If ω′0 is another

Kähler metric on X, consider the flow (5.1) starting at ω0 + ω′0, which is
equivalent to the parabolic complex Monge–Ampère equation

∂

∂t
ϕ′(t) = log (ω̂′t +

√
−1∂∂ϕ′(t))n

Ω − ϕ′(t)

ϕ′(0) = 0
ω̂′t +

√
−1∂∂ϕ′(t) > 0,

(5.10)

where the reference forms are now
ω̂′t = e−t(ω0 + ω′0) + (1− e−t)η = ω̂t + e−tω′0.

Therefore the difference ϕ(t)− ϕ′(t) satisfies

∂

∂t
(ϕ(t)−ϕ′(t)) = log (ω̂′t−e−tω′0 +

√
−1∂∂ϕ′(t)+

√
−1∂∂(ϕ(t)−ϕ′(t)))n

(ω̂′t +
√
−1∂∂ϕ′(t))n

− (ϕ(t)− ϕ′(t))
(ϕ− ϕ′)(0) = 0
ω̂′t +

√
−1∂∂(ϕ(t)− ϕ′(t)) > 0,

and at a maximum of ϕ(t)− ϕ′(t), achieved at time t > 0, we obtain
ϕ(t)− ϕ′(t) 6 0,

and so ϕ(t) 6 ϕ′(t) holds for all t > 0. Passing to the limit we obtain
ϕ∞ 6 ϕ

′
∞,

on X\Null(−c1(X)) and since, as remarked earlier,∫
X

eϕ∞Ω =
∫
X

eϕ
′
∞Ω,

this implies that ϕ∞ = ϕ′∞ a.e. on X, and therefore everywhere on
X\Null(−c1(X)) where these functions are smooth.

This shows that the limits of the flow starting at ω0 and ω0 + ω′0 are the
same, and by symmetry we obtain the same statement for ω0 and ω′0. �

5.2. Semiample canonical bundle

Combining Theorems 5.1, 5.2 and 5.3, we see that the only case left to
study (when T =∞) is when −c1(X) ∈ ∂CX ,

∫
X

(−c1(X))n = 0, and −c1(X)
is not the zero class. This is the hardest case, and in general not much
is known. However, a widely-believed conjecture in algebraic geometry (or
rather, its direct generalization to Kähler manifolds), called the Abundance
Conjecture, predicts that if X is a compact Kähler manifold with KX nef,
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then KX is semiample. This means that there exists ` > 1 such that for
every given point x ∈ X we can find a section s ∈ H0(X,K⊗`X ) such that
s(x) 6= 0 (i.e. K⊗`X is base-point free).

From now on, inspired by the Abundance Conjecture, we will make the
assumption that KX is semiample (which automatically implies KX nef, see
below). Then it turns out that one can say a lot about the behavior of the
flow. The reason is that using sections of K⊗`X we may define a holomorphic
map f : X → CPN , where N = dimH0(X,K⊗`X ) − 1, by fixing a basis
{s0, . . . , sN} of H0(X,K⊗`X ) and mapping a point x ∈ X to the point [s0(x) :
· · · : sN (x)], which is a well-defined point in CPN because these sections
have empty common zero locus, by assumption. Also by definition of f we
have that f∗OCPN (1) ∼= K⊗`X . In particular, if ωFS denotes the Fubini–Study
metric on CPN , then 1

` f
∗ωFS is a smooth semipositive (1, 1) form which

represents −c1(X). We conclude that −c1(X) ∈ CX , i.e. that KX is nef.

By the Proper Mapping Theorem (see [30, p. 34]), the image f(X) is an
irreducible analytic subvariety Y of CPN , i.e. an irreducible algebraic variety.
Provided we replace ` by a suitably high multiple of it, we have that the
map f : X → Y has connected fibers, Y is normal (see [50, Theorem 2.1.27,
Example 2.1.15]) and the dimension of Y equals the Kodaira dimension κ(X)
of X (see [50, Theorem 2.1.33]).

We now split into cases depending on the Kodaira dimension κ(X).

5.3. The case κ(X) = 0

The first case is κ(X) = 0, where we need the following well-known
lemma.

Lemma 5.4. — Let X be a compact Kähler manifold with KX semi-
ample. Then the following are equivalent:

(a) κ(X) = 0
(b) c1(X) = 0 in H2(X,R)
(c) There exists k > 1 such that K⊗kX ∼= OX is holomorphically trivial.

In fact, without the assumption that KX be semiample, it remains true
that (b) ⇔ (c) ⇒ (a), while the implication (a) ⇒ (b) is false. In this case,
the only hard implication is (b) ⇒ (c), and we refer the interested reader
to [76], for example.

Proof. — The implication (c)⇒ (b) is trivial. First we show that (a)⇒
(c). The assumption that κ(X) = 0 is equivalent to the fact that

– 331 –



Valentino Tosatti

dimH0(X,K⊗kX ) 6 1 for all k > 1, and is equal to 1 for at least one value
of k. Choose k large enough so that K⊗kX is base-point free. Then we must
have dimH0(X,K⊗kX ) = 1, and if s ∈ H0(X,K⊗kX ) is a nontrivial section
then necessarily s is never vanishing. This means that K⊗kX ∼= OX is holo-
morphically trivial.

Next, we show that (b) ⇒ (a). Fix a smooth metric h on KX and a
Kähler metric ω on X. The curvature Rh of h is a closed real (1, 1) form
cohomologous to c1(KX) = −c1(X) = 0, so∫

X

trωRhωn = n

∫
X

ωn−1 ∧Rh = 0,

and so we can find a smooth function u such that ∆ωu = trωRh. Therefore
the smooth metric h̃ = euh on KX has curvature Rh̃ = Rh −

√
−1∂∂u

which satisfies trωRh̃ = 0. Given any k > 1 and any s ∈ H0(X,K⊗kX ), let
|s|2 be its pointwise length squared with respect to the metric h̃k. Then a
straightforward calculation gives

∆ω|s|2 = |∇s|2 − k|s|2trωRh̃ = |∇s|2 > 0,

where ∇ is the Chern connection of the metric h̃k on K⊗kX . By the strong
maximum principle this implies that |s|2 is constant, and so |∇s|2 is identi-
cally zero, i.e. the section s is parallel. This implies that dimH0(X,K⊗kX ) 6
1, because if we have two global sections s1, s2, given a point x ∈ X there
exists λ ∈ C such that s1(x) = λs2(x) (up to switching s1 and s2), and
since they are both globally parallel we must have s1 = λs2 globally. We
have therefore shown that κ(X) 6 0 (without using that KX is semiample).
Since KX is semiample, we have H0(X,K⊗`X ) 6= 0 for some ` > 1, and so
κ(X) = 0. �

So, under our assumption that KX is semiample, if κ(X) = 0 then The-
orem 5.1 applies.

5.4. The case κ(X) = n

The second case is when κ(X) = n = dimX. Recall that sinceKX is semi-
ample, we have a holomorphic map f : X → CPN such that f∗OCPN (1) ∼=
K⊗`X , for some ` > 1.

If, as before, we let Y = f(X), which is an irreducible algebraic variety of
dimension n, then the map f : X → Y has connected fibers and the generic
fiber has dimension 0, i.e. it is a bimeromorphic morphism. It follows that
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we have ∫
X

(−c1(X))n =
∫
X

c1(KX)n = `−n
∫
X

c1(f∗OCPN (1))n

= `−n
∫
Y

c1(OCPN (1)|Y )n > 0,

since the last term is (up to a positive constant) equal to the volume of the
regular part of Y with respect to the restriction of ωFS, the Fubini–Study
metric on CPN .

Therefore, either we have −c1(X) ∈ CX , in which case Theorem 5.2 ap-
plies, or otherwise we have −c1(X) ∈ ∂CX and

∫
X

(−c1(X))n > 0, and
Theorem 5.3 applies.

5.5. The case 0 < κ(X) < n

The third and last case to study is thus 0 < κ(X) < n. Let Ysing be
the singular locus of Y , which is a proper analytic subvariety of Y , and
Yreg = Y \Ysing its regular locus, so Yreg is a connected complex manifold of
dimension κ(X). Also, f−1(Ysing) is a proper analytic subvariety ofX, and so
f : X\f−1(Ysing)→ Yreg is a surjective holomorphic map between complex
manifolds, with compact connected fibers. Let S′ ⊂ Y be the union of Ysing
together with the critical values of f : X\f−1(Ysing)→ Yreg (i.e. the images
of all points x ∈ X\f−1(Ysing) such that dfx is not surjective). Then S′ is a
proper analytic subvariety of Y , S = f−1(S′) is a proper analytic subvariety
ofX, and f : X\S → Y \S′ is a (surjective) holomorphic submersion between
complex manifolds, and all the fibers Xy = f−1(y), y ∈ Y \S′ are connected
compact complex manifolds of dimension equal to n− κ(X). Informally, we
will refer to S as the set of singular fibers of f , and to the fibers Xy =
f−1(y), y ∈ Y \S′ as the smooth fibers, although this is not strictly speaking
correct.

Recall that the map f has the property that K⊗`X ∼= f∗OCPN (1), which
implies that for every y ∈ Y \S′ we have K⊗`X |Xy ∼= OXy . However, since f is
a submersion in a neighborhood of Xy, we have the adjunction-type relation
KXy

∼= KX |Xy (see Lemma 5.6 below), and so it follows that K⊗`Xy ∼= OXy ,
and so in particular c1(Xy) = 0 in H2(Xy,R). This means that the smooth
fibers are Calabi–Yau manifolds, and soX is a fiber space over Y with generic
fiber a Calabi–Yau (n− κ(X))-fold.

So we have seen that assuming thatKX is semiample has provided us with
a fibration structure on X (and in fact, one can also view the existence of this
fibration as being an equivalent statement to the Abundance Conjecture).
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This is a major advantage over the “general” case when one only assumes
that KX is nef (i.e. T =∞).

Our goal is the following result, which generalizes earlier work of Song–
Tian [63, 64] and Fong–Zhang [22] (see also [75]):

Theorem 5.5 (Tosatti–Weinkove–Yang [81], Tosatti–Zhang [82]). —
Let (X,ω0) be a compact Kähler manifold with KX semiample and 0 <
κ(X) < n, and let f : X → Y be the fibration we just described. Let ω(t), t ∈
[0,∞) be the solution of the Kähler–Ricci flow (1.1) starting at ω0. Then as
t→∞ we have

ω(t)
t
→ f∗ωY , (5.11)

in C0
loc(X\S), where ωY is a Kähler metric on Y \S′ which satisfies

Ric(ωY ) = −ωY + ωWP, (5.12)
and ωWP is a smooth semipositive (1, 1) form on Y \S′. Furthermore, for
any given y ∈ Y \S′ we have

ω(t)|Xy → ωy, (5.13)
in C∞(Xy), where ωy is the unique Ricci-flat Kähler metric on Xy in the
class [ω0]|Xy .

Lastly, if S = ∅ (i.e. Y is smooth and f is a submersion) then (X, ω(t)
t )

converge to (Y, ωY ) in the Gromov–Hausdorff topology, as t→∞.

The Weil–Petersson form ωWP measures the variation of the complex
structures of the smooth Calabi–Yau fibers, and it is identically zero when-
ever all the fibers Xy are biholomorphic to each other (see Proposition 5.7).

In the setting of Theorem 5.5, Song–Tian [63, 64] had earlier proved
that (5.11) holds in the weak topology of currents, in the C0

loc topology of
Kähler potentials, and when n = 2 also in the C1,α

loc topology of Kähler
potentials (for 0 < α < 1). This was then extended to all n in [22] (cf. [75]),
but note that this convergence falls short of the one obtained in Theorem 5.5.
As we will see in Theorem 5.24, if the smooth fibers Xy are tori (or finite
quotients of tori) then in fact (5.11) holds in the C∞loc(X\S) topology thanks
to [22, 28, 31, 38, 82], and this is expected to hold in general.

We also mention that in the setting of Theorem 5.5, it was proved in [65]
that the scalar curvature of ω(t)

t remains uniformly bounded. It is also con-
jectured that in this same setting, assuming S 6= ∅, then (X, ω(t)

t ) converge
to the metric completion of (Y \S′, ωY ) in the Gromov–Hausdorff topol-
ogy, as t → ∞. This is completely open even in the simplest case when
n = 2, κ(X) = 1, and in fact we do not even know whether these metrics
have uniformly bounded diameter, see Section 6.
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5.6. General facts about holomorphic submersions

Before we begin the proof of Theorem 5.5 we need to discuss a few results
about holomorphic submersions. For simplicity of notation we will write
m = κ(X). To avoid excessive technicalities, we will assume that S is empty,
or in other words that Y is a smooth projective manifold and the map
f : X → Y is a submersion. In the general case one argues along the same
lines, but with the extra complication of having to introduce a suitably
chosen cutoff function in essentially all the estimates (see [81] for details).
The only estimates which are substantially harder to obtain are the uniform
C0 bounds for ϕ and ϕ̇ (which in general are weaker than those obtained
in Lemma 5.11). Also, by assuming that S = ∅, we will in fact be able to
conclude that the convergence in (5.11) and (5.13) is exponentially fast.

Note that the fibers Xy (which are now all smooth) are all diffeomorphic
to each other (by Ehresmann’s Theorem [46, Theorem 2.4], which implies
that f is a smooth fiber bundle), but in general are different as complex
manifolds, so the term ωWP will not be zero in general. In other words, f is in
general not a holomorphic fiber bundle (by the Fischer–Grauert theorem [21],
f is a holomorphic fiber bundle if and only if all fibers Xy are biholomorphic
to each other). However, if dimXy = 1, so that the fibers are elliptic curves,
then necessarily f is a holomorphic fiber bundle, since elliptic curves are
classified by their j-invariant, which in our case defines a holomorphic map
j : Y → C which must be constant since Y is compact.

A useful fact, which we will use extensively, is that on the total space
of a holomorphic submersion we can always find local holomorphic product
coordinates.

Lemma 5.6. — Let f : Xn → Y m be a holomorphic submersion between
complex manifolds. Then given any point x ∈ X we can find an open set
U 3 x and local holomorphic coordinates (z1, . . . , zn) on U and (y1, . . . , ym)
on f(U) such that in these coordinates the map f is given by (z1, . . . , zn) 7→
(z1, . . . , zm). If f is proper with connected fibers, then the canonical bundle
of every fiber Xy = f−1(y) satisfies KXy

∼= KX |Xy .

Proof. — The existence of local holomorphic product coordinates is a
simple consequence of the implicit function theorem for holomorphic maps
(see e.g. [46, p. 60]).

If f is proper with connected fibers Xy = f−1(y), then the adjunction
formula ([41, Proposition 2.2.17]) gives

KXy
∼= KX |Xy ⊗ det(NXy/X),
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where NXy/X is the normal bundle of Xy inside X. However this normal
bundle is trivial, because its dual is globally trivialized by

f∗(dy1 ∧ · · · ∧ dym),
where (y1, . . . , ym) are local holomorphic coordinates on Y near y. �

In particular, using these local coordinates, we can view (z1, . . . , zm) as
“base directions” and (zm+1, . . . , zn) as “fiber directions”, a fact that we will
use very often.

First, we define the Weil–Petersson form ωWP. Recall that by construc-
tion of the map f we have K⊗`Xy ∼= OXy . Let Ψ be a local nonvanishing
holomorphic section of f∗(K⊗`X/Y ), i.e. a family Ψy ∈ H0(Xy,K

⊗`
Xy

), for y in
some small open set U in Y , such that each Ψy is never vanishing on Xy,
and the forms Ψy vary holomorphically in y. Here KX/Y = KX ⊗ (f∗KY )∗
denotes the relative canonical bundle. On U we then define

ωWP = −
√
−1∂∂ log

(
(
√
−1)(n−m)2

∫
Xy

(Ψy ∧Ψy) 1
`

)
,

where (
√
−1)(n−m)2(Ψy ∧ Ψy) 1

` is a smooth positive volume form on Xy,
defined as follows: in local holomorphic coordinates (z1, . . . , zn−m) on Xy we
can write

Ψy = F (y, z)(dz1 ∧ · · · ∧ dzn−m)⊗`,
where F is a nonvanishing holomorphic function, and we have

Ψy ∧Ψy = |F (y, z)|2(dz1 ∧ · · · ∧ dzn−m ∧ dz1 ∧ · · · ∧ dzn−m)⊗`,

(Ψy ∧Ψy) 1
` = |F (y, z)| 2` dz1 ∧ · · · ∧ dzn−m ∧ dz1 ∧ · · · ∧ dzn−m,

(
√
−1)(n−m)2

(Ψy ∧Ψy) 1
` = |F (y, z)| 2` (

√
−1)n−mdz1 ∧ dz1 ∧ · · ·

· · · ∧ dzn−m ∧ dzn−m,
and this is well-defined independent of the choice of coordinates. Note also
that the volume form (

√
−1)(n−m)2(Ψy ∧ Ψy) 1

` on Xy is Ricci-flat, in the
sense that
√
−1∂∂ log

(
(
√
−1)(n−m)2

(Ψy ∧Ψy) 1
`

)
= 1
`

√
−1∂∂ log |F |2 = 0, (5.14)

because F is a never-vanishing holomorphic function. Furthermore, the Weil–
Petersson form ωWP is well-defined globally on Y , because if Ψ̃ is another
local nonvanishing holomorphic section of f∗(K⊗`X/Y ), defined on an open set
Ũ ⊂ Y , then for all y ∈ U ∩ Ũ (assuming this is nonempty) we have that
Ψy and Ψ̃y are both nonvanishing sections of the trivial bundle K⊗`Xy , and so
there is a nonzero constant hy such that Ψ̃y = hyΨy on Xy. Since Ψy and Ψ̃y

vary holomorphically in y, then so does hy, i.e. it defines a local nonvanishing
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holomorphic function h on U ∩ Ũ . But we have
√
−1∂∂ log |h|2 = 0, and so

ωWP is well-defined globally on Y . Also, we may take ` to be the smallest
positive integer such that K⊗`Xy ∼= OXy holds (since if we use multiples of this
`, we obtain the same Weil–Petersson form).

Although we will not use the following proposition, it is a useful fact to
keep in mind.

Proposition 5.7. — Let f : X → Y be a holomorphic submersion be-
tween compact Kähler manifolds, with connected fibers, such that K⊗`X ∼= f∗L
for some ` > 1, where L→ Y is a holomorphic line bundle. Then the Weil–
Petersson form ωWP on Y is semipositive definite, and identically equal to
zero if and only if f is a holomorphic fiber bundle.

Proof. — The statements we need to prove are local on Y , so we may
assume that Y is a ball in Cm, where L is trivial and soK⊗`X is also trivial. We
may also assume that ` is the smallest positive integer such that this holds.
We can then find an `-fold unramified connected covering τ : X̃ → X such
that KX̃ = τ∗K⊗`X is trivial, see e.g. [26, Lemma 4.6] (connectedness follows
from the fact that we took ` minimal). Then composing the map τ with
f we obtain a holomorphic submersion f̃ : X̃ → Y . Its Stein factorization
is X̃ p→ Ỹ

q→ Y where Ỹ is a connected complex manifold (since X̃ is
connected), p is a holomorphic submersion with connected fibers, and q is a
finite unramified covering of Y (see e.g. [25, Lemma 2.4]). Since Y is a ball
and Ỹ is connected, we conclude that q is a biholomorphism, and so we may
assume that f̃ has connected fibers X̃y which satisfy KX̃y

∼= OX̃y . The maps
X̃y → Xy are also `-fold unramified coverings, and the Weil–Petersson form
for f̃ equals the one for f . Furthermore, f̃ is a holomorphic fiber bundle if
and only if f is ([26, Lemma 4.5]).

Therefore we may assume that KXy
∼= OXy . For every y ∈ Y there is a

Kodaira–Spencer linear map ρy : TyY → H1(Xy, T
1,0Xy) (see [46]), and the

Weil–Petersson form at y is equal to the pullback under ρy of the L2 inner
product on H1(Xy, T

1,0Xy) defined using harmonic forms with respect to
the Ricci-flat metric on Xy in the class [ω0]|Xy , thanks to [70, Theorem 2]
or [24]. Therefore ωWP is semipositive definite (see also [26, Lemma 1.8] for a
direct proof of this semipositivity), and identically equal to zero if and only
if all the Kodaira–Spencer maps ρy are zero. But Serre duality, together with
KXy

∼= OXy , gives H1(Xy, T
1,0Xy) ∼= Hn−1(Xy,Ω1

Xy
) ∼= H1,n−1(Xy), and

so this vector space has dimension independent of y. A theorem of Kodaira–
Spencer [46, Theorem 4.6] then implies that the Kodaira–Spencer maps are
all zero if and only if f is a holomorphic fiber bundle. �

It is instructive to see directly that if the map f is a holomorphic fiber
bundle then the Weil–Petersson form is identically zero. Indeed, in this case
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all the fibers are biholomorphic to a fixed Calabi–Yau manifold F and we can
find local trivializing biholomorphisms f−1(U)→ U ×F , over all sufficiently
small open sets U ⊂ Y , and using these we can then choose the forms Ψy

as above to be independent of y ∈ U , equal to the pullback to U × F of a
fixed never vanishing section of K⊗`F . This way the integrals

∫
Xy

(Ψy ∧Ψy) 1
`

do not depend on y, and so ωWP = 0.

We also have the following useful fact.

Proposition 5.8. — Let f : X → Y be a holomorphic submersion be-
tween compact Kähler manifolds, with connected fibers, such that K⊗`X ∼= f∗L
for some ` > 1, where L→ Y is an ample line bundle. Then the class

−2πc1(Y ) + [ωWP],

is a Kähler class on Y .

Proof. — The assumption that f has connected fibers is equivalent to
f∗OX ∼= OY , and so the projection formula gives

f∗(K⊗`X ) ∼= (f∗(K⊗`X/Y ))⊗K⊗`Y . (5.15)

But the assumption K⊗`X ∼= f∗L implies

OXy ∼= K⊗`X |Xy ∼= K⊗`X/Y |Xy ,

and together with Lemma 5.6 we obtain K⊗`Xy ∼= OXy .

Therefore dimH0(Xy,K
⊗`
X/Y |Xy ) = 1 is independent of y ∈ Y , and

Grauert’s theorem on direct images [3, Theorem I.8.5] shows that

f∗(K⊗`X/Y ) =: L′, (5.16)

is a line bundle on Y . Since all the fibers of f have trivial K⊗`Xy , it follows
that

K⊗`X
∼= f∗f∗(K⊗`X ) (5.17)

(see [3, Theorem V.12.1]). Indeed, note that

f∗f
∗f∗(K⊗`X ) ∼= f∗K

⊗`
X ,

thanks to the projection formula. If we denote by E = K⊗`X ⊗ (f∗f∗(K⊗`X ))∗
the “error term”, then we have that f∗E ∼= OY , and so H0(X,E) ∼=
H0(Y, f∗E) = C. Let e be a global trivializing section of f∗E, and let
s ∈ H0(X,E) be the section which corresponds to e under this isomor-
phism. If s vanishes at a point x ∈ X, then the restriction of s to the fiber
Xf(x) is a holomorphic section of E|Xy ∼= K⊗`Xy

∼= OXy , the trivial bundle,
so s|Xy is a holomorphic function which vanishes somewhere, and hence it
is zero since the fiber Xf(x) is compact. Therefore e vanishes at the point

– 338 –



KAWA lecture notes on the Kähler–Ricci flow

f(x), which is absurd. This shows that s is never vanishing, and so E is the
trivial bundle, and this proves (5.17).

From (5.15), (5.16) and (5.17) we conclude that

K⊗`X
∼= f∗((f∗(K⊗`X/Y ))⊗K⊗`Y ) ∼= f∗(L′ ⊗K⊗`Y ). (5.18)

But we also have by assumption that K⊗`X ∼= f∗L, and so

f∗(L′ ⊗K⊗`Y ⊗ L
∗) ∼= OX ,

and pushing forward and using the projection formula we see that

L′ ⊗K⊗`Y ∼= L,

which is ample, and so c1(L) ∈ CY . By definition, the smooth form `ωWP
is the curvature of a singular metric on L′, and so [ωWP] = 2π

` c1(L′). We
obtain that

−2πc1(Y ) + [ωWP] = 2πc1(KY ) + [ωWP] = 2π
`
c1(L) ∈ CY ,

as claimed. �

5.7. Reduction to a parabolic complex Monge–Ampère equation

Since in Theorem 5.5 the collapsing is for the rescaled metric ω(t)
t , we

again consider the normalized flow
∂

∂t
ω(t) = −Ric(ω(t))− ω(t)

ω(0) = ω0

(5.19)

The flow (5.19) is also solvable on [0,∞), and (5.11) is equivalent to showing
that the solution ω(t) of (5.19) satisfies

ω(t)→ f∗ωY , (5.20)

in C0(X) as t→∞, and (5.13) is equivalent to the statement that

etω(t)|Xy → ωy, (5.21)

in C∞(Xy), where ωy is the unique Ricci-flat Kähler metric on Xy in the
class [ω0]|Xy . In fact, since we assume that S = ∅, we will be able to show
that convergence in (5.20) and (5.21) is exponentially fast.

As usual, we would like to rewrite (5.19) as an equivalent parabolic com-
plex Monge–Ampère equation, but in order to obtain the convergence results
in Theorem 5.5, we have to make a very careful choice of reference metrics,
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and we have to first derive several preliminary results. The Kähler class of
the evolving metric ω(t) is now

[ω(t)] = e−t[ω0]− (1− e−t)2πc1(X).

Since the fibers Xy are Calabi–Yau, thanks to Yau’s Theorem [88] for every
y ∈ Y there exists a unique smooth function ρy on Xy with

∫
Xy

ρyω
n−m
0 = 0,

and such that ω0|Xy +
√
−1∂∂ρy = ωy is the unique Ricci-flat Kähler metric

on Xy in the class [ω0|Xy ]. Thanks to Yau’s a priori estimates for ρy in [88],
we see that the functions ρy depend smoothly on y, and so they define a
global smooth function ρ on X (see also [20, Lemma 2.1]). We define

ωSRF = ω0 +
√
−1∂∂ρ.

This is a closed real (1, 1) form on X, which restricts to a Ricci-flat Kähler
metric on all fibersXy of f . It was first introduced by Greene–Shapere–Vafa–
Yau [29] in the context of elliptically fibered K3 surfaces and “stringy cosmic
strings”. For every η Kähler form on Y , we clearly have that f∗ηm∧ωn−mSRF is a
smooth positive volume form on X. As a side remark, it would be interesting
to know whether ωSRF is semipositive definite everywhere on X.

The following two propositions are due to Song–Tian [63, 64] (see also [75]).

Proposition 5.9. — Given a Kähler form η on Y , then on X we have
√
−1∂∂ log(f∗ηm ∧ ωn−mSRF ) = −f∗Ric(η) + f∗ωWP.

Proof. — We choose local product coordinates as in Lemma 5.6, which
we call (z1, . . . , zn) on U ⊂ X and (z1, . . . , zm) on f(U) ⊂ Y . In these
coordinates we write

η =
√
−1

m∑
i,j=1

ηijdzi ∧ dzj .

We choose a local nonvanishing holomorphic section Ψy of f∗(K⊗`X/Y ) as
before, with y ∈ f(U), and define a smooth positive function on f(U) by

u(y) = (
√
−1)(n−m)2(Ψy ∧Ψy) 1

`

ωn−mSRF |Xy
.

This is well-defined because both (
√
−1)(n−m)2(Ψy ∧ Ψy) 1

` and ωn−mSRF |Xy
are Ricci-flat volume forms on Xy (recalling (5.14)) and so their ratio is a
constant on Xy. Then integrating u(y)ωn−mSRF |Xy over Xy we see that

u(y) =
(
√
−1)(n−m)2 ∫

Xy
(Ψy ∧Ψy) 1

`∫
Xy

ωn−mSRF
,
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and so

−
√
−1∂∂ log u = ωWP +

√
−1∂∂ log

∫
Xy

ωn−mSRF .

But the function y 7→
∫
Xy

ωn−mSRF is constant on Y , because it equals the
pushforward π∗ωn−mSRF and we have

dπ∗ωn−mSRF = π∗dωn−mSRF = 0. (5.22)

Therefore

−
√
−1∂∂ log u = ωWP. (5.23)

Writing as before

Ψy = F (y, z)(dz1 ∧ · · · ∧ dzn−m)⊗`,

with F holomorphic and nonzero, then we have

f∗ηm ∧ ωn−mSRF = f∗ηm ∧ (ωn−mSRF |Xy )

= 1
f∗u

(
√
−1)(n−m)2

f∗ηm ∧ (Ψy ∧Ψy) 1
` ,

(5.24)

and so
√
−1∂∂ log(f∗ηm ∧ ωn−mSRF ) =

√
−1∂∂ log

(
|F | 2` det(ηij)

)
− f∗

√
−1∂∂ log u

= −f∗Ric(η) + f∗ωWP,

thanks to (5.23). �

Proposition 5.10. — There is a unique Kähler metric ωY on Y which
satisfies

Ric(ωY ) = −ωY + ωWP. (5.25)

Proof. — Thanks to Lemma 5.8 we know that −2πc1(Y ) + [ωWP] ∈ CY ,
and so we can choose a Kähler metric η in this class. Thanks to (5.18), we
have that

2πc1(X) = f∗(2πc1(Y )− [ωWP]),

and so we can find a smooth positive volume form Ω′ on X with Ric(Ω′) =
−f∗η. Consider then the smooth positive function on X given by

G = Ω′

f∗ηm ∧ ωn−mSRF
.
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We claim that G is constant when restricted to every fiber Xy of f . Indeed
we can choose local product coordinates as in Lemma 5.6, and write

η =
√
−1

m∑
i,j=1

ηijdzi ∧ dzj ,

ωSRF|Xy =
√
−1

n∑
i,j=m+1

gijdzi ∧ dzj ,

Ω′ = H(
√
−1)ndz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn,

so that in these coordinates we have

G = H

det(ηij) det(gij)
,

and so if we differentiate only along Xy we have
√
−1∂∂ logG = Ric(ωSRF|Xy ) = 0,

because f∗η and Ric(Ω′) are pulled back from Y , and ωSRF|Xy is Ricci-flat.
Therefore G is the pullback of a smooth positive function on Y , still denoted
by G.

Thanks to Aubin [1] and Yau [88] there is a unique smooth function ψ
on Y such that η +

√
−1∂∂ψ > 0 and

(η +
√
−1∂∂ψ)m = Geψηm. (5.26)

If we let ωY = η +
√
−1∂∂ψ, then we can use Proposition 5.9 to compute

Ric(ωY ) = −
√
−1∂∂ logG−

√
−1∂∂ψ + Ric(η)

= Ric(Ω′)+
√
−1∂∂ log(f∗ηm ∧ ωn−mSRF )−

√
−1∂∂ψ+Ric(η)

= −η − Ric(η) + ωWP −
√
−1∂∂ψ + Ric(η)

= −ωY + ωWP,

(5.27)

which is (5.25). Note here that the (1,1) forms Ric(Ω′) and
√
−1∂∂ log(f∗ηm∧

ωn−mSRF ) which as written are defined on X, are in fact pullbacks of forms on
Y (the latter thanks to Proposition 5.9).

Conversely if ωY solves (5.25), then we obtain

[ωY ] = −2πc1(Y ) + [ωWP] = [η],

and so ωY = η +
√
−1∂∂ψ for some smooth function ψ. We have

√
−1∂∂ log ωmY

Geψηm
= −Ric(ωY )− ωY + ωWP = 0,
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using the same argument as in (5.27), and so
ωmY

Geψηm
= c,

a positive constant on Y . Replacing ψ with ψ + log c we may assume that
c = 1, and so ψ solves (5.26). But (5.26) has a unique solution, as follows
easily from the maximum principle, and so ωY is also unique. �

Let now
Ω =

(
n

m

)
f∗ωmY ∧ ωn−mSRF ,

which is a smooth positive volume form on X. Combining Propositions 5.9
and 5.10 we obtain that

Ric(Ω) = −f∗ωY .
We define now reference forms on X

ω̂t = e−tωSRF + (1− e−t)f∗ωY ,

which are cohomologous to ω(t), and are positive definite for all t > T0
(because f∗ωY is positive in the base directions and zero in the others, and
ωSRF is positive in the fiber directions). In fact, there is a uniform constant
C > 0 such that

ω̂t > C
−1e−tω0, (5.28)

for all t > T0. Note also that

ω̂t >
1
2f
∗ωY , (5.29)

for all t > T0. Then (5.19) is equivalent to
∂

∂t
ϕ(t) = log e

(n−m)t(ω̂t +
√
−1∂∂ϕ(t))n

Ω − ϕ(t)

ϕ(0) = −ρ
ω̂t +

√
−1∂∂ϕ(t) > 0

(5.30)

Indeed, if ϕ(t) solves (5.30) and we define ω(t) = ω̂t +
√
−1∂∂ϕ(t), then

∂

∂t
ω(t) = ∂

∂t
(ω̂t +

√
−1∂∂ϕ(t))

= −ω̂t + f∗ωY − Ric(ω(t)) + Ric(Ω)−
√
−1∂∂ϕ(t)

= −Ric(ω(t))− ω(t),

and (5.19) holds. Conversely, if ω(t) solves (5.19), we define ϕ(t) by solving
the ODE

∂

∂t
ϕ(t) = log e

(n−m)tω(t)n

Ω − ϕ(t), ϕ(0) = −ρ,
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and compute
∂

∂t
(et(ω(t)− ω̂t −

√
−1∂∂ϕ(t))) = et(−Ric(ω(t)) + Ric(ω(t))) = 0,

and since (et(ω(t) − ω̂t −
√
−1∂∂ϕ(t)))|t=0 = 0, we conclude that ω(t) =

ω̂t +
√
−1∂∂ϕ(t) for all t (such that the solution exists), and (5.30) holds.

Note that the factor of e(n−m)t in (5.30) did not play any role in this
derivation, and indeed it could be omitted at this moment, but it becomes
crucial when discussing the long time convergence properties of the flow.

As we mentioned earlier, the flow (5.30) has a solution defined on [0,+∞).

5.8. C0 estimates for the potential and its time derivative

Lemma 5.11. — There is a uniform constant C > 0 such that for all
t > 0 we have

|ϕ(t)| 6 C(1 + t)e−t, (5.31)
|ϕ̇(t)| 6 Ce− t4 . (5.32)

Proof. — First, we observe that for t > T0 we have∣∣∣∣et log e
(n−m)tω̂nt

Ω

∣∣∣∣ 6 C. (5.33)

Indeed, we have

et log e
(n−m)tω̂nt

Ω = et log e
(n−m)t(e−tωSRF + (1− e−t)f∗ωY )n

Ω

= et log
e(n−m)t(

(
n
m

)
e−(n−m)t(1− e−t)mf∗ωmY ∧ ω

n−m
SRF + · · ·+ e−ntωnSRF)(

n
m

)
f∗ωmY ∧ ω

n−m
SRF

= et log(1 +O(e−t)),

which is bounded. We can then apply the maximum principle to etϕ(t)−At,
for some constant A > 0 to be determined. At a maximum point, assuming
it is achieved at t > T0, we have

0 6 ∂

∂t
(etϕ(t)−At) = et log e

(n−m)t(ω̂t +
√
−1∂∂ϕ(t))n

Ω −A

6 et log e
(n−m)tω̂nt

Ω −A 6 C −A < 0,

as long as we choose A > C, where we used (5.33). Therefore we obtain a
uniform upper bound for etϕ(t)−At, which proves that ϕ(t) 6 C(1 + t)e−t,
the upper bound in (5.31). The lower bound is similar.
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In order to establish (5.32) we first show that
|ϕ̇(t)| 6 C. (5.34)

We apply the maximum principle to ϕ̇(t)−Aϕ(t), for some constant A > 0
to be determined. At a maximum point, assuming it is achieved at t > T0,
we have

0 6
(
∂

∂t
−∆

)
(ϕ̇(t)−Aϕ(t))

= trω(t)(f∗ωY − ω̂t) + n−m− ϕ̇(t)−Aϕ̇(t) +An−Atrω(t)ω̂t

6 −(A+ 1)ϕ̇(t) + C,

as long as we choose A large enough so that Aω̂t > f∗ωY for all t > T0,
using (5.29). Since ϕ(t) is bounded by (5.31), we conclude from this that
ϕ̇(t) 6 C.

For the lower bound on ϕ̇, observe that

trω(t)ω̂t > n

(
ω̂nt
ω(t)n

) 1
n

= n

(
e−ϕ(t)−ϕ̇(t) e

(n−m)tω̂nt
Ω

) 1
n

> C−1e−
ϕ̇(t)
n ,

using the arithmetic-geometric mean inequality, and the estimates (5.31)
and (5.33). We can now apply the minimum principle to ϕ̇(t) + 2ϕ(t). At a
minimum point, assuming it is achieved at t > T0, we have

0 >
(
∂

∂t
−∆

)
(ϕ̇(t) + 2ϕ(t))

= trω(t)(f∗ωY − ω̂t) + n−m− ϕ̇(t) + 2ϕ̇(t)− 2n+ 2trω(t)ω̂t

> trω(t)ω̂t + ϕ̇(t)− C

> C−1e−
ϕ̇(t)
n + ϕ̇(t)− C,

and so at this point we obtain

e−
ϕ̇(t)
n 6 C(1− ϕ̇(t)),

which gives a uniform lower bound for ϕ̇(t) at this point, and hence every-
where (remembering (5.31)). This proves (5.34).

We now prove (5.32). Differentiating (5.30) we obtain
∂

∂t
ϕ̇(t) = −R(t)−m− ϕ̇(t),

and using R(t) > −C and (5.34) we obtain
∂

∂t
ϕ̇(t) 6 C0. (5.35)

First we show the bound
ϕ̇(t) 6 Ce− t4 .
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If this fails, then we can find a sequence (xk, tk) ∈ X × [0,+∞) such that
tk → ∞ and ϕ̇(xk, tk) > ke−

tk
4 . If we let γk = k

2C0
e−

tk
4 then it follows

from (5.35) that

ϕ̇(xk, t) >
k

2 e
− tk4 ,

for t ∈ [tk − γk, tk]. Integrating in t we get

ϕ(xk, tk)− ϕ(xk, tk − γk) =
∫ tk

tk−γk
ϕ̇(xk, t)dt > γk

k

2 e
− tk4 = k2

4C0
e−

tk
2 .

If for some value of k we have γk 6 1, then we can use (5.31) to bound

ϕ(xk, tk)− ϕ(xk, tk − γk) 6 C(1 + tk)e−tk + C(1 + tk − γk)e−tk+γk

6 C(1 + tk)e−tk ,

and so we obtain
k2

4C0
e−

tk
2 6 C(1 + tk)e−tk . (5.36)

If on the other hand for some k we have γk > 1 then we integrate in t again

ϕ(xk, tk)− ϕ(xk, tk − 1) =
∫ tk

tk−1
ϕ̇(xk, t)dt >

k

2 e
− tk4 ,

and using (5.31) again we obtain
k

2 e
− tk4 6 C(1 + tk)e−tk . (5.37)

One of the two cases must occur for infinitely many values of k, and so letting
k →∞ in (5.36) or (5.37) we obtain contradiction.

Finally, to prove the lower bound

ϕ̇(t) > −Ce− t4 ,

we use the same argument with the interval [tk − γk, tk] replaced by
[tk, tk + γk]. �

5.9. The parabolic Schwarz Lemma

We have the following parabolic Schwarz Lemma, as in [63] (see [88] for
the original Yau–Schwarz Lemma).

Lemma 5.12. — There is a uniform constant C > 0 such that for all
t > 0 we have

ω(t) > C−1f∗ωY . (5.38)
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Proof. — Given any point x ∈ M we choose local coordinates {zi} on
X centered at x which are normal for ω(t), and coordinates {yα} on Y
near f(x), which are normal for ωY . In these coordinates we can represent
the map f as an m-tuple of local holomorphic functions {fα}. We will use
subscripts like fαi , fαij , . . . to indicate partial derivatives. We will also write
gij for the entries of ω(t) in these coordinates, and hαβ for those of ωY . In

these coordinates we have trω(t)(f∗ωY ) = gk`fαk f
β
` hαβ .

Then we have

(
∂

∂t
−∆

)
trω(t)(f∗ωY )

= gkjgi`Rijf
α
k f

β
` hαβ + trω(t)(f∗ωY )− gij∂i∂j

(
gk`fαk f

β
` hαβ

)
= gkjgi`Rijf

α
k f

β
` hαβ + trω(t)(f∗ωY )− gijgk`fαkif

β
`jhαβ

− gijgp`gkqfαk f
β
` hαβRijpq + gijgk`fαk f

β
` f

γ
i f

δ
j (RY )αβγδ

6 trω(t)(f∗ωY )− gijgk`fαkif
β
`jhαβ + C(trω(t)(f∗ωY ))2, (5.39)

where in the last line we used the following argument: if we set ξi = df( ∂
∂zi

) =∑
α f

α
i

∂
∂yα

then at our point x we have

gijgk`fαk f
β
` f

γ
i f

δ
j (RY )αβγδ =

∑
i,k

fαk f
β
k f

γ
i f

δ
i (RY )αβγδ

=
∑
i,k

RmY (ξi, ξi, ξk, ξk)

6 C
∑
i,k

|ξi|2ωY |ξk|
2
ωY = C(trω(t)(f∗ωY ))2,

where the constant C is an upper bound for the bisectional curvature of ωY
among all ωY -unit vectors. Now at x we have ∂i(trω(t)(f∗ωY )) =

∑
k,α f

α
kif

α
k ,
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and using the Cauchy–Schwarz inequality we have

|∂trω(t)(f∗ωY )|2ω(t)

=
∑

i,k,p,α,β

fαkif
β
pif

β
p f

α
k

6
∑

k,p,α,β

|fαk ||fβp |

(∑
i

|fαki|2
)1/2

∑
j

|fβpj |
2

1/2

=

∑
k,α

|fαk |

(∑
i

|fαki|2
)1/2

2

6

∑
`,β

|fβ` |
2

∑
i,k,α

|fαki|2


= (trω(t)(f∗ωY ))gijgk`fαkif
β
`jhαβ ,

(5.40)

and combining (5.39) and (5.40) we obtain(
∂

∂t
−∆

)
log trω(t)(f∗ωY ) 6 Ctrω(t)(f∗ωY ) + 1, (5.41)

at every point where trω(t)(f∗ωY ) > 0. On the other hand we also have(
∂

∂t
−∆

)
ϕ(t) = ϕ̇(t)− n+ trω(t)ω̂t >

1
2trω(t)(f∗ωY )− C,

for t > T0, thanks to (5.29) and Lemma 5.11. Therefore, if we choose A large
enough, we have that(

∂

∂t
−∆

)
(log trω(t)(f∗ωY )−Aϕ(t)) 6 −trω(t)(f∗ωY ) + C,

and from this we conclude easily that trω(t)(f∗ωY ) 6 C on X × [0,∞)
(note that at a maximum point of log trω(t)(f∗ωY ) − Aϕ(t) we must have
trω(t)(f∗ωY ) > 0). �

5.10. An optimal C0 estimate for the evolving metric

Define a smooth function ϕ(t) on Y by

ϕ(t)(y) =

∫
Xy

ϕ(t)ωn−m0∫
Xy

ωn−m0
,

which is just the fiberwise average of ϕ(t). We will also denote its pullback
f∗ϕ(t) to X by ϕ(t).
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Lemma 5.13. — There is a uniform constant C > 0 such that for all
t > 0 we have

sup
X
|ϕ(t)− ϕ(t)| 6 Ce−t. (5.42)

Proof. — Let ψ(t) = et(ϕ(t) − ϕ(t)). When we restrict to a fiber Xy we
have

etω(t)|Xy = ωSRF|Xy +
√
−1∂∂(ψ(t)|Xy ),

and
(ωSRF|Xy +

√
−1∂∂(ψ(t)|Xy ))n−m

(ω0|Xy )n−n = e(n−m)tω(t)n−m ∧ f∗ωmY
ωn−m0 ∧ f∗ωmY

= ω(t)n−m ∧ f∗ωmY
ω(t)n

eϕ(t)+ϕ̇(t)Ω
ωn−m0 ∧ f∗ωmY

6 C(trω(t)(f∗ωY ))n−m

6 C,

using Lemmas 5.11 and 5.12, and the elementary inequality

ω(t)n−m ∧ f∗ωmY
ω(t)n 6

(
ω(t)n−1 ∧ f∗ωY

ω(t)n

)n−m
,

which follows for example from the Maclaurin inequality between elementary
symmetric functions. Therefore Yau’s C0 estimate [88] applies, and using also
that

∫
Xy

ψ(t)ωn−m0 = 0, we obtain

sup
Xy

∣∣ψ(t)|Xy
∣∣ 6 C,

independent of t. Furthermore, this constant is uniform in y ∈ Y , since it
depends only on geometric quantities on the manifold (Xy, ωSRF|Xy ) (specif-
ically its Sobolev and Poincaré constants) and these are uniformly bounded
in y. This proves (5.42). �

Lemma 5.14. — There is a uniform constant C > 0 such that for all
t > 0 we have (

∂

∂t
−∆

)
ϕ(t) 6 C. (5.43)

Proof. — We have

∂

∂t
ϕ(t) =

∫
Xy

ϕ̇(t)ωn−m0∫
Xy

ωn−m0
6 C,

by Lemma 5.11. Next, recall from (5.22) that
∫
Xy

ωn−m0 does not depend

on y, so it is enough to estimate ∆
(∫

Xy
ϕ(t)ωn−m0

)
. To compute this, it is
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convenient to write the integral
∫
Xy

ϕ(t)ωn−m0 using fiber integration as∫
Xy

ϕ(t)ωn−m0 = f∗(ϕ(t)ωn−m0 )(y),

where the fiber integration map f∗ is defined for every proper submersion,
it commutes with d, and since f is holomorphic it preserves the (p, q) types
of forms, and therefore it also commutes with ∂ and ∂. Then we have

√
−1∂∂

(∫
Xy

ϕ(t)ωn−m0

)
=
√
−1∂∂f∗(ϕ(t)ωn−m0 )

= f∗(
√
−1∂∂ϕ(t) ∧ ωn−m0 ),

and so

∆
(∫

Xy

ϕ(t)ωn−m0

)
= trω(t)f

∗(f∗(
√
−1∂∂ϕ(t) ∧ ωn−m0 ))

= trω(t)f
∗(f∗((ω(t)− ω̂t) ∧ ωn−m0 ))

> −trω(t)f
∗(f∗(ω̂t ∧ ωn−m0 )),

but f∗(ω̂t ∧ ωn−m0 )) is a smooth (1, 1) form on Y which satisfies

f∗(ω̂t ∧ ωn−m0 )) 6 CωY ,

for all t > 0. The Schwarz Lemma estimate (5.38) then implies that

∆
(∫

Xy

ϕ(t)ωn−m0

)
> −C,

and (5.43) follows. �

Proposition 5.15. — There is a uniform constant C > 0 such that for
all t > T0 we have

C−1ω̂t 6 ω(t) 6 Cω̂t. (5.44)

Proof. — We apply the maximum principle to

log(e−ttrω(t)ω0)−Aet(ϕ(t)− ϕ(t)),

for a constant A to be determined. To compute the evolution of
log(e−ttrω(t)ω0) we just use the Schwarz Lemma calculation in (5.41) to
the identity map from (X,ω(t)) to (X,ω0), which gives(

∂

∂t
−∆

)
log(e−ttrω(t)ω0) 6 Ctrω(t)ω0.
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At a maximum point of our quantity, assuming it is achieved at t > 0, we
have

0 6
(
∂

∂t
−∆

)
(log(e−ttrω(t)ω0)−Aet(ϕ(t)− ϕ(t)))

6 Ctrω(t)ω0 −Aet(ϕ(t)− ϕ(t))−Aetϕ̇(t) +Anet −Aettrω(t)ω̂t + CAet

6 CAet − trω(t)ω0,

as long as we choose A sufficiently large, using (5.28), (5.34), (5.42) and
(5.43). Therefore we conclude that

e−ttrω(t)ω0 6 C,

on X × [0,∞), which implies
ω(t) > C−1e−tω0 > C

−1e−tωSRF,

and adding this to (5.38) we obtain
ω(t) > C−1ω̂t,

which is half of (5.44). For the other half, it is enough to observe that
ω(t)n

ω̂nt
= eϕ(t)+ϕ̇(t) Ω

e(n−m)tω̂nt
6 C,

thanks to Lemma 5.11 and (5.33), and so the upper bound
ω(t) 6 Cω̂t,

follows. �

5.11. C0 convergence of the evolving metric

Lemma 5.16. — There is a uniform constant C > 0 such that for all
t > 0 we have

trω(t)(f∗ωY ) 6 m+ Ce−
t
8 . (5.45)

Proof. — We apply the maximum principle to
e
t
8 (trω(t)(f∗ωY )−m)− e t4 (ϕ(t) + ϕ̇(t)).

To compute the evolution of this quantity, we first calculate(
∂

∂t
−∆

)
ϕ(t) = ϕ̇(t)− n+ trω(t)ω̂t,(

∂

∂t
−∆

)
ϕ̇(t) = trω(t)(f∗ωY − ω̂t) + n−m− ϕ̇(t),(

∂

∂t
−∆

)
(ϕ(t) + ϕ̇(t)) = trω(t)(f∗ωY )−m,
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and from the Schwarz Lemma calculation (5.39), together with (5.44),(
∂

∂t
−∆

)
trω(t)(f∗ωY ) 6 trω(t)(f∗ωY ) + C(trω(t)(f∗ωY ))2 6 C.

At a maximum point of our quantity, assuming it is achieved at t > 0, we
have

0 6
(
∂

∂t
−∆

)
(e t8 (trω(t)(f∗ωY )−m)− e t4 (ϕ(t) + ϕ̇(t)))

6
e
t
8

8 (trω(t)(f∗ωY )−m) +Ce
t
8 − e

t
4

4 (ϕ(t) + ϕ̇(t))− e t4 (trω(t)(f∗ωY )−m)

6 Ce
t
8 − e

t
4

2 (trω(t)(f∗ωY )−m),

using Lemma 5.11. Therefore we get a uniform upper bound for this quantity,
and hence for e t8 (trω(t)(f∗ωY )−m). �

Theorem 5.17. — There are uniform constants C, η > 0 such that for
all t > T0 we have

trω(t)ω̂t 6 n+ Ce−ηt. (5.46)

This result may seem similar to the one obtained in Lemma 5.16, but
it is much more powerful and its proof is considerably harder. This was
originally proved when n = 2 in [80] (for a more general flow of Hermitian
metrics, which specializes to the Kähler–Ricci flow when the initial metric is
Kähler). The method of proof used there is special to this dimension, because
in this case the reference metrics ω̂t satisfy |R̂m(t)|ω̂t 6 Ce

t
2 , while in general

dimensions this is O(et). In these notes we present the proof obtained in [81],
which works in all dimensions. This will require us to first prove strong
estimates for the metric along the fibers, including proving (5.21), and then
we will be able to prove (5.46).

Before proving Theorem 5.17, we use it to complete the proof of (5.20).

Proof of (5.20). — We observe that for t > T0 we have,
ω̂nt
ω(t)n = e−ϕ(t)−ϕ̇(t) e(n−m)tω̂nt(

n
m

)
f∗ωmY ∧ ω

n−m
SRF

> e−ϕ(t)−ϕ̇(t) − Ce−t > 1− Ce− t4 ,

(5.47)
using Lemma 5.11. If now at any given point we choose local holomorphic
coordinates so that ω(t) is the identity and ω̂t is given by a positive definite
n× n Hermitian matrix A, then (5.46) and (5.47) give

trA 6 n+ Ce−ηt, detA > 1− Ce− t4 ,
and so Lemma 5.18 below gives

‖A− Id‖ 6 Ce−
η
2 t,
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which means
‖ω̂t − ω(t)‖C0(X,ω(t)) 6 Ce

− η2 t,

and since ω(t) 6 Cω0 (by Lemma 5.15), this gives

‖ω̂t − ω(t)‖C0(X,ω0) 6 Ce
− η2 t,

and remembering that ω̂t = f∗ωY +e−t(ωSRF−f∗ωY ), this gives (5.20). �

In the proof we have used the following elementary result:

Lemma 5.18. — Let A be an n × n positive definite Hermitian matrix
such that

trA 6 n+ ε, detA > 1− ε,
for some 0 < ε < 1. Then there is a constant C which depends only on n
such that

‖A− Id‖2 6 Cε,

where ‖ · ‖ is the Hilbert–Schmidt norm, and Id is the n×n identity matrix.

Proof. — The lemma is trivial for n = 1 so we may assume that n > 2.
Let λ1, . . . , λn > 0 be the eigenvalues of A. Define the normalized elementary
symmetric polynomials Sk by

Sk =
(
n

k

)−1 ∑
16i1<···<ik6n

λi1 . . . λik , for k = 1, . . . , n.

By assumption we have that S1 6 1 + ε
n and Sn > 1− ε. Together with the

Maclaurin inequalities we obtain

1 + ε

n
> S1 >

√
S2 > S

1
3
3 > · · · > S

1
n
n > 1− ε,

which implies that |S1 − 1| + |S2 − 1| 6 Cε for C depending only on n. A
direct calculation gives

‖A− Id‖2 =
n∑
j=1

(λj − 1)2 = n2S2
1 − 2nS1 − n(n− 1)S2 + n 6 Cε,

for C depending only on n. �

5.12. Estimates for the metric along the fibers

Our goal now is to prove (5.21), which we will then use to prove Theo-
rem 5.17. The first step is the following:

Theorem 5.19. — There is a constant C > 0 such that for every y ∈ Y
and all t > 0 we have

‖etω(t)|Xy‖C1(Xy,ω0|Xy ) 6 C. (5.48)
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In fact, we will reprove this result in Theorem 5.20 below, but we decided
to still present this proof in detail since it is self-contained.

Proof. — Given a point x ∈ X, let y = f(x) and choose local product
coordinates on an open set U 3 x and on f(U) 3 y as in Lemma 5.6, and let
ωE be the Euclidean metric on U in these coordinates. We may also assume
that in these coordinates U and f(U) are identified with unit balls in Cn
and Cm respectively, with x and y being the origin. We claim that on the
half-ball B 1

2
(0) ⊂ U we have

|∇Eω(t)|2ω(t) 6 Ce
t, (5.49)

for all t > 0. Assuming this holds, then restricting (5.44) to Xy we obtain

C−1e−tωE |Xy 6 ω(t)|Xy 6 Ce−tωE |Xy , (5.50)

and so on B 1
2
(0) we obtain

|∇E(etω(t)|Xy )|2ωE = e−t|∇E(ω(t)|Xy )|2e−tωE 6 Ce
−t|∇E(ω(t)|Xy )|2ω(t)

6 Ce−t|∇Eω(t)|2ω(t) 6 C,
(5.51)

using (5.49). Then (5.50) and (5.51) together prove (5.48) on B 1
2
(0), and a

simple covering argument gives (5.48) everywhere.

We are left with proving (5.49). Following Yau [88] we define a smooth
nonnegative function on U by

S = |∇Eω(t)|2ω(t),

which in fact equals |Γ|2ω(t) where Γkij are the Christoffel symbols of ω(t). We
calculate

∂

∂t
Γkij = ∂

∂t

(
gk`∂igj`

)
= −gk`∂iRj` + gkqgp`Rpq∂igj` = −gk`∇iRj`,

where ∇ is the covariant derivative of ω(t). We also have

gpq∇p∇qΓkij = gpq∇p(∂qΓkij) = −gpq∇pRkjiq = −gpq∇iRkjpq = −gk`∇iRj`,

using the second Bianchi identity, and

gpq∇q∇pΓkij − gpq∇p∇qΓkij = gpqRiqΓkpj + gpqRjqΓkip − gkqRpqΓ
p
ij ,

∆S = gpq∇p∇q
(
giagjbgkcΓkijΓcab

)
= |∇Γ|2ω(t) + |∇Γ|2ω(t) − 2Re

(
giagjbgkcg

k`∇iRj`Γcab
)

+ giagjbgkcg
pqΓkijRpaΓcqb + giagjbgkcg

pqΓkijRpbΓcaq − g
iagjbΓkijRkqΓ

q
ab,
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∂

∂t
S = S − 2Re

(
giagjbgkcg

k`∇iRj`Γcab
)

+ giagjbgkcg
pqΓkijRpaΓcqb

+ giagjbgkcg
pqΓkijRpbΓcaq − g

iagjbΓkijRkqΓ
q
ab,

and so (
∂

∂t
−∆

)
S = S − |∇Γ|2ω(t) − |∇Γ|2ω(t).

Let now ρ be a smooth nonnegative cutoff function, which is supported in
B1(0) and is identically 1 on B 1

2
(0), and with

√
−1∂ρ ∧ ∂ρ 6 CωE , −CωE 6

√
−1∂∂(ρ2) 6 CωE ,

where C is a dimensional constant. Recalling (5.28) and (5.44), we obtain
that ω(t) > C−1e−tωE , and so

|∇ρ|2ω(t) 6 Ce
t ∆(ρ2) > −Cet,

on U .

We can then compute(
∂

∂t
−∆

)
(ρ2S)

6 ρ2
(
∂

∂t
−∆

)
S + CSet + 2|〈∇ρ2,∇S〉ω(t)|

6 ρ2S − ρ2
(
|∇Γ|2ω(t) + |∇Γ|2ω(t)

)
+ CSet + 2|〈∇ρ2,∇S〉ω(t)|.

On the other hand, using the Young inequality

2|〈∇ρ2,∇S〉ω(t)| = 4ρ|〈∇ρ,∇|Γ|2ω(t)〉ω(t)| 6 4ρ|∇ρ|ω(t) · |∇|Γ|2ω(t)|ω(t)

6 4ρ|∇ρ|ω(t)|Γ|ω(t)
(
|∇Γ|ω(t) + |∇Γ|ω(t)

)
6 ρ2

(
|∇Γ|2ω(t) + |∇Γ|2ω(t)

)
+ CS|∇ρ|2ω(t)

6 ρ2
(
|∇Γ|2ω(t) + |∇Γ|2ω(t)

)
+ CSet,

and so (
∂

∂t
−∆

)
(ρ2S) 6 CSet,(

∂

∂t
−∆

)
(e−tρ2S) 6 CS.

Next, on B1(0) we define

ωt = ω
(m)
E + e−tω

(n−m)
E ,
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where ω(m)
E and ω(n−m)

E denote the Euclidean metrics on the two factors of
Cn = Cm × Cn−m. Thanks to (5.44) we have that

C−1ωt 6 ω(t) 6 Cωt, (5.52)

on U for all t > 0. Note that the covariant derivative of ωt just equals ∇E ,
independent of t, and that ωt is flat. Then, as in (3.23), we can compute(

∂

∂t
−∆

)
trωtω(t)

= −trωtω + e−tgiqt g
pj
t (g(n−m)

E )pq gij − g
i`
t g

pjgkq∇Ei gkj∇
E
`
gpq

6 −gi`t gpjgkq∇Ei gkj∇
E
`
gpq

6 −C−1S,

using (5.52) and the fact that e−tω(n−m)
E 6 ωt. It follows that if we take C0

large enough, then we have(
∂

∂t
−∆

)(
e−tρ2S + C0trωtω(t)

)
6 0.

Note that we have trωtω(t) 6 C, thanks to (5.52). Since ρ = 0 on the bound-
ary ofB1(0), the maximum principle then gives that e−tρ2S+C0trωtω(t) 6 C
on B1(0)× [0,∞), and so supB1/2(0) S 6 Ce

t, as required. �

The following improvement is due to Zhang and the author [82] (and in
fact it also gives another proof of Theorem 5.19):

Theorem 5.20. — For every k > 1 there is a constant Ck > 0 such that
for every y ∈ Y and all t > 0 we have

‖etω(t)|Xy‖Ck(Xy,ω0|Xy ) 6 Ck. (5.53)

Proof. — Given a point x0 ∈ X, let y0 = f(x0). To prove (5.53) we
choose local product coordinates on an open set U 3 x0 and on f(U) 3 y0,
centered at these points as in the proof of Theorem 5.19, and let ωE be the
Euclidean metric on U in these coordinates. We may assume that f(U) is
the unit ball in Cm, and U is the product of the unit balls in Cm and Cn−m.

For each t > 0 let Bt = Bet/2(0) ⊂ Cm, let B = B1(0) ⊂ Cn−m, and
define rescaling holomorphic maps

Ft : Bt ×B → U = B0 ×B, Ft(y, z) = (ye−t/2, z).

These maps are all equal to the identity when restricted to {0} × B, which
is a “vertical” chart contained in the fiber Xy0 . Thanks to (5.44) we have

C−1(f∗ωY + e−tω0) 6 ω(t) 6 C(f∗ωY + e−tω0),
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on U , and so the metrics
ωt(s) := etF ∗t ω(se−t + t), −1 6 s 6 0,

on Bt ×B satisfy
C−1F ∗t (etf∗ωY + ω0) 6 ωt(s) 6 CF ∗t (etf∗ωY + ω0),

and
∂

∂s
ωt(s) = −Ric(ωt(s))− e−tωt(s), −1 6 s 6 0.

It is readily verified, using product coordinates as above, that the metrics
F ∗t (etf∗ωY + ω0) converge smoothly on compact subsets of Cm × B to a
limiting Kähler metric. Indeed, if we write

f∗ωY (y, z) =
√
−1

m∑
α,β=1

(gY )αβ(y)dyα ∧ dyβ ,

ω0(y, z) =
√
−1

m∑
α,β=1

(g0)αβ(y, z)dyα ∧ dyβ

+ 2Re
(
√
−1

m∑
α=1

n−m∑
i=1

(g0)αi(y, z)dyα ∧ dzi

)

+
√
−1

n−m∑
i,j=1

(g0)ij(y, z)dzi ∧ dzj ,

then we have

F ∗t (etf∗ωY + ω0)(y, z)

=
√
−1

m∑
α,β=1

((gY )αβ(ye−t/2) + e−t(g0)αβ(y, z))dyα ∧ dyβ

+ 2e−t/2Re
(
√
−1

m∑
α=1

n−m∑
i=1

(g0)αi(ye
−t/2, z)dyα ∧ dzi

)

+
√
−1

n−m∑
i,j=1

(g0)ij(ye
−t/2, z)dzi ∧ dzj

which converges smoothly on compact subsets of Cm ×B to

√
−1

m∑
α,β=1

(gY )αβ(0)dyα ∧ dyβ +
√
−1

n−m∑
i,j=1

(g0)ij(0, z)dzi ∧ dzj ,

which is a smooth Kähler metric. This implies that
C−1ωE 6 ωt(s) 6 CωE ,
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for all t > 0,−1 6 s 6 0, where ωE is a Euclidean metric on Cm×B. We can
therefore apply the local higher order estimates in Theorem 3.11 (note that
the coefficient e−t of e−tωt(s) in the evolution of ωt(s) is uniformly bounded)
and obtain that for every compact set K ⊂ Cm ×B there are constants Ck
such that

‖ωt(s)‖Ck(K,gE) 6 Ck,

for all t > 0,− 1
2 6 s 6 0. Setting s = 0 we obtain

‖etF ∗t ω(t)‖Ck(K,gE) 6 Ck,

and since Ft is the identity when restricted to {0} × B, which is identified
with Xy0 ∩ U , we obtain (5.53) after a simple covering argument. �

We will also need the following elementary result:

Lemma 5.21. — Let F : X× [0,∞)→ R be a smooth function such that
|∇(F |Xy )|g0|Xy 6 C, (5.54)

for all y ∈ Y, t > 0, such that∫
Xy

(F |Xy )ωn−mSRF = 0, (5.55)

for all y ∈ Y, t > 0, and such that
sup
X
F (x, t) 6 h(t), (5.56)

for all t > 0, where h(t) is a nonnegative function with h(t)→ 0 as t→∞.
Then we have

sup
X
|F (x, t)| 6 Ch(t)

1
2n+1 , (5.57)

for all t sufficiently large.

Proof. — Thanks to (5.56), it is enough to show that

inf
X
F (x, t) > −Ch(t)

1
2n+1 .

If this fails, then we can find tk →∞ and xk ∈ X such that

F (xk, tk) 6 −kh(tk)
1

2n+1 ,

and we may take tk large so that kh(tk)
1

2n+1 6 1. If we let yk = f(xk), then
thanks to (5.54) we have that for all x in the g0|Xyk -geodesic ball Br(xk) in
Xyk centered at xk, of radius

r = kh(tk)
1

2n+1

2C 6
1

2C ,

we have

F (x, tk) 6 −kh(tk)
1

2n+1

2 ,
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and so using (5.55), (5.56) we get

0 =
∫
Xyk

F (x, tk)ωn−mSRF (x) 6 −kh(tk)
1

2n+1

2

∫
Br(xk)

ωn−mSRF + Ch(tk).

But the metrics ωSRF|Xyk are all uniformly equivalent to each other, and
since r 6 1

2C we have∫
Br(xk)

ωn−mSRF > C
−1r2n > C−1k2nh(tk)

2n
2n+1 ,

and so we obtain k2n+1 6 C, which is impossible for k large. �

We can now prove (5.21).

Theorem 5.22. — For any given y ∈ Y we have

etω(t)|Xy → ωy, (5.58)

in C∞(Xy), where ωy is the unique Ricci-flat Kähler metric on Xy in the
class [ω0]|Xy . The convergence in the C0 norm is exponentially fast.

Proof. — We compute
(etω(t)|Xy )n−m

(ωSRF|Xy )n−m = e(n−m)t (ω(t)|Xy )n−m

(ωSRF|Xy )n−m

= e(n−m)tω(t)n−m ∧ f∗ωmY
ωn−mSRF ∧ f∗ωmY

=
(
n

m

)
ω(t)n−m ∧ f∗ωmY

Ω

= eϕ(t)+ϕ̇(t)
(
n

m

)
ω(t)n−m ∧ f∗ωmY

ω(t)n ,

and so the function F : X × [0,∞)→ R defined by

F = eϕ(t)+ϕ̇(t)
(
n

m

)
ω(t)n−m ∧ f∗ωmY

ω(t)n ,

satisfies

F |Xy =
(etω(t)|Xy )n−m

(ωSRF|Xy )n−m ,

and so ∫
Xy

(F |Xy )ωn−mSRF =
∫
Xy

(etω(t)|Xy )n−m =
∫
Xy

ωn−mSRF ,

so F −1 satisfies (5.55). It also satisfies (5.54) thanks to (5.48). Now, thanks
to Lemma 5.11 we have that

|eϕ(t)+ϕ̇(t) − 1| 6 Ce− t4 . (5.59)
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Choosing local coordinates at a point x ∈ Xy, so that at that point ω(t)
is the identity and f∗ωY is diagonal with eigenvalues (λ1, . . . , λm, 0, . . . , 0),
then at this point(

n

m

)
ω(t)n−m ∧ f∗ωmY

ω(t)n =
m∏
j=1

λj 6

(∑m
j=1 λj

m

)m
=
( trω(t)(f∗ωY )

m

)m
,

and so (5.45) gives(
n

m

)
ω(t)n−m ∧ f∗ωmY

ω(t)n = (trω(t)(f∗ωY ))m 6 1 + Ce−ηt,

for some uniform η > 0. Combining this with (5.59) gives that
F 6 1 + Ce−ηt,

everywhere on X× [0,∞), which verifies (5.56). Therefore Lemma 5.21 gives
us

|F − 1| 6 Ce−ηt,
for some smaller η > 0, i.e.

‖(etω(t)|Xy )n−m − (ωSRF|Xy )n−m‖C0(Xy,ω0|Xy ) 6 Ce
−ηt, (5.60)

for all y ∈ Y . Next, we compute

(etω(t)|Xy ) ∧ (ωSRF|Xy )n−m−1

= et
ω(t) ∧ ωn−m−1

SRF ∧ f∗ωmY
ωn−mSRF ∧ f∗ωmY

(ωSRF|Xy )n−m

= eϕ(t)+ϕ̇(t)
(
n

m

)
ω(t) ∧ (e−tωSRF)n−m−1 ∧ f∗ωmY

ω(t)n (ωSRF|Xy )n−m,

so the smooth function G : X × [0,∞)→ R defined by

G = eϕ(t)+ϕ̇(t)
(
n

m

)
ω(t) ∧ (e−tωSRF)n−m−1 ∧ f∗ωmY

ω(t)n ,

satisfies

G|Xy =
(etω(t)|Xy ) ∧ (ωSRF|Xy )n−m−1

(ωSRF|Xy )n−m ,

and the arithmetic-geometric mean inequality gives

(G|Xy )n−m >
(etω(t)|Xy )n−m

(ωSRF|Xy )n−m ,

and the RHS converges to 1 exponentially fast thanks to (5.60). Therefore
1 − G satisfies (5.56), and it also satisfies (5.55) (as is simple to verify)
and (5.54), thanks to (5.48). Another application of Lemma 5.21 gives us

|1−G| 6 Ce−ηt,
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for some η > 0, i.e.

‖(etω(t)|Xy ) ∧ (ωSRF|Xy )n−m−1 − (ωSRF|Xy )n−m‖C0(Xy,ω0|Xy ) 6 Ce
−ηt,

(5.61)
for all y ∈ Y . Therefore if we choose local coordinates along a fiber Xy such
that at a given point ωSRF|Xy is the identity and etω(t)|Xy is a positive-
definite Hermitian matrix A, then (5.60) and (5.61) imply that

trA 6 n+ Ce−ηt, detA > 1− Ce−ηt,

and so Lemma 5.18 gives

‖A− Id‖ 6 Ce−
η
2 t,

which implies

‖etω(t)|Xy − ωSRF|Xy‖C0(Xy,ω0|Xy ) 6 Ce
− η2 t,

for all y ∈ Y and t > 0, so the metrics etω(t)|Xy converge to ωSRF|Xy
exponentially fast. The convergence is smooth thanks to Theorem 5.20. �

5.13. Completion of the proof of Theorem 5.5

As we showed earlier, to complete the proof of (5.20) it is enough to prove
Theorem 5.17, which we can now do:

Proof of Theorem 5.17. — Recall that by definition

ω̂t = e−tωSRF + (1− e−t)f∗ωY ,

and that thanks to Lemma 5.16 we have

trω(t)(f∗ωY ) 6 m+ Ce−
t
8 .

It follows that to prove (5.46) it is enough to show that

trω(t)(e−tωSRF) 6 n−m+ Ce−ηt. (5.62)

To this end, fix a point x ∈ X and let y = f(x), and choose local product
coordinates near these points. At the point x we can then consider the (1, 1)
form ωSRF|Xy as defined for all tangent vectors to X at x (not just those
tangent to the fiber Xy) by using the obvious projection in these coordinates,
so it makes sense to estimate

trω(t)(e−tωSRF|Xy ) = tr(etω(t)|Xy )(ωSRF|Xy ) 6 n−m+ Ce−ηt,

thanks to Theorem 5.22. Lastly, we need to estimate the difference

trω(t)(e−tωSRF − e−tωSRF|Xy ),
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and to do this we write in local product coordinates at x

ωSRF − ωSRF|Xy =
√
−1

m∑
α,β=1

hαβdyα ∧ dyβ

+ 2Re

√−1
m∑
α=1

n−m∑
j=1

hαjdyα ∧ dzj

 ,

where we use greek indices for the base coordinates and latin indices for
the fiber coordinates. The term involving hjk is not present because ωSRF−
ωSRF|Xy vanishes when restricted to Xy. Therefore

trω(t)(e−tωSRF − e−tωSRF|Xy ) 6
∣∣∣gαβhαβ∣∣∣+ 2

∣∣∣gαjhαj∣∣∣ 6 Ce t2 ,
because thanks to (5.44) the terms gαβ are uniformly bounded, and the
terms gαj are bounded by Ce t2 by Cauchy–Schwarz (since gjk is of the order
of et). This completes the proof of (5.62). �

Lastly, to complete the proof of Theorem 5.5, we need to show that
(X, ω(t)

t ) converge to (Y, ωY ) in the Gromov–Hausdorff topology as t →
∞. Recall that since f is a submersion everywhere, Ehresmann’s Theo-
rem [46, Theorem 2.4] implies that f is a smooth fiber bundle. Then the
Gromov–Hausdorff convergence follows from (5.20) and the following (cf. [80,
Lemma 9.1]):

Theorem 5.23. — Let π : M → B be a smooth fiber bundle, where
(M, gM ) and (B, gB) are closed Riemannian manifolds. If g(t), t > 0, is a
family of Riemannian metrics on M with ‖g(t) − π∗gB‖C0(M,gM ) → 0 as
t→∞, then (M, g(t)) converges to (B, gB) in the Gromov–Hausdorff sense
as t→∞.

Proof. — For any y ∈ B we denote by Ey = π−1(y) the fiber over y.
Fix ε > 0, denote by Lt the length of a curve in M measured with respect
to g(t), and by dt the induced distance function on M . Similarly we have
LB , dB on B. Let F = π : M → B and define a map G : B →M by sending
every point y ∈ B to some chosen point in M on the fiber Ey. The map G
will in general be discontinuous, and it satisfies F ◦G = Id, so

dB(y, F (G(y))) = 0. (5.63)

On the other hand since g(t)|Ey goes to zero, we have that for any t large
and for any x ∈M

dt(x,G(F (x))) 6 ε. (5.64)
Next, given two points x1, x2 ∈ M let γ : [0, L] → B be a unit-speed mini-
mizing geodesic in B joining F (x1) and F (x2). Since the bundle π is locally
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trivial, we can cover the image of γ by finitely many open sets Uj , 1 6 j 6 N,
such that π−1(Uj) is diffeomorphic to Uj × E (where E is the fiber of the
bundle) and there is a subdivision 0 = t0 < t1 < · · · < tN = L of [0, L]
such that γ([tj−1, tj ]) ⊂ Uj . Fix a point e ∈ E, and use the trivializations
to define γ̃j(s) = (γ(s), e), for s ∈ [tj−1, tj ], which are curves in M with the
property that

|Lt(γ̃j)− LB(γ|[tj−1,tj ])| 6 ε/N,
as long as t is sufficiently large (because g(t)→ π∗gB). The points γ̃j(tj) and
γ̃j+1(tj) lie in the same fiber of π, so we can join them by a curve contained
in this fiber with Lt-length at most ε/2N (for t large). We also join x1 with
γ̃1(0) and x2 with γ̃N (L) in the same fashion. Concatenating these “vertical”
curves and the curves γ̃j , we obtain a piecewise smooth curve γ̃ inM joining
x1 and x2, with π(γ̃) = γ and |Lt(γ̃)− dB(F (x1), F (x2))| 6 2ε. Therefore,

dt(x1, x2) 6 Lt(γ̃) 6 dB(F (x1), F (x2)) + 2ε. (5.65)
Since F ◦G = Id, we also have that for all t large and for all y1, y2 ∈ B,

dt(G(y1), G(y2)) 6 dB(y1, y2) + 2ε. (5.66)
Given now two points x1, x2 ∈ M , let γ be a unit-speed minimizing g(t)-
geodesic joining them. If we denote by Lπ∗gB (γ) the length of γ using the
degenerate metric π∗gB , then we have for t large,
dB(F (x1), F (x2)) 6 LB(F (γ)) = Lπ∗gB (γ) 6 Lt(γ) + ε = dt(x1, x2) + ε,

(5.67)
where we used again that g(t)→ π∗gB . Obviously this also implies that for
all t large and for all y1, y2 ∈ B,

dB(y1, y2) 6 dt(G(y1), G(y2)) + ε. (5.68)
Combining (5.63), (5.64), (5.65), (5.66), (5.67) and (5.68) we get the required
Gromov–Hausdorff convergence. �

5.14. Smooth collapsing when the general fibers are tori

Having completed the proof of Theorem 5.5, we now show under the same
assumptions that if we assume that the generic fiberXy of f is biholomorphic
to the quotient of a complex torus by a holomorphic free action of a finite
group, then the collapsing in (5.11) is in the smooth topology. More precisely,
we show:

Theorem 5.24 ([22, 28, 31, 38, 82]). — Let (X,ω0) be a compact Kähler
manifold with KX semiample and 0 < κ(X) < n, and let f : X → Y
be the fibration as in Theorem 5.5, and assume that for some y ∈ Y \S′
the fiber Xy = f−1(y) is biholomorphic to a finite quotient of a torus. Let
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ω(t), t ∈ [0,∞) be the solution of the Kähler–Ricci flow (1.1) starting at ω0.
Then as t→∞ we have

ω(t)
t
→ f∗ωY , (5.69)

in C∞loc(X\S), where ωY is the same Kähler metric on Y \S′ as in Theo-
rem 5.5. Furthermore, the metrics ω(t)

t have locally uniformly bounded cur-
vature tensor on compact sets of X\S.

This theorem was proved in [22] under the assumption that Xy is bi-
holomorphic to a torus, that X is projective, and the initial class [ω0] is in
H2(X,Q), by adapting to this parabolic setting the proof of a similar result
for the elliptic complex Monge–Ampère equation in [31]. In the case when
X = Y ×F where c1(Y ) < 0 and F is a finite quotient of a torus, this theo-
rem was proved in [28]. The projectivity and rationality assumptions in [22]
were removed in [38], and finally the case when Xy is a finite quotient of a
torus was dealt with in [82]. We will give a unified treatment of these results,
following [31, 38, 82].

It is natural to conjecture that in the general setting of Theorem 5.5 (i.e.
when the fibers Xy are general Calabi–Yau manifolds) the smooth conver-
gence in (5.69) still holds. On the other hand, the local uniform boundedness
of the curvature of ω(t)

t is false when Xy is not a quotient of a torus. Indeed
thanks to (5.13) the metrics ω(t)|Xy converge smoothly to ωSRF|Xy , the
unique Ricci-flat Kähler metric on Xy in the class [ω0|Xy ]. But the metric
ωSRF|Xy is not flat, since otherwise Xy would be a finite quotient of a torus
by [44, Corollary V.4.3] and [45, Theorem IX.7.9]. It follows easily that the
largest bisectional curvature of ωSRF|Xy (among unit vectors) is strictly pos-
itive, and so the same is true for ω(t)|Xy for all t large. Since the bisectional
curvature decreases in submanifolds, the same is also true for ω(t) (at points
on Xy), and so the maximum of the curvature of ω(t)

t on Xy blows up to
infinity as t→∞.

Proof. — As in the proof of Theorem 5.5 we assume that ω(t) satisfies
instead the normalized flow (5.19). The statements that we need to prove
are local on the base Y \S′, so it is enough to prove that for every sufficiently
small open subset B ⊂ Y \S′, given any k > 0 there are constants Ck > 0
such that on the preimage U = f−1(B) we have

‖ω(t)‖Ck(U,g0) 6 Ck, (5.70)
and

sup
U
|Rm(ω(t))|ω(t) 6 C0, (5.71)

for all t > 0. Let us first give the proof of these in the case when Xy is in
fact biholomorphic to a torus for some y ∈ Y \S′. Then, using Ehresmann’s
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Theorem [46, Theorem 2.4] (which gives that f is a locally trivial smooth
fiber bundle over Y \S′) and the fact Y \S′ is connected, we immediately
conclude that all fibers Xy, y ∈ Y \S′ are diffeomorphic to a torus. But a
compact Kähler manifold which is diffeomorphic to a torus must be in fact
biholomorphic to a torus, as follows easily using the Albanese map, and
we conclude that all fibers Xy, y ∈ Y \S′ are biholomorphic to tori, say
Xy
∼= Cn−m/Λy, where Λy is a lattice in Cn−m. Since f is a holomorphic

submersion over Y \S′, we may choose a basis v1(y), . . . , v2n−2m(y) of the
lattice Λy which varies holomorphically in y ∈ B, for any sufficiently small
B ⊂ Y \S′. We can then construct another family f ′ of tori over B, by taking
the quotient of B × Cn−m by the holomorphic free Z2n−2m action given by

(`1, . . . , `2n−2m) · (y, z) =
(
y, z +

2n−2m∑
i=1

`ivi(y)
)
,

where y ∈ B, z ∈ Cn−m and `i ∈ Z. Note that while the choice of the
generating vectors vi(y) is not unique, the quotient does not depend on
this choice. This gives us a holomorphic submersion f ′ : U ′ → B with
fiber f ′−1(y) biholomorphic to Xy, for all y ∈ B. A theorem of Wehler [86,
Satz 3.6] then shows that the families f and f ′ are locally isomorphic, so
up to shrinking B there is a biholomorphism U ′ → U , which is compatible
with the projections to B. Composing the quotient map B×Cn−m with this
biholomorphism, we obtain a local biholomorphism p : B×Cn−m → U such
that f ◦ p(y, z) = y for all (y, z). The map p is thus the universal covering of
U .

The following is the key tool we need:

Proposition 5.25 ([29, 31, 38]). — Up to shrinking B, on U = f−1(B)
there is a closed semipositive definite real (1, 1) form ωSF which is semi-flat
in the sense that ωSF|Xy a flat Kähler metric on Xy for all y ∈ B, and such
that p∗ωSF =

√
−1∂∂η where η ∈ C∞(B × Cn−m,R) satisfies

η(y, λz) = λ2η(y, z), (5.72)
for all (y, z) ∈ B × Cn−m and λ ∈ R.

This was proved in [31, Section 3] when X is projective and [ω0] is ratio-
nal, following the recipe in [29], and was then proved in [38] in general. We
will not prove this here, but just say that the function η is given explicitly
by

η(y, z) = −1
4

n−m∑
i,j=1

(ImZ(y))−1
ij (zi − zi)(zj − zj),

where Z is a holomorphic period map from B to the Siegel upper half space
Hn−m of symmetric (n−m)×(n−m) complex matrices with positive definite
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imaginary part (so (ImZ(y))−1 in this formula is well-defined). The key
reason why this can be done is that Hn−m classifies complex tori which are
polarized by a Kähler class. We refer the reader to [31, 38] for the details of
the construction of Z (which is easier under the rationality assumption) and
of why this η satisfies our requirements.

Now, recall than thanks to Proposition 5.15 (or rather its generalization
to the case when S 6= ∅) we have that

C−1(e−tωSF + f∗ωY ) 6 ω(t) 6 C(e−tωSF + f∗ωY ),
where we used that on U we have that ωSF + f∗ωY is a Kähler metric. For
t > 0 let λt : B × Cn−m → B × Cn−m be given by

λt(y, z) = (y, zet/2),
which is a “stretching in the fiber directions” (compare this with the maps
Ft in Theorem 5.20 which were instead shrinking the base directions). Then
the metrics

ωt(s) := λ∗t p
∗ω(s+ t), −1 6 s 6 0,

on B × Cn−m satisfy
C−1(e−tλ∗t p∗ωSF + λ∗t p

∗f∗ωY ) 6 ωt(s) 6 C(e−tλ∗t p∗ωSF + λ∗t p
∗f∗ωY ),

for all t > 0,−1 6 s 6 0, and
∂

∂s
ωt(s) = −Ric(ωt(s))− ωt(s), −1 6 s 6 0.

But we have that f ◦ p ◦ λt = f ◦ p, so λ∗t p∗f∗ωY = p∗f∗ωY , and
λ∗t p
∗ωSF = λ∗t

√
−1∂∂η =

√
−1∂∂(η ◦ λt) = et

√
−1∂∂η = etp∗ωSF,

since
η ◦ λt(y, z) = η(y, zet/2) = etη(y, z),

thanks to (5.72). Therefore we conclude that on B × Cn−m we have
C−1p∗(ωSF + f∗ωY ) 6 ωt(s) 6 Cp∗(ωSF + f∗ωY ),

and so for each given compact set K ⊂ B × Cn−m there is a constant CK
such that on K we have

C−1
K ωE 6 ωt(s) 6 CKωE ,

for all t > 0,−1 6 s 6 0, where ωE is a Euclidean metric on B ×Cn−m. We
can therefore apply the local higher order estimates in Theorem 3.11 and
obtain that for every compact set K ⊂ B × Cn−m there are constants CK,k
such that

‖ωt(s)‖Ck(K,gE) 6 CK,k,

for all t > 0,− 1
2 6 s 6 0. Setting s = 0 we obtain

‖λ∗t p∗ω(t)‖Ck(K,gE) 6 CK,k, (5.73)
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and we still have
λ∗t p
∗ω(t) > C−1ωE ,

on K × [0,∞). In particular, this gives

sup
K
|Rm(λ∗t p∗ω(t))|λ∗t p∗ω(t) 6 C, (5.74)

for all t > 0. If now K ′ ⊂ U ⊂ X\S is a compact set which is small enough
so that K = p−1(K ′) ⊂ B × Cn−m is compact and p is a biholomorphism
on K (note that such compact sets K ′ cover U) then we have

sup
K′
|Rm(ω(t))|ω(t) = sup

K
|Rm(p∗ω(t))|p∗ω(t)

= sup
λ1/t(K)

|Rm(λ∗t p∗ω(t))|λ∗t p∗ω(t),

where λ1/t is the inverse map of λt. But the compact sets λ1/t(K) are all
contained in a fixed compact set of B × Cn−m, and so from (5.74) and a
covering argument we easily obtain (5.71). Also, (5.73) easily implies that

‖p∗ω(t)‖Ck(K,gE) 6 CK,k,

for any given compact set K ⊂ B×Cn−m (in fact, (5.73) is a much stronger
bound). Since p is a local biholomorphism, this (and another covering argu-
ment) proves (5.70), and completes the proof of Theorem 5.24 when Xy is a
torus.

If now the fiber Xy is just biholomorphic to a finite quotient of a torus, for
some y ∈ Y \S′ (and therefore for all such y, by the same argument as before
using Ehresmann’s Theorem), then we choose again a sufficiently small open
set B ⊂ Y \S′ such that f is a locally trivial smooth fiber bundle over B,
and so there is a diffeomorphism Ψ : B ×F → f−1(B), compatible with the
projections to B, where F is the smooth manifold underlying Xy. We use Ψ
to pull back the complex structure on f−1(B) to a complex structure J on
B × F , which is in general different from the product complex structure on
B×Xy. This way, the map Ψ becomes a biholomorphism (where here and in
the following we always use the complex structure J on B×F ). If we now let
F̃ → F be a smooth finite covering map with F̃ a torus, then the map p : B×
F̃ → B × F is a smooth finite covering (hence a local diffeomorphism), and
so we can use it to pull back the complex structure J to a complex structure
J̃ on B × F̃ . This way p is also a local biholomorphism, and so pulling
back a Kähler metric on f−1(B) via Ψ ◦ p we obtain a compatible Kähler
metric on B × F̃ . Then the projection π : B × F̃ is by construction equal to
f ◦ Ψ ◦ p, and so it is holomorphic, and clearly a proper submersion. This
implies that its fibers X̃y = π−1(y) are all compact complex submanifolds of
B× F̃ (with the complex structure J̃), and so they are also Kähler, and each
X̃y is diffeomorphic to the torus F̃ . As remarked earlier, this implies that
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all fibers X̃y are in fact biholomorphic to complex tori Cn−m/Λy. Therefore
the family π over B has torus fibers, and pulling back the solution ω(t)
of the Kähler–Ricci flow via the holomorphic finite covering map Ψ ◦ p we
obtain a solution p∗Ψ∗ω(t) of the Kähler–Ricci flow on B × F̃ . We can then
apply Proposition 5.25 to B× F̃ and get a semi-flat form ωSF with the same
properties, and from Proposition 5.15 we again have

C−1(e−tωSF + π∗ωY ) 6 p∗Ψ∗ω(t) 6 C(e−tωSF + π∗ωY ),
on B × F̃ for all t > 0. Then the rest of the argument above goes through,
and we obtain (5.70) and (5.71) on B × F̃ for the metrics p∗Ψ∗ω(t). Since
Ψ ◦ p is a holomorphic finite covering, these estimates immediately imply
those for ω(t) on f−1(B). �

6. Some open problems

In this closing section, we collect some well-known open problems on the
Kähler–Ricci flow (in addition to the conjectures that we have already dis-
cussed in Section 4), related to the material discussed in these notes.

6.1. Diameter bounds

Diameter bounds for solutions of the Kähler–Ricci flow as we approach
a singularity are not easy to get. In general we expect:

Conjecture 6.1. — Let X be a compact Kähler manifold and ω(t) a
solution of the Kähler–Ricci flow (1.1) defined on a maximal time interval
[0, T ) with T <∞. Then there is a constant C > 0 such that

diam(X,ω(t)) 6 C,
for all t ∈ [0, T ).

This conjecture is known in the case when the limiting class [α] = [ω0]−
2πc1(X) is equal to π∗[ωY ] where π : X → Y is the blowup of a compact
Kähler manifold Y at finitely many distinct point and ωY is a Kähler metric
on Y , thanks to [67], and this is in fact the general case when n = 2 and the
singularity is noncollapsed. The conjecture is also known when X is Fano
and [ω0] = λc1(X) for some λ > 0, since as we mentioned earlier Perelman
proved that in this case diam(X,ω(t)) 6 C(T − t) 1

2 (see [56]), and it is also
proved in [62] for some special Fano fibrations (also discussed earlier).

In the case of infinite time solutions, we expect:
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Conjecture 6.2. — Let X be a compact Kähler manifold and ω(t) a
solution of the Kähler–Ricci flow (1.1) defined on [0,∞). Then there is a
constant C > 0 such that

diam
(
X,

ω(t)
t

)
6 C,

for all t > 0.

Recall that the existence of an infinite time solution is equivalent to KX

being nef. As mentioned earlier, the Abundance Conjecture for Kähler man-
ifolds would imply that KX is semiample, so in particular κ(X) > 0. Assum-
ing KX is semiample, if κ(X) = 0 then X is Calabi–Yau (by Lemma 5.4) and
we even have that diam(X,ω(t)) 6 C, thanks to Theorem 5.1. If κ(X) = n
then KX is nef and big, and in this case Conjecture 6.2 is proved in [34] when
n = 2 and in [74] when n 6 3 (see also [33] for further progress). Lastly, when
0 < κ(X) < n (this is the setup of Theorem 5.5), Conjecture 6.2 seems to
be open even in the case when n = 2, κ(X) = 1.

6.2. Volume growth

The growth of the total volume ofX as t→∞ for an infinite time solution
is a delicate issue as well. Indeed, the following conjecture is equivalent to
the Abundance Conjecture in the general Kähler case:

Conjecture 6.3. — Let X be a compact Kähler manifold and ω(t) a
solution of the Kähler–Ricci flow (1.1) defined on [0,∞). Then κ(X) > 0
and there is a constant C > 0 such that

C−1tκ(X) 6 Vol(X,ω(t)) 6 Ctκ(X), (6.1)

for all t > 0.

Since the Abundance Conjecture in the Kähler case is now known for
n 6 3 by [5], so is this conjecture. Indeed, by the Abundance Conjecture we
have that KX is semiample, and then as explained in Section 5 we get a fiber
space f : X → Y onto a normal projective variety of dimension κ(X) > 0,
such that K⊗`X = f∗L for an ample line bundle L on Y . This implies that
c1(KX)p = 0 for all p > κ(X), and so

Vol(X,ω(t)) =
∫
X

(ω0 + 2πtc1(KX))n

= ctκ(X)
∫
X

ω
n−κ(X)
0 ∧ c1(KX)κ(X) +O(tκ(X)−1),
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where c > 0 and∫
X

ω
n−κ(X)
0 ∧ c1(KX)κ(X) = 1

`κ(X)

∫
X

ω
n−κ(X)
0 ∧ f∗c1(L)κ(X) > 0.

The fact that conversely Conjecture 6.3 implies the Abundance Conjecture
follows easily from [53, Theorem 5.5] (which is the extension of [43, Corol-
lary 6.1.13] to the Kähler case), since (6.1) implies that KX is abundant (i.e.
its numerical dimension is equal to κ(X)).

We also have the following simple observation, related to Conjecture 6.3:

Proposition 6.4. — Let X be a compact Kähler manifold and ω(t) a
solution of the Kähler–Ricci flow (1.1) defined on [0,∞). Then there is a
constant C > 0 such that

Vol(X,ω(t)) 6 C, (6.2)
if and only if X is Calabi–Yau.

Proof. — If X is Calabi–Yau then Vol(X,ω(t)) is clearly constant. Con-
versely, if (6.2) holds then expanding

Vol(X,ω(t)) =
∫
X

(ω0 + 2πtc1(KX))n,

we see that we must have ∫
X

ωn−1
0 ∧ c1(KX) = 0.

Since c1(KX) is nef, the Khovanskii–Teissier inequality for nef classes (see
e.g. [23])∫

X

ωn−1
0 ∧ c1(KX) >

(∫
X

ωn−2
0 ∧ c1(KX)2

) 1
2
(∫

X

ωn0

) 1
2

,

implies that
∫
X
ωn−2

0 ∧c1(KX)2 = 0. The result now follows from the Hodge–
Riemann bilinear relations on Kähler manifolds, proved in [14]. Indeed, fol-
lowing their notation, we set ω1 = · · · = ωn−1 := ω0, so that the condition∫
X
ωn−1

0 ∧ c1(KX) = 0 says that c1(KX) ∈ P 1,1(X), while the condition∫
X
ωn−2

0 ∧ c1(KX)2 = 0 says that Q(c1(KX), c1(KX)) = 0. Since by [14,
Theorem A] the bilinear form Q is positive definite on P 1,1(X), this implies
that c1(KX) = 0, and so X is Calabi–Yau. �

6.3. Singularity types

Following [37] we say that a solution ω(t) of the Kähler–Ricci flow (1.1) on
a compact Kähler manifoldX, defined on a maximal time interval [0, T ), T <
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∞, develops a type I singularity at time T if we have
sup

X×[0,T )
(T − t)|Rm(ω(t))|ω(t) < +∞,

and a type IIa singularity if
sup

X×[0,T )
(T − t)|Rm(ω(t))|ω(t) = +∞.

While type I singularities are easy to construct, this is not the case for
type IIa singularities. The first compact examples, for the Ricci flow on
Riemannian manifolds, were constructed in [32]. Since these examples are
not Kähler, this leaves open the following:

Problem 6.5. — Construct a type IIa finite time singularity of the
Kähler–Ricci flow on a compact Kähler manifold.

For example, when X is Fano and [ω0] = λc1(X) for some λ > 0, then the
singularity being type I is equivalent to the curvature remaining uniformly
bounded for all t > 0, after we renormalize the flow to have constant volume
(the normalized flow exists for all t > 0). It seems very likely that there exist
Fano manifolds where the normalized flow does not have uniformly bounded
curvature, but no examples have been found yet.

On the other hand, in the Fano case Perelman has proved a uniform
scalar curvature bound (see [56]), which in the unnormalized flow translates
to the estimate

R(t) 6 C

T − t
, (6.3)

on X × [0, T ). It is not known whether (6.3) holds for all finite time singu-
larities of the Kähler–Ricci flow, but see [90] for partial results.

We now discuss infinite time solutions, and their singularity types “at
infinity”. Again following [37] we say that a solution ω(t) of the Kähler–
Ricci flow (1.1) on a compact Kähler manifold X, defined for all t > 0,
develops a type III singularity at infinity if we have

sup
X×[0,∞)

t|Rm(ω(t))|ω(t) < +∞,

and a type IIb singularity if
sup

X×[0,∞)
t|Rm(ω(t))|ω(t) = +∞.

A simple scaling argument shows that type III is equivalent to the solution
of the normalized flow (5.1) having uniformly bounded curvature for all
t > 0, and type IIb to its negation. When n = 1 it follows from work of
Hamilton [36] that all infinite time solutions are type III. In the case of the
Ricci flow on real 3-dimensional compact Riemannian manifolds, all infinite
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time solutions are type III thanks to [2]. However, in the Kähler case when
n = 2 there are type IIb solutions. It is enough to take X a K3 surface, and
ω a Ricci-flat Kähler metric on X, which exists thanks to Yau [88]. Then
ω cannot be flat since χ(X) = 24 6= 0, so supX |Rm(ω)|ω = c > 0. Then
ω(t) ≡ ω is a static solution of the Kähler–Ricci flow (1.1), and

sup
X×[0,∞)

t|Rm(ω(t))|ω(t) = sup
t∈[0,∞)

ct = +∞,

so this solution is type IIb.

The following theorem was proved in [82]:
Theorem 6.6. — Let Xn be a compact Kähler manifold with KX semi-

ample, and consider a solution of the Kähler–Ricci flow (1.1) (which neces-
sarily exists for all positive time).

(1) Assume κ(X) = 0. Then the solution is type III if and only if X is
a finite unramified quotient of a torus

(2) Assume κ(X) = n. Then the solution is type III if and only if KX

is ample
(3) Assume 0 < κ(X) < n, and let Xy be any smooth fiber of the fibra-

tion f : X → Y defined by sections of K⊗`X , for ` large. If Xy is not
a finite unramified quotient of a torus then the solution is type IIb,
while if Xy is a finite unramified quotient of a torus and S = ∅ (i.e.
Y is smooth and f is a submersion) then the solution is type III.

In particular, in all these cases the singularity type does not depend on the
initial metric.

Another proof of (2) was obtained in [33]. This theorem leaves open the
case when the generic fiber Xy is a finite unramified quotient of a torus, but
f is not a submersion everywhere. In this case the solution can be either
type IIb or type III, depending on the singularities and multiplicities of the
fibers contained in S. A complete classification when n = 2 is obtained
in [82], where it is also shown that in general dimensions if any component
of singular fiber is uniruled then the solution is of type IIb. It remains to
understand what happens when no such component is uniruled.

Considering Theorem 6.6, it is then natural to conjecture:
Conjecture 6.7. — Let X be a compact Kähler manifold with KX nef,

so every solution of the Kähler–Ricci flow (1.1) exists for all positive time.
Then the singularity type at infinity does not depend on the choice of the
initial metric ω0.

As mentioned above, this conjecture is only known when n 6 2, thanks
to [82].
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