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ON FAMILIES OF PISOT E-SEQUENCES

BY DAVID G. CANTOR (*)

In his investigations of the fractional parts of the sequence { W \ n = 0, 1, 2, ... },
Pisot [10] introduced "E-sequences". These are sequences of integers CQ > 0, e^, e^, . . .
with the property that e^ = N(^_ 1/^-2) tor all integral n ^ 2. [Here, N (x) is the
"nearest" integer to the real number x, i.e. x-1/2 < N(x) ^ x+1/2.] If X ^ 0
and 9 > 1 are real numbers, then Pisot showed that if

lim sup 11 ^9" 1 1 < ^,
n ^ " " 2(1+9)2

then the <?„ = N (kQ") form an E-sequence for n sufficiently large. [||^|| denotes
| ;c—N (x) [, the "distance" from x to the nearest integer.] Conversely, he showed that
each E-sequence, except for certain trivial exceptions, gives rise to 9 = lim ejcn-^ and

n—> oo
^ = lim (^-i/^T1). He further showed that each E-sequence with CQ = 2 or CQ = 3

n-+oo
satisfies a linear recurrence relation with constant coefficients. The form of these relations
seemed to depend, in a mysterious way, on e^ (mod e^). Flor [6] analysed the structure
of possible recurrence relations for E-sequences. Very recently Boyd [2] proved the
remarkable theorem that there exist E-sequences which do not satisfy any such recurrence
relation and showed explicitly that CQ = 14, e^ = 23 begins such an E-sequence.

From another viewpoint Bateman and Duquette [I], and then Grandet-Hugot [8]
investigated the formal analogues of Pisot's E-sequences over the field of formal Laurent
series in one variable. They proved theorems analogous to those already known
for E-sequences and analogues of some conjectured, but not proven, properties of
E-sequences.

Here we will combine these viewpoints. First, we study the formal analogues of
E-sequences over the field of Laurent series in one variable, using methods unique to
Laurent series and not having analogues over the fields of real or complex numbers. We
obtain many new results and recover all results of Bateman and Duquette, and Grandet-
Hugot in a more precise form.

(*) This work was supported in part by NSF Grant MPS 75-06686.
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284 D. G. CANTOR

Even more interesting are the applications of these results to Pisot's E-sequences. We
prove, for example, that i f p ( t ) and q ( t ) are polynomials with integral coefficients such
that q (0) = 1, p (0) > 0, and all zeros of p (t) have absolute value > 1, then the sequence
of polynomials { €„ (x) \ n = 0, 1,2, . . . } defined by

(l-xtp(t)lq(t))-1 = 1+xt f C^(x)r"
n=0

form an E-sequence for each sufficiently large integer x, from a certain no (not depending
on x) on. Pisot's sequences with CQ = 2 or 3 are of this type.

These "families" of E-sequences all have the property that

Ci(x) (mod Co (x)2)

is constant, thus putting Pisot's calculations in a much more general context. Moreover,

€„ (x)-C^-i (x)2/^ (^) -^o dn , where ^ d ^ t " = q(t ) / p (t) and po = p (0). The
n=o

principal results here are Theorems 5.1, 5.3, 5.4, and 5.5.
In Section 1, we introduce certain formal identities among Laurent series which are

central to all results of this paper. Section 2 is on the formal analogues of E-sequences,
and section 3 covers those which are rational. Section 4 is a collection of identities and
other results preparatory for Section 5, the main section of this paper.

The author would like to thank his student P. Galyean [7] who did many of the
calculations from which the results of this paper were conjectured.

In what follows K denotes an arbitrary field, K is its algebraic closure; K [1/x] denotes,
as usual, the ring of polynomials in 1/x with coefficients from K; K [[1/x]] denotes the
ring of formal power series in 1/x with coefficients from K; K { 1/x } denotes the field

00

of formal Laurent series of the form a (x) = ^ a^x\ where IQ may be < 0. Of
»=io

course K [[1/x]] is a subring of K { 1/x } and K { 1/x } is its quotient field. We define
o

the integral part ofa(x) as \a(x)} = ^ a,/x1; it is a polynomial in x, and the fractional
i=io

oo
part of a(x) as [a(x)} = ^ ^,/x1; it is in K [[1/x]] and has constant term 0.

i=i
Ifa^ ^ 0, define the degree ofa(x) by deg (a (x)) = -IQ. The zero series has degree - oo.
This definition of degree coincides with the customary one for polynomials in K [x].
We make K { 1/x } into a topological field by defining sets of the form

{a(x) (=K{l /x} |dega(x)^ i}

to be a fundamental basis of open (and closed) neighborhoods of 0. We denote the field
of real numbers by R and the field of complex numbers by C. If a (x) e C { 1/x } and

00

b(x)= ^ bJxie^{\|x}, we write a ( x ) ^ b ( x ) if | aA ̂  b, for all i. If x e R
i=io ' '

denote by [x] the greatest integer ^ x.

4° SERIE — TOME 9 — 1976 — N° 2



ON FAMILIES OF PISOT E-SEQUENCES 285

1. The basic identities
oo oo

Suppose that a (x) = ^ a^x1 and u (x) = ^ u^/x1 are formal power series in 1/x
1=1 i=o

with coefficients from a field K, and suppose that a^ ^= 0. Under these conditions there
00

exists a unique formal power series b (y) = ^ b^y1 with coefficients from the field K
1=1

satisfying b(\la(x)) = 1/x, or equivalently a ( l / b ( y ) ) = 1/y [9]. These relations imply
that a^b^ = 1. Now put

(1.1) v(y)=-yu(l|b(y))br(y)|b(y),
00

and write v (y) == ^ vjy1. Substituting y = \\a (x) into (1.1) and simplifying yields
1=0

the (equivalent) formula

(1.2) u (x) = - xv (I/a (x)) a' (x)/a (x).

Substituting y = oo into (1.1) or ^ = 0 0 into (1.2) yields UQ = VQ.
We now define two sequences { A^ (x) j n = 0, 1, 2, . . . }, { B^ (y) | n = 0, 1, 2, ... }

of polynomials by

(1.3) f^OO/x^ 1^
n=o l—ya(x)

and

(1.4) fA,(x)//= v(y)

n=o l—xb(y)

It is easy to verify that the polynomials A^ (x) and B,, ( y ) have degree ^ n and that the
coefficient of x" in A^ (x) [respectively, >'" in B^ (y)~\ is i?o &^ (respectively UQ a^). Some
specific values are

AQ = ^o» fio = ̂
(1.5) A i = y o & i ^ + ^ i , B i = M o a ^ + M i ,

A^ = ^;o^^2+(^ofr2+ l ;lfcl)x+ l ;2» 82 = Mo a?}7 2+(MO a2+M l a l )}7+M2•

The basic identity is given in the following theorem.

1.6. THEOREM. — We have
f A^x)=u(x)|a(x)n+^(x),

(1.7)
B^)=t^)/W+PnOO,

w/^r^ ̂  Oc) = ^ ani/^1 and ?„ (^) = ^ IW./? ^ = I? 2, 3, ... are formal power series
i=l i=l

w^A coefficients from K. Furthermore

(1.8) _ ^ ) ^ ^ _ ^ + ^ ^(^^ = ̂ + ^ p^^^n
l—^a(x) l-XO(^) n = l n = l

ANNALES SCIENTIFTQUES DE L'ECOLE NORMALE SUPERIEURE



286 D. G. CANTOR

and

(1.9) oto (x) = Mo - u (x), Po 00 = Vo - v (y).

Proof. - By (1.3), B, (y) is the coefficient of l / x " in u (x)/(l -ya (x)); equivalently B, (y)
is the residue of x"~1 u (x) dx/(l -ya (x)). Substitute x = l/b (z), dx = -V (z) dz/b (z)2.
Then B, (y) is the residue of

-zu(llb(z))b'(z) dz ̂  v(z) dz_ ̂  v(z) ^ y' dz
b^^l-ylz) ~z b(z')"(l-ylz) z fc(z)" ,"o z3 z '

Thus B, (y) = [i? (y)/b (y)"]. Define

P» 00 = - { » 00/fc 0')" } = B, (y) - v (y)lb (y)".

Interchanging the roles of x and y, define

a, (x) = - { u (x)la (x)"} = A, (x) - u (x)ja (x)\

This shows (1.7). Next

-^—=i^n(y')l^
l—ya(x) »=o

= y vw + y PB00

n-O X"fc(y)" n-0 X"

.__0__+fc(,)+S Mrt
1 -l/(»t&» .-I X'

-^y-.w^,^ ̂
l—xb(y) n=i x

-'W ̂  ̂  hW
l-xb(y) n=i x"

_M(X) + -^ = ,,+ g ^(^/x" = t.o+ E ̂ (x)/^,

Thus

l—^a(x) 1—X&(^) n = l n=l

where the last equality is obtained by interchanging the roles of x and ^. D

2. Formal E-sequences

In analogy to Pisot's definition of an E-sequence, let us define a formal E-sequence to
be a sequence of polynomials { Co (x), Ci (x\ C^ (x\ . . . } such that deg (€„) = 72 and
deg(C^+i (^-C^Oc)2/^-! (jc)) ^ 1. As opposed to Pisot's E-sequence, two conse-
cutive elements of a formal E-sequence do not determine the rest of the formal E-sequences.

2.1. THEOREM. — Under the hypothesis of Theorem 1.6, suppose UQ -=fc 0 (equiva-
lently VQ -^ 0). Then the sequences of polynomials { An (x) | n = 0, 1, 2, ... } and
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ON FAMILIES OF PISOT E-SEQUENCES 287

{ ̂  00 I" = O? I? 2, . . . } are formal ^.-sequences. For all n ^ 1 the coefficient of x"
w A^+i (x)A»_i (x)-A^(x)2 ^ Mo^-i/rf^1, w/z^ ^_i ^ ^ coefficient of \|yn~l

in v(y)/b(y\

Proof. - Since A» = A^(x) = M(^)/a(x)"+a^ (;c), we compute that

A„+lA„_l-A^=(l/./^+l+a„+l)(M/an-l+a„_l)-(M/a"+a„)2

^"-l+a„_lM/an+l-2a„M/an+oc„+la„_l-a2.

Each term in the right hand side of the latter expression has degree ^ n -1, except for the
term ^.lU/a^1 which has degree n if OLn-i,i ^ 0. Thus the coefficient of x" in
A^i A^_i-A^ is the coefficient of x" in a^_i M/a^1 which is ^n-i.1 Uo/a^1. Then,
if n ^ 2, we see by (1.8) that ^n-i,i is the coefficient of l/y~1 in Pi (y) = {-v(y)/b 0)},
so that ^n-1,1 = ̂ -i. If w = 1, then the coefficient of x in A;z Ao-A2 is the coefficient
of x in

(vobix2+(vob2+v^b^x-{-V2)vo-(vob^x+v^)2

which is i;o (vo b^ — v^ b^). Direct computation shows that this equals UQ Co/a2. Thus
if n ^ 1 the coefficient of x" in A^i A„_l-A^ is M() ^-i/^^1- Since

deg(A^iA»_i-A2) ̂  n, degCA^i-A2^.!) ̂  1. D

In [7], Galyean gives a proof, using algebraic function theory, that the sequence { A^ (x) }
is a formal E-sequence.

In [10], Pisot showed that if { CQ, e^, e^, . . . } is an E-sequence, then there exist unique
real numbers X > 0 and 9 ^ 1 such that

lim sup|^-X,9"| ^ 1/2 (9-I)2.
n->oo

We shall obtain analogues of these results for formal E-sequences and for some more
general sequences of polynomials.

2.2. THEOREM. - Supposeno ^ 1, s ̂  1, h ̂  OJare integers and {€„ (x) \ n = 0, 1, 2,... }
is a sequence of polynomials satisfying

(i) deg (C^) = ns+h, for n ^ 0 W
(ii) deg (C^i C^i-C^2) ^ ^+7/or a// n ̂  n^
Then there exists 9 (x) e K { l/^ } o/ rf^r^ s and K (x) e K { 1/jc } o/ degree h such

that deg (€„ (x)-X9") ^ j-h-sfor all n ̂  no-1.
Proof. — If n ̂  HQ, then

deg(C^/C^-C^-i) ̂  ns+7-(ns+/i)-((n-l)s+^)
=7+s-2A-n5.

Then if w > n ^ ^o»

deg(CJC,_i-C^/C^i)^j+5-2/i-ns.

ANNALES SCIENT1FIQUES DE L'ECOLE NORMALE SUPERIEURE



288 D. G. CANTOR

Hence the sequence { €„/€„_ i \n = no, n^+1, no+2, ... } is Cauchy and

e(x)=iimcvc^
n-»oo

exists; furthermore if n ^ no, then deg (9 (x)- CJCn_ i) ^j+s-2h-ns. Hence

degCC^-C^i/e"-1) ̂ j-h-ns and X(x) = Urn CJ9"
n-^oo

exists with deg (^-C^i/O""1) ^j-h-ns or deg^-^) ̂ j-h-s for ^ ^ ^o-l-
That ^ and 6 have the specified degrees is clear. D

As a corollary to Theorem 2.2, we obtain the analogue of Pisot's characterization of
E-sequences and the converse to Theorem 2.1.

2.3. COROLLARY. - Suppose {Cn(x)\n==0, 1, 2, . . . } is a formal E-sequence.
00 00

Then there are unique formal power series v ( y ) = ^ v^y^with VQ -^ Oandb(y) = ^ bi/y1

1=0 »=i
with &i 7^ 0 ^McA rta^

^ = £ Wif.
1 i /• \ *-^ • * " - ' '•-

—XO(^) n=0

Proo/. - The hypothesis of Theorem 2.2 are satisfied with HQ = s = 1, j = h = 0.
Hence there exist series X(;c) and 9(x) such that deg^-XO") ^ -1, deg(X,(x)) = 0
and deg(6(^))=l. Put u(x)=^(x) and a(x)=l/9(x). By Theorem 1.6, the
polynomials A^(x) defined in (1.4) satisfy A^(x) = [u(x)/a(x)n] = [KG"] = C^(x).

oo
Thus ^ Q, (x)/^" = v (y)/(l -xb (y)), where v (y) and 6 (y) are as defined at the beginning

n=o
of Section 1. D

We now give another characterization of the sequences of polynomials satisfying the
hypotheses of Theorem 2.2.

2.4. LEMMA. — Suppose s > 0 is prime to the characteristic of K, that co e K is a primi-
tive 5th root of unity, that 0 ^ h ^ s, and that { €„ (x) [ n = 0, 1, 2, . . . } is a sequence o
polynomials satisfying deg (C^) = ns+h for n ^ 0 a^

deg(C„^C„-l-C2„)^(n+l)5+/^-l for n ̂  1.
oo oo

77z^z ^r^ ^n^ /ww^r series v (y) = ^ vjy1 with VQ + 0 a^ A (^) = ^ bjy1

1=0 i=o
m7/z &i ^ 0, ^z^rf w;7/! coefficients in K ^c/z ^Aa?

£c.M/rtl=l•i:l""°(»>')')^ ^^ ^«^/ ̂  ^^ .

n=o 5 j=o \—xb(wy)

Proof. - By Theorem 2.2 there exist ^ of degree h and 9 of degree s such that
deg (C, - W) ̂  -1 for all n ̂  0. Let I / a (x) be one of the ̂  roots of 9 (x) in K { 1/x }

4° S^RIE — TOME 9 — 1976 — N° 2



ON FAMILIES OF PISOT E-SEQUENCES 289

and put u (x) == X (x) ^ (x^. Then C, (x) = A^+, (x), where A^ (x) = [̂  (x)/a (;c)"].
By Theorem 1.6,

SA,^--^-,
n=o l-xb(^)

or

SO^A,^)/^,)-"''^,
n=o l—xb^y)

Summing over j completes the proof of the formula. D

2.6. THEOREM. - Suppose [ Cn (x) | n = 0, 1, 2, ... } is a sequence of polynomials
and r ^ 0, s ^ 1, 0 ^ h < s are integers with s relatively prime to the characteristic ofK.
Suppose the polynomials Q, (x) satisfy

(i) deg (€„) = ns+hfor n ̂  0,
(ii) deg(C^ C^-C^2) ^ (^+r+ l )^+A- l

00

for n ^ r+1. T^w ^ €„ (x)|zns+h can be written in the form
n=0

( \rsi s-1 r^j / j \ r /v\(r-J)s
(2.7) x) 1 E (0 t;o 0)/ 4- £ ( x ) .,(z, x),

z/ 5 j=o 1-xb^z) j= i \z/

wA^r^ 0) ^ a primitive s^ root of unity, VQ (z) is a formal power series in K [[1/z]] with
non-zero constant term, and for j ^ 1, the Vj (z, x) are formal power series of the form

oo ^
u .̂ (z, x) = £ Cij(x)lz3 with the c^ (x) polynomials in K [x~\ of degree ^ s—1, and

i=0

b (z) = £ &,/z1 ^ in K [[1/z]] m^ &i ^ 0.
i=o

Proq/: — For r = 0, this is Lemma 2.4. Now suppose r ^ 1 and that the Theorem
has been proven for smaller values of r. Define €„ (x) as the polynomial obtained
from C» (x) by deleting all terms of degree ^ s. Then

deg^C^i-c^iXC^i-^-O-^-c^^Cn+r+^s+fc-l

for n ^ r+1. Put D^ = (C^ +1 - ̂  +1)/^ tor ^ ^-1. Then

deg(D^iD^_i~D;)^(n+l+r+l)+h-l-2s

=(n+r)s+f t - l

for ^ ^ r. Since deg(D^) = ^+/?, we see by induction that
00 /vY^^I s-l f^'n (fi\J T\ r-l / \r-l-j
I D,/̂  = ( x ) IS ; vo, (0,^ + E (^ .,(z, x).

"=o \z/ 5 j=o \—xb(wz) j=i\z J
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290 D. G. CANTOR

Now

f CJz^^ Xs f D^/z^^ f cjz^
n=0 n=0 n=0

=f^T sD^z^+^z.x),
\ Z / n=0

oo

since D_i = 0, and where ^.(z,^) = ^ cjz1^11. Substituting the above expression
n=0

oo

for ^ D,,/^54^ in the last formula and simplifying yields (2.7). D
n=o

3. Rational formal E-sequences

Suppose { €n I n == 0, 1, 2, . . . } is an E-sequence of rational integers satisfying
^ = X9"+£», where X + 0, 6 > 1 are real numbers and -1/2 ^ s^ < 1/2. Pisot [10]

00 00

has shown that if ^ s^ < oo then the function ^ ejz^ is rational. Other conditions
n=l n=l

for rationality, depending upon the rate at which the £„ approach 0 as r —> oo, have been
obtained by Pisot [10] and the author [4]. Here we study the analogous problem for
formal E-sequences and more general sequences of polynomials. This problem has also
been studied by Bateman and Duquette [1] and Grandet-Hugo [9]. We obtain more
precise results and use entirely different methods of proof.

If Cn (x) is a formal E-sequence and Cn (x) = [C^-i (x)2/^-^ (x)~] for all
large n, then deg (C^—C»_i/C,,_2) ^ n—3 for all large n and, by Theorem 2.2 there
exist ^ (x), 9 (x) such that deg (€„ — ̂ 9") ^ — 3 for all large n, and thus the hypotheses
of the following theorem are satisfied.

00 00

3.1. THEOREM. - Suppose '>.(x)= ^ Ki/x1 with ^o ^ ° and ° (x) = E SA1?
1=0 i=-i

with 9 - i T ^ O . Suppose X9" = A^ (x) + o^ (x) w/^r^ A^ (x) ^ a polynomial and
deg (a^ (;c)) ^ — 3/or a// tor^ n. Then there exist polynomials p i andp^y each with non-zero
constant terms, such that

piWy)2
EA.(XW^ plwy)

n=o p2(My)-^pi(My)ly

Furthermore 9 is algebraic over K (x) and satisfies the equation

^(l/9)-xpi(l/9)/9=0.

Proof. — Put a ( x ) = l / Q ( x ) and M (x) = X (x). From Theorem 1.6, since
00 00

E ^nW/y" = E PnC^)/^ we see that Pi 0) and ^ ( y ) are polynomials in 1 / y
=1 n=l

Now u (y)/b (y)" = B^ (j) + Pn (y) and B^ (^) is a polynomial of degree /z. Thus

46 S^RIE — TOME 9 — 1976 — N° 2



ON FAMILIES OF PISOT E-SEQUENCES 291

v(.y)/b(y) = BiOQ+PiOQ -WiO/^) and i^)/6Q02 = B,(^)+p,(^)=^^(i^)
define polynomials p^ and ^2- K follows that b (y) = p^ (\ly)l(ypz (l/^)) and that
v(y)=piWy)/p2^/y)'

Substituting in equation (1.4) completes the proof. D

3.2. THEOREM. — Under the assumptions and notation of Theorem 3.1, 9 has degree 1,
and its conjugates over K (x) have degree ^ 0.

Proof. — Suppose p^ has degree ^ and p^ has degree r^ Put r = max (r^+1, r^).
Put ^i (z) = z1"1 q^ (1/z) and ^2 (z) = ̂ 2 0^)- T^hen ^ (z) has degree r~l, q^ (z)
has degree r, and q^ (0)—^i (6) = 0. An elementary application of the theory of Newton
diagrams to the polynomial q^ (z)—xq^ (z) of degree r in z completes the proof. D

Let us denote the conjugates of 6 over K(x) by 9 = 9i, 62, 63, . . . , 9y. Under the
assumptions and notation of Theorems 3.1 and 3.2 we can write

r^--SA.(^,
l—xb(y) m=o

where v ( y ) = p, (I/y)2^ (1/y) and b ( y ) = p, ( l / y ) / ( y p 2 (l/^)). Then, by (1.2),

(3.3) K(x)=u(x)

= -xv (I/a (x)) a (x)ja (x)

=xt;(9(x))6'(x)/9(x).

Put \i (x) = xv (Qi (x)) Q'i (x)/Qi (x). The ̂  (x) are the conjugates of ^ (x) over the algebraic
field extension K (x, 9 (x))/K (x). Now an elementary partial fraction expansion yields

v(y) = E^(x)/(l-^9.(x)).
l—xb(y) 1=1

Thus

A»(x)= E^(x)9..(x)"
1=1

^(x)=iwQ^x)n.
i=2

Next /?i and p^ have non-zero constant terms, so

deg(i;(9(x») = deg(p?(l/9(x))/p2(l/9(x))) = 0.

If deg (9,) ̂  0 then deg(9;./9,) = -1, while if deg (9;) = 0 then deg (9;./9») < - 1. Thus if
deg (9,) + 0, then deg (?i,) = 0, while if deg (9^) = 0, then deg (̂ .) < 0. In particular,
deg (A,i) = 0 and deg (X,) ^ 0 for 2 ^ i ^ r. Summarizing we have

ANNALES SCIENTIFIQUES DE L'ECOLE NORMALE SUPERIEURE 38



292 D. G. CANTOR

3.4. THEOREM. - Under the assumptions and notation of Theorems 3.1 and 3.2 we can
write

An(x)= E^OOW,
1=1

0^)== EW9,(;c)",
i=2

where the 9, (x) are the conjugates of 9 (x\ the ^ (x) ^ the conjugates of X (x)
[defined by (3.3)]. Furthermore deg (9i) = 1, deg (?4) = 0 and deg (9,) ^ 0, deg (^) ^ 0
for l ^ i ^ r .

3.5. THEOREM. — Continuing the same assumptions and notation, suppose
o^OO-^O as n-» oo.

Then p^ (z)/pi (z) is a polynomial q (z) and then

EA^=^1^1^.
n = 0 1-X/(^(1/JO)

Furthermore if deg (q) = 1 rte« a,(x) = Q for n > deg(pi)-deg(q) while if deg (q) > 1
fAen

deg(a„0c))^-w-deg(pl)+deg(^
deg(g)-l

w?A equality when the right side is an integer.

Proof. - We have v (y ) / b ( y y " = y" pn, (l/y) where the^ are polynomials with non-zero
constant terms. This yields

PmO/jO = PiWy)(p2Wy)lpiWy)r~1,
and since all p^ are polynomials py, ( l / y ) / p i ( l / y ) is a polynomial q ( l /y ) . Then

P. (V) = { J^i (l/j0 ? (l/^)1"-1 }. If ?„ (y) = f P^", then ?„„ = 0 if
n=l

n>(m-l)deg(g)+deg(pi)-w, and ?„„= pi (0)^(0)'"-l ̂  0
if

n = (m -1) deg (q) + deg (pi) - m = m (deg (q) -1) + deg (pi) - deg (q).

Now a, (x) = ^ ^ /x ' " . If deg(^)=l, a, (x) = 0 if « > deg(>i)-deg(^). If
w= 1

deg(^) > 1, thenp^ = 0 if

m < (n + deg (^ - deg (pi))/(deg (q) -1);

this yields the upper bound for deg (o^ (x)\ Since ̂  + 0, when
n = m(deg(^)-l)+deg(pi)-deg(^),

we obtain the exact degree in this case. D
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3.6. Remark. — Under the assumptions and notation of Theorem 3.5 the conjugates
of 6 other than 6 itself, namely 62, 63, . . . , 6^ all have exact degree —l / ( r—l ) .

We shall need the following lemmas.

3.7. LEMMA. — Suppose Yo, Yi» 72, . . . is a sequence of elements of a unique factorization
domain D which satisfies a linear recurrence relation with constant coefficients; i. e. there

r

exist CQ, c^ . . . , c^ in D with CQ Cy i=- 0 such that ^ c^ Yn-i == ^ /or all n ̂  r. If r is
1=0

the least integer ^ 0 for which such a recurrence relation exists then CQ \ c^for 1 ^ i ^ r.
This is the Fatou-Hurwitz Lemma. See [11] for a proof.

3.8. LEMMA. — Suppose |AI, ̂  • • • » Hs fl7z^ 8^, 82, • • • ? 8, ar^ elements of a field.
s

Put Yi = Z l^fc 8j^ /or f = 1, 2, 3, . . . a^rf rf^/i^ an (sx 1) 6y (5'+1) matrix H = (A^.),
f c = i

w/z^r^ 0 ^ f,7 ^ ^ by putting h^ = ji+j+^for 0 ^ f ^ s, 0 ̂  7 ^ s— 1 and putting h^ = z1

/or 0 ^ f ^ 5". T/?^^ det (H) is a polynomial of degree ^ ^ in z which vanishes when z = a;,
1 ^ i ^ s.

s s
Proof. — Clearly det (H) is a polynomial of degree ^ s in z. Put ^ c; z1 = ]"J (z—5^).

1=0 i=i
Then, if 0 ^ f ^ s-\,

S^-E^trf^
1=0 »=o f c= i

= £ Mr1 £ c.s^
f e = l i=0

=0.
s

If now, z = Sk so that h,, = S[, then ^ c, h^ = 0 and det (H) = 0. D
1=0

3.9. LEMMA. — Suppose 81, 82, . . . , 8, and jii, ^2? • • • ? l^s ^^ elements of a field, all ̂
s

are non-zero, and the 8^ are distinct. Suppose the Yn = ^ Hi 8^ /^ ;/z ^ unique factori-
al

zation domain D and satisfy a linear recurrence relation with constant coefficients.
Then the 8^ are integral over D.

r

Proof. — There exist c,, not all zero, such that ^ c, Yn-» = 0 for " ̂  ''• We may
1=0

consider the recurrence relation as a system of homogeneous linear equations for the c^
with coefficients Ym e ̂  ̂ d hence choose the c^ from D. By Lemma 3.7 we may choose
CQ == 1. Then

E fi c^MiT =o
f c = l \ f = 0 /

for all n ̂  r. It is immediate that the 8^ satisfy the monic polynomial equation over D,
r

^ c^"1 = 0, and hence are integral over D. D
»=o
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3.10. LEMMA. — If [ii (x), U2 OO? • • • ? Hr OO ar^ ^ complete set of conjugate elements,
integral over K [^], a^ ̂ // have degree ^ 0 ̂ w they are all constant.

Proof. — The coefficients of the monic irreducible polynomial satisfied by the ^ (x)
are symmetric functions of the n, (x), hence polynomials of degree ^ 0. Thus these
coefficients are constant and this means that the H( are constant. D

Suppose now that 9 e K { 1 / x } is of degree s ^ 1 and X e K { 1 / x } is of degree h ̂  0.
Suppose X9" = Cn 00+£n Qc), where €„ (x) is a polynomial (of degree ns+h) and €„ (x)
has degree ^—1. Suppose further that e^Qc) has degree ^—2s—l for all large TZ,
say n ̂  HQ. Consider the equations

(3.11) f>iMC^(x)=0,
1=0

5

where r^x) = ^ ^ij^"7; (3-11) u^y be considered as a set of homogeneous linear
j==o

equations in the unknowns r^j. As such the number of equations is 1 + the degree
of (3.11), hence is l+.sl+(^o+^)•s'+/^• The number of unknows is (s+1) (d+1). If
d=nQS+h^-l, then there are more variables than equations and (3.11) has a
solution ro (x)^ r! (x\ ' ' ' ? ^ (^^ where not all of the r, (x) are 0. Suppose we have

d
shown for some n that ^ r; (x) Cn +i(x) = 0. Then

»=o
C„+l(x)=X9n+ l+6^l=9C„(x)+e^l-98„

and hence

^ r.(x)C^^(x)=9 ̂  r,(x)C^(x)+ ̂  r.(x)(s^i-98^)
i=0 i=^ i=0

= L^W(£n+l-9Sn).
t=0

If w ^ »o, then the degree of the last expression is ^s+s—2s—l =--L and since it is
d

a polynomial it is 0. Thus, proceeding inductively, ^ ^ (x) C^+i (x) = 0 for all n ^ n^
1=0

00

It follows that the formal power series ^ €„ ( x ) / y " is rational with denominator
n=0

d
S ^i (^)/J;d~i• We may assume that the above recurrence satisfied by the Cn is that of
1=0
minimal degree so that ro + 0 and by Lemma 3.7, we can even assume ^ = 1.

d
Furthermore ^ r, 9 (x)1 = 0 and hence 9 (x) is integral over K [x~\. Next,

»=o
f>.e,,+.(x)= ir.̂ '-e,,̂ ) ,̂

i=0 t=0

for all n ̂  ^o. Hence, by Lemma 3.7 applied to the unique factorization domain K [[1/x]]
(whose unique prime is 1/x), there exist formal power series 0 ^ CTQ, o"i, . . . , Og = 1
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e
in K [[1/x]} such that ^ a, e„+^ = 0, for all w ^ ^o- It is immediate that

1=0
t^^o-e)^1,
i=0 »=0

d-1
hence that ^ = rf—1. Thus the conjugates of 6 satisfy ^ CT, ^ l = 0. Since the CT,

i=0
all have degree ^ 0 the conjugates of 9 all have degree ^ 0. Suppose

00 00

^00 = £ ^njl^ and a; = £ Cy/^.
7=1 J=0

d-1
Ife^. = 0 for all large n and 7 <7o, thens^ = £ a^o Sn-i.jo. It follows that if e^->0

L»=o
as n —> oo then all a^o are 0, 0 ^ ; < e, so that all conjugates of 6 have degree < 0.
Following [1] let us call a non-constant 9 e K { 1/x } a PV element if it is algebraic
over K [1/x] and all of its conjugates have degree < 0 and call 9 a T-element if all of its
conjugates have degree ^ 0 and it is not PV.

We have proven:

3.12. THEOREM. — Suppose 9 (x) is of degree s and that \(x) has degree h ̂  0.
If {K (x) 9 (x)" } has degree ^ -2 s-1 for all n ^ n^ then 9 (x) is a PV or T element

d
o f K { x ] and satisfies an equation of the form £ r, (x) z1 = 0, w/^r^ r f ^ / Z o ^ + A + 1 ,

1=0
^d C^) = 1 ̂ d each r, (^) /^ degree ^ ^. T/*£, (x) —> 0 ̂ y w —^ oo then 9 (;c) ̂  a PV element;
otherwise it is a T element.

If we assume, in addition to the hypothesis of the last theorem, that s is relatively prime
to the characteristic of K we can obtain explicit formulas for the ^ (x). Let a (x) be one
of the s^ roots of 1/9 (x) in K [[1/^c]] and put u (x) = X (x) a (x)\ Then M (x) has degree 0,
aM has degree -1 and C^x) = [^(x^a^)^], Cn 00 = { u(x)/a(x)ns+h} = o^,

oo oo
in the notation of Theorem 1.6. It follows from the identity £ o^ Cc)/̂ "* = £ ?„ (^)/^

m=l n=l
of Theorem 1.6, that pi, p^, ... , 2^s have only finitely many non-zero terms of
the form Py/j^ withy = h (mod s), and the sum of these terms from P( is

(3.13) 1 ̂ ^'Wy),
S j=0

where (o is a primitive s^ root of unity in K. If i ^ I s then (3.13) is a polynomial
of degree ^ HQ s+h; moreover if £„ (x) —» 0 as n —^ oo, then (3.13) is a polynomial in 1/y
for all i. Put

g i = 1 £ o)^i;(®^)/6((o^y;
S j=0

^ differs from (3.13) by a polynomial in j\ Each of the terms v (^ y ) / b (^ y)1

has degree i, and ̂ ^ is a function of^5. Thus if f+A = 0 (mod ^), then ̂  has degree z,
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otherwise g^ has degree < i. We can write

(3.14) gi=yw+hws~hfi(y~s),

where /, is a polynomial of degree ^ ^o+[0'+^)/^]» and f, (0) ^ 0 if and only if
i-\-h =0(mod^). Define H(z) to be the (^+l)x(5'+l) matrix whose (i,j) entry is
gi+j-i for 1 ^ f ^ >y+ l and 1 ̂ j ^ s , and is z1"1 for 1 ̂  i ^ s+1 and y = s+1.
By Lemma 3.8 det (H (1/6 (o)-7' ̂ ))) = 0 for 1 ̂  y ̂ . Multiply the j^ column of H (z)
by ^-l:0'+/l)/sls for 1 ̂ j ^ s . Next multiply all but the first row of the resulting matrix
by y~\ This yields a matrix of which every element in the first s columns is a polynomial
in ̂ -s and whose determinant is a power of y times det (H (z)). If we expand the deter-
minant of this new matrix by cofactors of the last column, it is not hard to verify that

s
we obtain an expression of the form ^ p^ Cy"5) z1, where the p^ (y"5) are polynomials

1=0
in y~\pQ (0) ^ 0, p, (0) = 0 for 1 ̂  i ̂  s and p, (0) ^ 0. Clearly

F^CTWo^^o for i^^ 5.
Let 5 (T) be the greatest common division of the polynomials /?, (T) and define
<li (T) = pi (T)/5 (T) for 0 ^ i ̂  s. Then qo (0) ^ 0, ̂  (0) = 0 for 1 ̂  f ^ ^, ̂  (0) ^ 0,
and

(3.15) t^^lb^y^^O
i=0

tor 1 ̂ j ^ s . Note that

^E ^^(©^^((o^y
j=o

is a polynomial in 1/y for 1 ^ f ^ 2 ̂  and if s^ (;c) —» 0 as n —> oo then it is a polynomial
in l/^ for all n. When that is so, each \j(yb (^j y)) is integral over K [l/^] and satisfies

5

the equation ^ ^^iCv"5)^1 = 0.
i=o

Each coefficient of this equation is a polynomial in 1/y and the coefficient ofz5, ^<7, (.V"5)
has a non-zero constant term. By Lemma 3.7, ^^(^"O = 1 ^d hence ^s00 = T.

s

Now substitute y = I / a (x), b (y) = 1/x into (3.15) to obtain ^ ^ (a (x)5) x» = 0 or
1=0

s
since a (x)5 = 1/9 (x), ^ ^r, (1/9 (x)) x1 = 0. That is z = 9 (x) satisfies the equation

1=0rs .
^ ^, (1/z) x1 = 0. Put d = max deg (^ (T)). This equation can be written as a poly-
»=0 0^1=5

5 d
nomial in z and x, ^ Z'1 q^ (1/z) ̂ l and can be rewritten as r (x, z) = ^ r; (x) z1, where

»=o 1=0
the fi(x) are polynomials in x of degree ^ s, r^(x) = 1 and ^-i (^) has degree 5'.
If Gn(x)—>0 as T Z — » O O , then ^ (T)=T and then the r,(^) have degree ^ s-1
for 0 ^ f ^ d— 2. It follows from an application of Newton's diagram that all conju-
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gates of 9, other than 6 itself, have degree ^ 0 and, in fact, that their constant terms are
the roots of T4 ̂  (1/T) a polynomial of degree d— 1. In the special case that 8, (x) —> 0
as n—> oo, ^(T) = T, ^^(T) = T^"1 and all the constant terms of the conjugates
are 0. If r(x, z) factored, one of the factors would have the form ["[(^-G;), where

ie\
the 6; are roots of r (z, x) = 0 and all have degree ^ 0. By Lemma 3.10, this implies
that all 9f are constants. This is impossible and hence r (x, z) is irreducible.

In [8] Grandet-Hugot showed that the PV elements in k {1/x }, where A: is a finite
field, do not form a closed subset. We shall prove the much stronger.

3.16. THEOREM. — Suppose s ^ 1 is an integer relatively prime to the characteristic ofK.
The PV and T elements of degree s in K { 1/x } are both dense in the set of elements a
of degree s in K { 1/x }.

Proof. — If we choose a PV element 9 in K { 1 / x } such that deg(9—al/s) < -A,
then deg (9s-a) < s— 1 —h and 9s is a PV element of K { 1/x }. Thus we may assume
that s = 1. Now choose c^, CQ, c-i, . . . from K, inductively, so that

c(y)=c^y+Co+c.^ly+ ... + c_J/

satisfies deg(c (a)—x) < —h. Then an elementary application of Newton's diagram
shows that the polynomial equation yh(c(y)—x) of degree A + l in y has one root 9
of degree 1 and that the remaining roots have degree < 0, so that 9 is a PV element. Now,

deg(c(9)-c(a)) = deg((c(9)-x)-(c(a)-;c)) < -fo,
and

c(9)-c(a)==(9-a)(ci+...),

where the expression in parentheses has degree 0. Thus deg (9—a) <—h. Similarly
the polynomial yh(c(y)—x)—x has one root 9' of degree 1 which is a T element, and
deg(a-9') <-h+l.

4. Formal identities for F-sequences

Suppose CQ, c^, c^, ... is a sequence of complex numbers with CQ -^ 0. Put

c(t)= ^c,t\ d(t)= E^^==c(0-1

1=0 i=o

and define a sequence of polynomials Co (x), C^ (x), C^ (x), . . . by

(4.1) ———1^—— = 1+xt f C^x)t\
l-xt^c.t1

1=0
oo

Then €„ (x) has degree n and leading coefficient c^1. Put b, = c^ i and b (y) = ^ &,//;
1=1

put v (y) = 1, define a (x) = a^/x+a^/x2 + . . . by b ( I / a (x)) = 1 / x , and define
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M(x) = —xa'(x)la(x). In the notation of Section 1, C^(x) = An+i(x)/x. Then by
Theorem 1.6,

C^(x) == -^MMxy^+a^ (x)lx

=9'(x)9(x)n+c„(x),

where 6 (x) = I / a (x) has degree 1 and leading coefficient CQ = 1/a^, 9' (jc) = —a' (x)/a (x)2

has degree 0, and £„ (x) = o^n+i (x)/x has degree ^ —2.
Let us write

oo / oo \r

E^c= .E c.f)
t=0 \i=0 /

for integral r ^ 0, so that, of course, c^ = c», i = 0, 1, 2, ... Similarly write
|oo / oo \s

^^.^ Zd.^1=0 \i=o /

for integral ^ ^ 1. Note that c^ is a polynomial in Co, c^, ..., c, and that c^1^, is
a polynomial in CQ, c^ . . . , c». Now, by (4.1)

00 0 0 / 0 0 \r+^

x^C^Mf^^ E (xt^^t1) ,
n=0 r=0\ »=0 /

or
oo oo oo

EC,W("= E^E c,^.^^'.
n=0 r=0 i=0

Equating coefficients of like powers of t yields

(4.2) C^ îc ,̂..-̂ .
r=0

Next,

E^(x)/^= f PnW/^
n=l n=l

and
P«M={"(y)/&(j')"}

={^/c(l/y)"}
oo

= E ^n+jly^j=i
It follows that

OCn(x)= E^l^^l/^1

5=0

and that

(4.3) £nM=o^i(x)/x
oo

=: L ^s+l.n+s+2/xs •
5=0
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4.4. THEOREM. — We have

C,(x)C^(x)-C^(x)2

= Z^(cr+l,n-ras+l,n+s~^'cr+l,n-r-l as+ 1, n+s+ 1 + cr+ 1, n-r-2 ^s+ 1, n+s+l) xr

r , s

The sum is taken over integral r, s with r — s ' ^ 2 . (We put c^ = rf^ = 0 if i < 0.)

Proof. - Clearly

c^c^.-c^^ce'e^s^ce'e-^+e^^-o-e-^+e^i)2

=e/9ne,_,-2e'en-l£„_,+e/e"-2e„-E„2-,+£,-,s„
=(C„-S„)8„_2-2(C„_l-£„-l)8„_l+(C„_2-£„-2)e„-82_l+£„_28„

= ^'nsn-2~^^'n-l En-l+^w-2e/»+£n-l~£n-2sn

=[C^-2-2C,,-^-i+C^_2<|.

Substituting (4.2) for €„,€„_ i, €„ _ 2 and (4.3) for £„, £„ _ i, s,, - 2 completes the proof. D
We can obtain another convenient formula for Cn C^-z — C2. ̂  by the following method.

We have
1 = l + ^ f C^(x)^;

l-Xtc(t) n=0

1
=l=xs^ C,(x)s\

l—XSC(s) n=0

Hence if/= (1 -xtc(t))~1 .(l-xsc(s))~1, we see that

/= 1+x^ f C^t^xs S C^x)^"
n=0 n=0

+x2st f ^ C^(x)C,(x)s'"(".
m=0 n=0

Then x2 C^-i (x)2 is the constant term in//^ t" if w ^ 1, and ;c2 C^-2 Cn ^ the constant
term in//^"'1'1 t " ' 1 if n ^ 2. Thus x2 (€„ C^-2-C^_i) is the constant term in

1 1 ^f-/ l- l^_L---( s-^\J ~ \ " I'~M—^~z~\ ~ M-i-1—.r*/ i _ ^}f-(1,1}
[^^t11-1 S " ! " ) \S t ) i^n+l^n-1 ^^n^ ^ t j s ' ' t " ~ 1 S^1!"

This is the coefficient of ^"+1 ?'* in

s—t
(l-xsc(s))(l-xtc(t))
1 s-( / 1 1f—i- -—•—')

\1-X5C(S) \-Xtc(t)jx sc(s)-tc(t)\l-xsc(s) l-xtc(t)

=-T.^sitji cjx)^1-^1),
i j m=0
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where

h(s,t)=^^sitj
i J

S-t

sc(s)—tc(t)

Thus x2 (€„ C^-2-C^_i) is the coefficient of ^ + 1 1" in

E Z^E^c,_,-^ ,̂r ^w-"- E Z ^E ̂ c,_^ ̂  ^,^-,5^".
m=0 n=0 \ i=0 j=0

Hence
n-l

^2 ^ — v-^n-2 ^n-l} ~ Z^
i=0 i=0

^(C^-,-C^)= ^ ^+l..C^,_,-S^nC,.,
i=0 1 = 0

= E^-l.^l-^n)1^-,,
i=0

where we have put h.^^+i == 0 and used the identity A,y = /^.
We have proven

4.5. THEOREM. - We have

^(C^C^,-C^i)= E(^-l,n+l-^n)C^, D
i=0

Next note that

(4.6) h(s,t)= s~t

sc(s)-tc(t)
(s-t)d(s)d(t)
sd(t)-td(s)

(s-t)d(s)d(t)

(s-t)d^-st^ d^-1-^'-1)
J=2

d(s)d(t)

d^-st^ ^'f7-2-^,
7=2 i=0

Expanding the last expression yields.

4.7. THEOREM. — The h^ are polynomials with non-negative integral coefficients in
1/do = CQ, do, d^ d^, . . . D

We now consider the case when c (t) is a rational function p (t ) / q ( t ) where p (t)
and q ( t ) are polynomials in C [t ] and q(ft) = 1. Suppose

r == max(deg(^(Q), deg(^(Q))
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r r

and write t p ( t ) = ^ 7^ r1 and q ( t ) = ^ ^ r1. Now c(l/9(x)) = 9(x)/x; this is
1=1 i=o

the same as saying that t = 1/9 (x) is a root of q(t)—xtp(t) = 0. Call the roots of
q (t)-xtp (t), l/9i (x) (= 1/9 (x)), 1/92 (x), . . . , 1/9, (x). The 9, (x) are Laurent series
in 1/x (or some fractional power of 1/x), and each of these Laurent series converges for
sufficiently large x. It is easy to verify that as x —» oo, the 9^ (x) approach the reciprocals
of the roots of tp (t). Hence since p^ = CQ is not 0, 92 (x), 93 (x), . . . , 9, (x) have finite
limits as x—> oo, hence have degree ^ 0, and the number of degree 0 is deg(/?(Q);
Furthermore if deg ( p (t)) is r— 2 or r— 1 and p ( t ) has no repeated roots then the 9; (x)
will be Laurent series in 1/x. We apply the classical partial fraction decomposition
to obtain

1 ^ ^(x)———— ^ ,
l-xtc(t) 1=1 l--^(x)

with ^ (x) = x 9; (x)/9, (x). This yields

4.8. THEOREM. — We have

C,(x)= iwW
i= 1

s,W= Ee;(x)eiW
i=2

i /x= S eKx)/e,(x). D
1=1

We will use the special case when c; = £3 = 04 = . . . =0, later.

4.9. THEOREM. - Suppose c(t) = Cy + c^ /, rAen

eo^^i+D),

e^^eM^coD),
C,(x) = ('-^"^((l+D)"+2-(1-D)^2)/^2 CoD),

wAere

D-/^.
V CQX

P/w/. - Clearly

b (y) = coly + c^ly2 and CQ a (x) + c^ a (x)2 = 1/x,
ror

9(x)2 -xco9(x)-xci =0.

Solving the above formula for 9 (x), differentiating to get 9' (x), and using the formula
€„ (x) = Q\ (x) 9i (x)"+92 (x) 92 (x)", completes the proof. D
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5. F-Sequences

We call the sequence of integers CQ, c^, c^ . . . an ^-sequence (from no on) if CQ > 0 and
if for all n ^ HQ, 5^-a, the coefficient of x"~2 (which is formally the leading coefficient)
in €„ C^_2-C^_i, has absolute value ^ c^-1/! and if | 5^ \ = c^1/^ then the sign of the
leading coefficient of C^_ 2-C^-5^_ 2 C«-2/Co"' is - sign(§^), unless the latter
polynomial is 0 in which case we require that 6^_2 = C5~l/2• We shall call CQ, c^, c^, ...
a proper F-sequence (from no on) if in addition for all n ^ HQ either | S^-z \ < c'o'1/!
or | ^n-i | = ^S"1/^ and either the degree of the first non-zero coefficient of

^n^n-2~^n-l~^n-l^n-2

is =: n (mod 2) or the latter polynomial is 0. We shall call the sequence CQ, c^ c^ ...
an F-sequence from the beginning if HQ can be chosen equal to 2.

In the proof of the next theorem we give a simple, recursive way of calculating
F-sequences.

5.1. THEOREM. — Suppose CQ > 0, Ci, C2, . . . , c^-i are integers. There exists a unique
^-sequence from no on whose initial elements are CQ, c^, . . . , c^-i. Furthermore if CQ
is odd, or if no = 2 and CQ has a prime divisor not dividing c^, this ^-sequence will be proper.

Proof. - Put do = I / C o and inductively for 1 ̂  n ^ no-\ choose d^ so that
n n-l
^ Cid^.i = 0. Inductively, for n ̂  n^ if CQ ^ c,^_, + 1/2, put
=o » = i

/ n-l \ n

^ = ̂  -^'0 E ̂ -» and ^ = -do E ̂ _;.
\ » = i / »=i

n
With this choice of ^ and <^, we have ^ c,^_, = 0 and eg [ Jj < 1/2. If, however,

1=0
n

-GO ^ c ,<^_» = 1/2, the following "tie-breaking" rule must be used. Put
n-l

cn=~~co E ^i^n-i and define

S-fE ;,' o^J —— ____
^J5 f -n^T

i ty==o ^ ^(^-f^+C^^-f")
i=0

Let io be the least integer, if there are any, satisfying 1 ̂  io ^ n and for which
^'o-i,n+i ^ ^o,»- If ^0-1,^+1 < ^o,n' then put €„= c,+l/2; while if A^_i ,^i >/^
then put ^ = <-1/2. Finally if A'^.i^+i = h\^ for all f satisfying 1 ̂  i ̂  n, put

€„ = c^-1/2. As before put ^ =-rfo E ^^n-r Put c(0 = f c , ^ 1 and
1=1 i=o

oo

d (t) = ^ d, t 1 = 1/c (t). By Theorem 4.4, §„ _ 2 the coefficient of x"- 2 in €„ €„ _ 2 - C^ <
1=0

is 4, c^1. Hence if n ̂  no, then | §n-2 | ̂  c^-1/!, since | ̂  | ^ 1/(2 Co). If

IS^MCS-^I, then |^i=l/2co2,
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and in this case

dn=-do S c,d^i
1=1
n-l

=-^0 E C^_,-do^
i=l

=^o ((•„-(•„).
Thus

sign (5, _ 2) == -sign ((:„-<;„)
= sign(/iig-i,,+i-^^)

if(^-i,,+i-^,,) ^ 0, while 8^ > 0 if all A;-i.„+!-<„ = 0. Put

—————————-=l+xtn^C..^t i+C,tn+....
I -X^EC.C+C^")

\.=o /

By the choice of c,, C, Cn-2—C^_i has degree ^ n—3; since by Theorem 4.5

x2 (C'^C^-C^i) = ^ W-i,„+!-<„) €„_„ we have h'^ = 0. Next note that
1=0

(:„-(:„ = c,-c, and that C, C,_2-C^_i-5,_2 C,-2/cS~1 has degree ^ n-3. It follows
that

C,C,-2-C^_i = C„C„-2-C„2-l-6„_2C„_2/CnO'l

= iW-l.n+l-^;.n)C,-i/X2,
i=0

and the sign of the first non-vanishing coefficient of €„ C^_2~'^-i~'^w-2 C»-2/^o~1

is the sign of ^o-i ,n+i~^o,"» which is - sign(5^_2). If all ^ _ i ^ + i — A ^ are 0 then
§n-2 = ^o~1/^' Thus, the inductive definition of the €„ yields an F-sequence. Now §n-2 is
an integer, hence if CQ is odd, 5^ _ 2 cannot equal ̂ ~ ̂ 2, and thus the F-sequence is proper.
It is easy to verify that ^+1 d^ is integral and that for n ^ n^ c'o~1 c^ is the nearest mul-

n-i
tiple of c5~1 to - ^ (4~1 c,) (cS'1-1"1^-,). Alternatively, c^1 d^ is the residue

n-l

E1=1
n-l

of least absolute value (modulo c^"1) of - ^ (c^1 c,) (cS4'1"1^.,), and thenn-l\
0 ) ul ~

i=l

n-l

(5.2) co-^^- ̂  (cr1^^1-'^-.)
1=0

It follows that the "tie-breaking" rule need only be used when

c^d, == S1 (4~1 ^(co^-1^-,) = ̂ ^^(modco-1).
1=1

If we assume that CQ is even, n ^ HQ, and take (5.2) (mod Co) we obtain

(^' d,) = - ci (Co Ci) (mod co).
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When no = 2, then d^ =—Ci /Co; hence in order that the sequence not be proper,
there exists n such that

(^^^(-^"(modco).

If an odd prime divides CQ and not c^ then
(-c^cS-^modco);

while if CQ is even and c^ is odd then (—^i)" = ^5~1/^ ls not possible, unless » = 2.
When n = 2, C^ (x) Co (x) - Ci (x)2 == £•0^2 - ̂  and the polynomial C^ CQ - C\ - §o Co is 0.
Thus the F-sequence CQ, c^ c^ . . . is proper. D

The proof of Theorem 5.1 gives a simple recursive way of calculating an F-Sequence
using integer computations only. Specifically, given Co, c^ . . . , c^-i and do, d^ . . . , ^_i,
let Co4"1 d^ be the residue of least absolute value of

Yn = -S1 (4-1 ^(c-o-14-1 ^-.)(modc"o-1)
1=1

and Co"1 ̂  = Yn — ̂ 1 ̂ n' I11 ̂ is calculation the c, and Co4'1 d^ are integers. As we have
n=i

seen, this uniquely defines the F-sequences except when CQ ^ ^i^n-i = V^- When
»=i

this is the case the tie-breaking rule must be used. We must determine the sign of the first
non-vanishing ^_i^+i-/^ for sign (€„-€„) = sign(/^-i^+i-/^). We can express
the latter in terms of the djS by using (4.6). This can be simplified, and when i = 2,
one obtains, for example,

/n-l \

sign (^+i-^,n)= sign E ^n+i-j .
V-2 /

n—1
Note that if CQ is odd or has an odd prime divisor not dividing c^ then CQ ^ cJ d^-j

j= i
is never 1/2 and the tie-breaking rule is not needed. When CQ is even and c^ is odd,

n-i
then CQ ^ Cjd^-j ==1/2 only when n = 2, and then the above proof shows that

j= i
C2 = ^/Co+1/2.

When computing F-sequences, we may limit c^ to the range — Co/2 < c^ ^ Co/2.
Indeed, let the F-sequence from no on be CQ, c^, c^, . . . and as usual put

(\-xtc(t))-1 =l+xt^ C,(x)t\
n=l

Then, for integer XQ, the sequence Co (,Xo), Ci (xo), C^ (^o)» • • • sl an F-sequence with
initial terms CQ, c^ + <^ ^"o f01*

_____1 ^______1______

1-xf f C^xo)!" l-xfc(0/(l-xo^c(0)
n=0

l - X p f e Q ) XQ XQ
l-(x-}-Xo)tc(t) X+XQ X+XQ

X ^ XQ

(x+Xo)(l-(x+Xo)^(0) X + X Q
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=-^-(l+(x+xo)^f C^x+x^tn\+-^-
X+XQ\ n=0 ) X+XQ

oo

=l+xt ^ C^x+xo)^.
n=0

Since for any polynomial H (x), the leading coefficient of H (x+Xo) equals the leading
coefficient of H (x), the definition of F-sequences shows that Co (xo), Ci (xo), C^ (xo), . . .

/ w \~1
is an F-sequence from no on. Note that ^ C,,(xo)^" = d(t)-Xot. It follows

\n=0 /
from this that the sign of the first non-zero (^;-i ,n+i—^^) does not depend upon d^
(cf. Theorems 4.5 and 4.7). Furthermore, if CQ, c^ c^ . . . is a proper F-sequence,
then so is the sequence { (-1)1 ̂  [ i == 1, 2, 3, . . . }. Thus in most cases, we can limit Ci
to the range 1 ^ c^ < Co/2 (the cases where CQ divides c^ are trivial). We now consider
the application of F-sequences to Pisot's E-sequences.

Let CQ, Ci, €2, . . . be a sequence of integers with CQ > 0 and as before put
00

c ( t ) = ^ c,t \ and put
1=0

(i-^ccor^i+xtf c,(x)f".
5.3. THEOREM. — If CQ, c^ c^, . . . is an ¥-sequence from no on then for n ^ no and

all sufficiently large integers x we have €„ (x) = N(C^_i (^^C^-^ (^c)). Conversely
if there exists no such that for n ^ no and all sufficiently large integers x,

C^^N^-^x)2/^^)),

then CQ, ^i, ^2» • • • is an ¥-sequence from no on.

Before we give the proof we note there is no uniformity in n in the above theorem.
The magnitude required for x may depend upon n. Later, in the case when c ( t ) is
a rational function, we shall obtain this result uniformly in n.

Proof of Theorem 5.3. — We can write

C^-C^^x)2!^,^) = y,+Yl/x+Y,/x2+ ....

Then, for large x, €„ (x) = N(C^-i (x)2/^-^ (X)) if and only if | Yo | < 1/2), or
| Yo | = 1/2 and all remaining Y» = 0, or | Yo | = 1/2 and the first non-zero Yi» i = 1,2, 3,. . .
has sign opposite of Yo. By the definition of F-sequences, this occurs for all n ^ no
if and only if CQ, c^, c^, . . . is an F-sequence from no on.

We now give a simple construction for F-sequences.

5.4. THEOREM. — Suppose p (t) and q (t) are polynomials with integral coefficients such
that all roots ofp ( t ) have absolute value > 1, p (0) > 0, and q (0) = 1. Put

i c,t1 = p(t)lq(t).
1=0

Then Co, c^, c^ . . . is an ^-sequence.
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Proof. - Suppose that c ( t ) = p ( t ) / q (t), where/? (t) has all of its zeros outside the unit
circle. Then d (t) = q(t ) / p (t) is regular in the closed unit disk and the d^ go to 0
geometrically. D

oo

Note that if ^ rf? < oo, then by [3], d ( t ) is a rational function as above and hence
1=0

the di go to 0 geometrically. Under these circumstances, there is uniformity in
Theorem 5.3.

5.5. THEOREM. — Suppose | ^n | ̂  MR" for all n ^ 0, where R < 1, and suppose that
CQ, c^, c^, . . . is an ^-sequence from HQ on. Then there exists XQ such that if x is
an integer ^ XQ, then C^-z(x\ C^-i (x\ C^(x), ... is an ^.-sequence.

00

Proof. - Put, as before, &„ = c^_i, n = 1, 2, 3, . . . and then 1/6 (y) = y ^ djy"
n=0

and ?„ (y) = - { yn (^ d,/y^ }. Now
j

E ^(x)/^=S ^(y)^
n=l n=l

oo r / oo \" 1 /
< E ^n EW ^n

n==lt \ j=0 / J /

oo f / oo \-)

^ E ^ EMRW) .
n = l t \j=0 /J

We can compute explicity the last sum by considering the case when

dj = MR-7, d ( t ) = M/(1-RQ, c(0 = l/M-(R/M)f,
CQ = 1/M, Ci = —R/M and c^ = ^3 = ('4 = . . . = 0.

From Theorem 4.8 and 4.9 (the quadratic case), we obtain

^(x) ̂  M Oc/lMy^O-D)^2/^^)
= M (x/lM^^RM/x^/^D^+D)^2)
=M(2R/(l+D))n+2/(x2D),

where D=^/l-4RM/x. When x is sufficiently large, then 2R/(1+D)<1 and
^ W —> 0 as n —> oo. Now 9 (x) satisfies

1-^(1/6)^(1/6) =0 or x = 6(^+^i/6+ .. .)/(pi+p2/Q+ ...),

where p (t) = /?i ^+^2 ^+ • . • and q ( t ) = ̂ o+^i ^+ • • • hence ^ ^ (qo/Po) ^; equiva-
lently, 6 ^ (polqo) x. It follows that there exists a constant ^ such that 6 (x) ^ ̂
for sufficiently large x. Then | 62 (x) ̂  (x) | < \^ M (2 R/(l +D))n+2/D. Hence there
exists jCo such that 62 (x) 8n (x) —> 0 as 72 —> oo, uniformly in ^ ^ ^o- Now

r _p2 /F _ Q2£n-2-26E^4-8^ S^S^-S2.!

" n - l / " - 2 ~ l+s^/^-2 ''^-^c,.,'
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Thus Cn—C^_JCn-2 —> Q SLS n—> oo uniformly for x ^ XQ. So there exists n^ such that
C^ (x), C^+^ (x), C^^+2 C^)? • • • is an E-sequence for n ^ n^. By Theorem 5.3, we can
choose n^ = HQ, possibly at the expense of increasing XQ. D

The above proof gives a simple and effective way of calculating XQ. There is a simpler
proof of Theorem 5.5 in the case when q (t) has no repeated roots, but it does not lead
to quite so simple a way of estimating XQ. When q (Q has no repeated roots, we can write

W= Z W, 2 ^ z ^ r ,
j=o

where the 1/9 ;o are the roots of q(t). Then each 9^. (x) has degree ^ — 2 and
r

92 (x) s» (x) = 92 (x) ^ Q[ (x) 9, (x)" has degree ^ 0 and goes to 0 as n -> oo.
i=2

Since the degree is ^ 0, this convergence to 0 is uniform in x when x is so large that
| 9, (x) | < 1 for 2 ^ i ̂  r.

In this thesis [7], Galyean did extensive computation of E-sequences using methods
similar to those described here. The following is a short table of known rational
F-sequences, from the beginning for 2 ^ CQ ^ 5, based upon computations of Galyean
and the author [5]. Except for 4, 2 and 4, —2, all of these F-sequences are proper.
In each case we give CQ, Ci, the rational function c ( t ) and the range of x for which
Co (x), Ci (x), C^ (x), . . . is a Pisot E-sequence. We omit pairs CQ, c^ for which CQ \ c^
and, with one exception, limit c^ to the range CQ < c^ < c^/2. Other omitted cases are
those in which we do not know if c (t) is rational.

5.6. TABLE OF F-SEQUENCES:

Co Ci c (t) Range of x

2 1 (2 - Q/(l - t) all x
3 1 3 + t all x
3 2 3 + 2 f + f 2 |;c ^ 1
3 4 (3-2 Q/(l - 2 t - { - t 2 ) all x
4 1 4 + ^ all x
4 2 (4-2^-r 2 ) / ( l - t ) x^O
4 -2 4 - 2 / + ^ 2 x^-14 -2 4 - 2 / + ^ 2 ^^-1
4 5 (4 -30/(1 - 2 ^ + ^ 2 ) all x4 5 (4 -30/(1 - 2 ^ + ^ 2 ) all x
4 7 (4 - t + 2 /^/(l -lt-\-t2 -t3) all ^

5 + ^
4 7 (4 - ^ + 2 /^/(l - 2 ^ + t2 - t3) all x
5 1 5 + t all ^
5 2 5 + 2 ^ + ? 2 | A : ^ I
5 3 5 + 3 1 + 212 + ^3 all ^
5 6 (5-4 r)/(l - 2 1 + f2) all ;c
5 8 ( 5 + 3 Q/(l - t - t2) all ^
5 9 (5 - r + 3 r2)/(l - 2 r + ^2 - t3) all ^
5 11 (5 - 4 r + t2 + 2 r3)/(l - 3 t + 2 r2 - f4) all ^
5 12 ( 5 + 2 t)/(l - 2 1 - t2) all ^

As a final remark we note that Pisot's definition of E-sequences was somewhat arbitrary.
He could, for example, have required that a^+^ = [^/^n-i] ̂ d Ais definition [which is
equivalent to a^ -n = N (a^/On-1 —1/2)] would lead to a different, but quite similar theory.
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More generally, given any sequence { y ^ } of real numbers one could require that
On = N(^_i/^_^+Y«). A similar comment applies to F-sequences. We could modify
their definition to require that €„ (x) = N (C^-i (^/C^ OO+y,,) for sufficiently large x.
Since the leading coefficient of €„ (x)-C^_i O^/C^i (^) is ̂  c^, the definition of the ̂
would have to be modified to require that || ̂  c^ -Yn || be ^ 1/2 with a special tie-breaking
rule in case of equality. If y^ is irrational then, of course, no tie can occur.
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