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VALUE FUNCTION AND OPTIMAL TRAJECTORIES FOR A
MAXIMUM RUNNING COST CONTROL PROBLEM WITH STATE
CONSTRAINTS. APPLICATION TO AN ABORT LANDING
PROBLEM™
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Abstract. The aim of this article is to study the Hamilton Jacobi Bellman (HJB) approach for
state-constrained control problems with maximum cost. In particular, we are interested in the charac-
terization of the value functions of such problems and the analysis of the associated optimal trajectories,
without assuming any controllability assumption. The rigorous theoretical results lead to several tra-
jectory reconstruction procedures for which convergence results are also investigated. An application to
a five-state aircraft abort landing problem is then considered, for which several numerical simulations
are performed to analyse the relevance of the theoretical approach.
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1. INTRODUCTION

Let T' > 0 be a finite time horizon and consider the following dynamical system:

v(s) = f(s,¥(s),u(s)), a.e. s € (t,T), (1.1a)
y(t) =y, (1.1b)

where f:[0,T] x R?¢ x U — R? is a Lipschitz continuous function, U is a compact set, and u : 0,T] = Uisa
measurable function. Denote y}!, the absolutely continuous solution of (1.1) associated to the control function
u and with the initial position y at initial time ¢ € [0,7]. Let K C R? be a given non-empty closed set and
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consider the following control problem and its associated value function:

— . @ u u T u T
I(t,y) ueLocn(l(ltI,lT),U){sren[ta,)T(’] (5, ¥ () V (v, (1) | ¥, (s5) €K Vs et ]}7

with the convention that inf® = 400 and where the notation a\/b stands for max(a,b). The cost functions
@ :[0,T] x R = R and ¢ : R? — R are given Lipschitz continuous functions.

In the case when K = R?, control problems with maximum cost have been already studied in the literature,
for instance in [6, 7] where the control problem with maximum cost is approximated by a sequence of control
problems with LP-cost. Then the value function is characterized as the unique solution of a Hamilton-Jacobi-
Bellman (HJB) equation. In [24], the case of lower semi-continuous cost function has been considered and the
epigraph of the value function is characterized as a viability kernel for a specific dynamics.

In the general case where the set of state constraints K is a non-empty closed subset of R? (K € R%), the value
function is merely l.s.c. and its characterization as unique solution of a HJB equation requires some assumptions
that involve an interplay between the dynamics f and the set of constraints L. A most popular assumption,
called inward pointing condition, has been introduced in [26] and requires, at each point of the boundary of K,
the existence of a control variable that lets the dynamics points in the interior of the set K. This assumption,
when it is satisfied, provides a nice framework for analysing the value function and also the optimal trajectories.
However, in many applications the inward pointing condition is not satisfied and then the characterization of
the value function as solution of a HJB equation becomes much more delicate, see for instance [1, 19].

Here we shall follow an idea introduced in [1] (in the context of Bolza problems) and that consists in character-
izing the epigraph of ¥ by means of a Lipschitz continuous value function solution of an adequate unconstrained
control problem. Actually, it is known that when the value function is only l.s.c., the characterization of its
epigraph becomes much more relevant than the characterization of the graph (see for instance [4, 13, 14]). In the
present work we consider a running cost problem, and we show that the epigraph of ¢ can be described by using
a Lipschitz continuous value function of an auxiliary control problem free of state constraints. Furthermore, the
auxiliary value function can be characterized as the unique Lipschitz continuous viscosity solution of a HJB
equation. This HJB equation is posed on a neighborhood IC;, of K with precise and rigorous Dirichlet boundary
conditions. This new result turns out to be very useful for numerical purposes.

Another new contribution of the paper focuses on the analysis of the optimal trajectories associated with
the state constrained optimal control problem with maximum cost. Several procedures for reconstruction of
optimal trajectories are discussed. The auxiliary value function w being a Lipschitz continuous function, we
show that the approximation procedures based on w provide a convergent sequence of sub-optimal trajectories
for the original control problem. More precisely, we extend the result of [25] to the optimal control problem with
maximum criterion and with state constraints (without imposing any controllability assumption on the set of
constraints KC).

The theoretical study of this paper is then applied to an aircraft landing problem in presence of windshear.
This meteorological phenomenon is defined as a difference in wind speed and/or direction over a relatively short
distance in the atmosphere. This change of the wind affects the aircraft motion relative to the ground and it has
more significant effects during the landing case. When landing, windshear is a hazard as it affects the aircraft
motion relative to the ground, particularly when the winds are strong [11]. In a high altitude, the abort landing
is probably the best strategy to avoid the failed landing. This procedure consists in steering the aircraft to the
maximum altitude that can be reached in order to prevent a crash on the ground. In the references [21, 22] the
authors propose a Chebyshev-type optimal control for which an approximate solution for the problem is derived
along with the associated feedback control. This solution was improved in [11, 12] by considering the switching
structure of the problem that has bang-bang subarcs and singular arcs.

Here, we consider the same problem formulation as in [11, 12, 21, 22]. The Hamilton Jacobi approach
is used in order to characterize the value function and compute its numerical approximations. Next, we will
reconstruct the associated optimal trajectories and feedback control using different algorithms of reconstruction.
Let us mention some recent works [2, 10] where numerical analysis of the abort landing problem has been also
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investigated with a simplified model involving four-dimensional controlled systems. Here we consider the full
five-dimensional control problem as in [11, 12]. Many simulations will be included in this paper involving data
of a Boeing 727 aircraft model, see [11].

Notations. Throughout this paper, |- | is the Euclidean norm and (-,-) is the Euclidean inner product on
RY (for any N > 1). Let E be a Banach space, we denote by Bg the unit closed ball {z € E : ||z||g < 1} of E.

For any set K C R%, K, °K and K denote its closure, complement in R¢ and interior, respectively. The
distance function to K is dist(z, K) = inf{jx —y| : y € K}. We will also use the notation dg for the signed
distance to K (i.e., dg(x) = —dist(z,°K) if z € K otherwise dg (z) = dist(z, K)).

For any a,b € R, the notation a\/b stands for the max(a,b) while a A b stands for min(a,b). Finally, the
notation Wh1([a,b]) is used for the usual Sobolev space of functions {f € L'(a,b), f' € L'(a,b)}.

2. SETTING AND FORMULATION OF THE PROBLEM

Let T' > 0 be a fixed time horizon and consider the differential system obeying

(2.1)

y(s) = f(s,y(s),u(s)), ae se(t,T),
y(t) =y,

where u(+) is a measurable function and the dynamics f satisfies:

(Hy) f:[0,T)xR4x U — R is continuous. For any R > 0, 3L > 0 such that for every u € U and s € [0, T):

\f(s,y1,u) — f(8,y2,u)| < Lr(jyr —w2|)  Vyi,y2 € R? with |y1]| < R, |y2| < R.

A measurable function u: [0,7] — R™ is said admissible if u(s) € U, where U is a given compact subset of
R™. The set of all admissible controls will be denoted by U:

U= {u :(0,T) — R™ measurable, u(s) € U a.e.}.

Under assumption (Hy), for any control u € U, the differential equation (2.1) admits a unique absolutely
continuous solution in W11([t, T]). The set of all absolutely continuous solutions of (2.1) on [t, T], starting from
the position y at initial time ¢ and associated to control functions in U, is defined by:

S () = {yiy € Wh([t, 1)), Y1y solution of (2.1) associated to u € U}.

Let K C R? be a closed subset of R%. For any y € R? and ¢ € [0,T], a trajectory y € Si,7)(y) will be said
admissible on [¢, T] if and only if:

Vselt,T], y(s) € K.

The set of all admissible trajectories on [t, T] starting from the position y will be denoted by S{tCT] (y):

Shr (W) =1{y € Sun(y), st.Vset,T], y(s) € L}

This set may be empty if no trajectory can remain in the set K during the time interval [¢, T]. Let us recall (see
[3]) that under assumption (Hy), the set-valued map y ~ Sy 71(y) is locally Lipschitz continuous in the sense
that for any R > 0, there exists some L > 0, S 71(y1) C Sp,1)(y2) + Ly — y2|Bwr(jo,r)) for all y1,y2 € R?
with |y1] < R and |y2| < R. This is no longer the case for the set-valued map y ~~ S[’tC’T] (y) even for simple sets

K and linear dynamics f. Moreover, if we assume that:
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(Hy) for every s € [0,T] and y € RY, the set f(s,y,U) = {f(s,y,u), u € U} is a convex set

then, by Filippov’s Theorem, for every y € R?, the set of trajectories Sit,7)(y) is a compact subset of WH([t,T))
endowed with the C%-topology.
Now, consider cost functions @ : [0,7] x R? — R and ¢ : R? — R satisfying:

(Hs) @ is a Lipschitz continuous function on [0, 7] x R% and ¢ is Lipschitz continuous on R%:

3L >0, |D(s,y) —P(s'y)| < La(ls — &'| + |y —y/) Vs, 8" €[0,T], ¥y, ¢’ € R,
AL, 20, o(y) —eW)| < Loly—y'| Vy,y' € R%

In this paper, we are interested in the following control problem with supremum cost:

Wt,y) = inf{ max B(s,y8, () \/ o (1) | ¥, € S5q <y>}, (2.2)

s€[t,T]

where ¥ : [0,T] x R? — R is the value function, and with the classical convention that inf{(} := +o0o. The aim
of this paper is to use Hamilton-Jacobi-Bellman (HJB) approach in order to describe the value function ¥ and
to analyze some algorithms for reconstruction of optimal trajectories. Note that, in general (when K # R%),
the value function ¥ is discontinuous and its characterization as unique solution of a HJB equation may not be
possible without further controllability assumptions, see [9, 1820, 24-26]. In the present work, we shall follow
an idea introduced in [1] to describe the epigraph of ¥ by using an auxiliary optimal control problem free of
constraints whose value function is continuous.

3. MAIN RESULTS: CHARACTERIZATION OF THE VALUE FUNCTION ¢

This section is devoted to the characterization of the value function ¥. For this, following [1], we shall first
consider (in Sect. 3.1) an auxiliary control problem free of state constraints and whose value function can provide
the value of 9. In this new control problem the state space is increased by one more component. We shall then
characterize the auxiliary value function as the unique solution of a HJB equation posed on [0,T] x R? x R.
This characterization is similar to a result already proved in [1].

Furthermore, in the next Section 3.2, we shall prove that the auxiliary control problem can be adequately
defined to get a characterization of the auxiliary value function by a HJB equation on [0,T] x IC;, x R, where
KC;, is a neighbourhood of K. This new HJB equation admits a Dirichlet condition on the boundary of IC,,. It is
worth-noting that the Dirichlet condition is very useful for numerical approximation purposes.

In Section 3.3, we will also investigate the link between the auxiliary control problem and the “reachability
time” problem that consists of maximizing the length of time interval during which a trajectory remains in the
set of constraints /C before leaving it. The reachability time function will be precisely defined in Section 3.3 and
the link with the auxiliary value function will be investigated in the case of autonomous control problems.

Later, in Section 4, we shall study some new results for trajectory reconstruction using the auxiliary value
function.

3.1. Auxiliary control problem free of state-constraints

First, consider the following augmented dynamics f for s € [0,T),u €U and 7 := (y,2) € R x R:

Fion = (),
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Let y(-) := (y#,(-), 2, .(-)) (where z!, () = z) be the associated augmented solution of:
y(s) = f(s,¥(s),uls)), se(t,T), (3.1a)
y(t) = (y,2)" (3.1b)
Define the corresponding set of feasible trajectories, for 4 = (y,2) € R? x R, by:

:S’\[t,T] (¥) :==1{y = (vt 2t'y.-), ¥ satisfies (3.1) for some u € U}. (3.2)

Remark 3.1. Under the assumptions (Hy) and (Hg), for every § € R? x R, the set §[07T} (y) is a compact
subset of W11([0,T7]) for the topology of C([0,T]; R4*!) (see [3]).

By adapting an idea introduced in [1], we define an auxiliary optimal control problem without state constraints
whose value function can help to compute ¥ in an efficient manner. For this, we consider ¢ : R? — R a Lipschitz
continuous function characterizing the constraints set X as follows:

Yy e R gy) <0 yek. (3.3)

In the sequel, we denote by L, > 0 the Lipschitz constant of g. Note that a Lipschitz function g satisfying
(3.3) always exists since K is a closed set (for instance the signed distance di(-) to K is a Lipschitz function
that satisfies the condition (3.3)). Therefore, for u € U, the following equivalence holds:

yiy(s) € Vs € [t,T] & m[?zj]g(yﬂy(s)) <0. (3.4)
sElt,

Now, consider the auxiliary control problem and its value function w:

wlt. ) = inf { o #(s.y(6),2(9) V (6T~ 2(1)) | 5= 0r2) € (@) ). 69

set,T]

where for (y, z) € R? x R, we define the function ¥ as:

U(s,y,2) = (8(s,9) —2) \/ 9(y)- (3.6)

By definition, the function ¥ is Lipschitz continuous under assumption (Hg). In the sequel, we shall denote by
Ly a bound of the Lipschitz constant for ¥. The following proposition shows that the level sets of this new
value function w characterize the epigraph of 9.

Proposition 3.2. Assume (H1), (H2) and (Hs). The value function w is related to ¥ by the following relations,
for every (t,y,z) € [0,T] x R? x R:

(i) I(t,y) —2 <0 w(ty z) <0,
() I(t,y) = min {z eER, w(t,y,z) < 0}.
Proof. (i) Assume 9(t,y) < z. This implies first that S[’tC’T] (y) is not empty and, by (Hy)—(Haz), it is a compact

subset of W1(0,T) (endowed with the C°-topology). Thus there exists an admissible trajectory y € S[’g 7] (y)
such that

max (2(s,5(s) = 2) \/ (¢(F(T) = 2) = v(t.y) =z < 0.

t<s<T
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By using (3.4), we obtain:

w(t,y,z) < max (@(s,y(s)) — z) max ¢(¥(s)) \/ (gp(y(T)) — z) <0.

T t<s<T t<s<T

Conversely, assume w(t,y, z) < 0. By Remark 3.1, there exists a trajectory y = (y,z) € §[t,T] (y, z) starting from
y = (y, z) such that

0= w(t,y,2) = max ¥(s,y(s),2) \/ (w(y(1)),

which gives:

(g 25,y DV 9(T) €2 and ma g((s) <0,

t<s<T

It follows that y is admissible on [¢t,T] and ¥(¢,y) < z. This ends the proof of (i). Assertion (ii) follows directly
from (i). O

Remark 3.3. Note that the value function ¥(¢,.) is L.s.c. and then its epigraph is a closed set. Moreover, from

Proposition 3.2, for every ¢ € [0, T:

Epi(d(t,.)) = {(y,z) ELXR | w(ty,z) < O}.

The value function w enjoys more regularity properties. It is then more interesting to characterize first w
and then to recover the values of ¥ from those of w.

Proposition 3.4. Assume (Hy) and (Hs) hold.
(i) The value function w is locally Lipschitz continuous on [0,T] x R? x R.
(i) For any t € [0,T], h > 0, such thatt+h <T,

wtp = wt eyl Y e #y(s.0))
§:=(3,2)€80 411 (0:2) seltt+h]

(iii) Furthermore, the function w is the unique continuous viscosity solution of the following HJ equation:

min (— Oww(t,y,z) + H(t,y, Vyw) , w(t,y,z) —¥(t,y, z)) =0 in [0, T[xRY x R, (3.7a)
w(T,y,2) =¥(T,y.2)\/ (py) —2)  inR?xR, (3.7h)
where the Hamiltonian H is defined, for y,p € R? and t € [0,T] by:

H(t,y,p) = sup (= ft,y,u)-p), (3.8)

and the notations Oyw and Vyw stand for the partial derivatives of w with respect to the variable t and y,
respectively.

Proof. The proof of the local Lipschitz continuity can be obtained as in Proposition 3.3 from [1].
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The dynamic programming principle (stated in (ii)) is a classical result and its proof can be found in [1, 7]

where a HJB equation is also derived for the value function associated to a control problem with maximum
cost. Besides, the uniqueness result is shown in Appendix A from [1].

Finally, note that the characterization of the function w does not require assumption (Hz) to be satisfied. If

(H2) happens to be fulfilled, then §[t7t+h] (y, z) is a compact subset of W1([t, ¢+ h]) and therefore the minimum
in the dynamic Programming principle, stated in Proposition 3.4 (ii), is achieved. O

3.2. A particular choice of g

The main feature of the auxiliary control problem consists on that it is free of state constraints. However, the
new control problem involves one more state component, and the HJB equation that characterizes w is defined
on R? x R. To restrict the domain of interest for w to a neighbourhood of K x R, it is possible to define w with a
more specific function g so that the auxiliary value function w keeps a constant value outside a neighbourhood

of £ x R.
Indeed, in all the sequel, let n > 0 be a fixed parameter and define a neighbourhood K, of K by:
K, = K + nBga. (3.9)
Consider a Lipschitz continuous function g, satisfying, for y € R%:
g(y) S0 yek, g,(y)<n vyeR? and g,(y) =n Yy ¢ K, (3.10)
Such a Lipschitz function always exists since K is a closed set. For instance, g, can be defined as:

gn(y) :==dx(y) [\ n, for any y € RY.

Now, we consider also a truncation of ¥ given by

@ (s,9,2)i = ((@(s,9) = 2) An) \/ 90(0)- (3.11)

Clearly, by definition of ¥, and with (3.6), we have: ¥, (s,y, 2) = ¥(s,y,z) An.
Furthermore, we introduce a truncated final cost ¢, by:

ealy:2) = (v) = 2) Am. (3.12)

Finally, we define the value function w,, for ¥ = (y, 2) € R? x R, as:

wlt )= it (.00, 20) V(7). 2(0)| (313)

Note that with the above definitions and if g, (y) := ¢g(y) A n where g is defined as in (3.3), then the new value
function w,, satisfies:

wy(t,y, 2) = w(t,y,z)/\n, Y(t,y,z) € [0,T] x R? x R.

The epigraph of ¥ can be also characterized by the function w,, and under assumptions (Hy), (Hz) and (Hs),
all statements of Proposition 3.2 are still valid with w,, defined as in (3.13).
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Now, let us emphasize that the function w, has been defined in such a way it takes a constant value outside
KCy;. This information can be used as a Dirichlet boundary condition in the HJB equation satisfied by w,.

Theorem 3.5. Assume (Hy), (Hs) hold. Let g,), ¥y, @5, and w, defined as in (3.10), (3.11), (3.12) and (3.13)
respectively.
The value function w,, is the unique continuous viscosity solution of the following Hamilton Jacobi equation:

min (— Ovwy (t,y, 2) + H(t,y, Vywy) , wy(t,y,2z) — Lpn(t,y,z)) =0, in [0, T[x ]OCn xR, (3.14a)

wy(T,y,2) =¥, (T,y, 2) \/(pn(y, z), in Ky xR, (3.14b)

wy(t,y,2) =1, forallt €[0,T), y ¢I%n and z€R. (3.14¢)

Proof. Equations (3.14a) and (3.14b) are obtained as in Proposition 3.4 (iii). Let us prove assertion (3.14c).
First, notice that:

N> wy(ty,2) > Wy(t,y,2) > g,(y) VEE[0,T], y eRY, z€R.
Moreover, by definition of g, for any y ¢I%n, we have g, (y) = 7. It follows that

wn(t,y,z) =n Yy ¢k, .
This concludes the proof. O]

Remark 3.6. If the cost function @ is bounded and satisfies:

é(y) € [m7 ]a Vy € IC777

then, it suffices to consider the variable z in the interval [m, M|. Indeed, in this case, we still have the relation:
I(t,y) = inf {z € [m, M| | wy(t,y,2) < 0}.

In addition, the function w;, is the unique continuous viscosity solution of the following HJ equation:

min ( - atwn(tv Y, Z) + H(t7 Y, vywn)7 w’r](ta Y, Z) - !pn(tv Y, Z)) =0 in [Oa T[X IOCU X [ma M]a (3153‘)

wy(T,y,2) = Uy(T,y,2) \/ ¢n(y,2)  in Ky % [m, 3], (3.15b)

wy(t,y,2) =1 forallt € [0,T], y ¢I%n and z € [m, M]. (3.15¢)

Let us point on that there is no need for any boundary condition on the z-axis because the dynamics is zero
z(t) = 0.

Remark 3.7. The function w, depends on the choice of the parameter 7. However, the region of interest ({w, <
0}) is always the same, for any > 0, and the characterization of the original value 9(¢, ) = min{z, wy(t,z, z) <
0} holds for any n > 0. In the sequel, we will denote by w any auxiliary value function corresponding to an
adequate function g (or g,).
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3.3. Case of autonomous control problems: link with the reachability time function

The aim of this subsection is to make a link between the control problem discussed in the previous subsection
and an optimal reachability time that we will define correctly in the following. This link can be established in a
general case, however it turns out to be of a particular interest when the control problem is autonomous. This
interest will be clarified throughout this section. Here, we consider that all the functions involved in the control
problem (2.2) are time independent (i.e., f(¢,2,u) = f(x,u) and &(t,x) = ¢(x)), and introduce the sets:

D= {g/j: (y,z) € RF! |yek and je Spi(@)} = Epi(P) N (K x R),

C = Epi(p).

Let us define also the reachability time function 7 : R4t — [0,T], which associates to each initial position
y = (y,2) € R, the first time ¢ € [0, 7] such that there exists an admissible trajectory y € Sy 7|(J) remaining
in Epi(P) (K and that reaches Epi(yp) at time T

T (y, z) := inf {t € 10,7 ' Jy € ‘§\[t7T] (y) st. y(s)eD, Vselt,T], and ¥(T) € C}. (3.16)

Remark 3.8. Let us point out that, from the definition of D, one can easily check that the two following
assertions are equivalent.
(a) there exists ¥ = (y,z) € §[t7T] (y) such that: y(s) € D for every s € [t,T] and y(T') € C;
(b) there exists y = (y,z) € §[t7T] (y) such that: m[aég] D(s,y(5))Vey(T)) <z andy(s) e KVsel[tT].
se|t,

The following theorem gives a link between the value functions w, ¥ and the reachability time function 7.

Theorem 3.9. Assume (Hy), (Ha) and (H3) hold. Then we have:

(i) T(y,z)=inf{t€0,T] | w(t,y,z) <0 },
(i) T(y,z)=t= w(ty,z) =0,
(iii) I(t,y) =inf{z | T(y,2) < t}.

Proof. Let § = (y, 2) be in R? x R. Let ¢ € [0, T] such that w(t, y, z) < 0. Then there exists y = (y, z) € §[t,T] (¥
such that: m[a>:[<1] D(y(s)) <z and y(s) € K for every s € [t,T]. This implies that there exists y =
sE(t

s

§[t,T] (y) such that:
y(s) e D, VseltT],

which proves that 7 (y, z) < t. Therefore, T (y,z) < inf {t € [0, 7] ‘ w(t,y,z) <0 }.
Now, let ¢ := T (y, z) and assume that ¢ < co. By definition of 7 and Remark 3.8, there exists an admissible
trajectory y5 = (y,2) € Si,7(y) such that

max P(y(s)) —z <0, o(y(T)) —2<0, and max g(y(s)) <0.
s€[t,T] s€(t,T]

This implies that w(t,y,z) < 0, and then the proof of (i) is completed. Furthermore, for any 7 < ¢t we have
w(T,y,2) > 0 (since otherwise we would have ¢t = T (x,z) < 7). Then by continuity of w, we conclude that
w(t,y,z) = 0.
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It remains to prove claim (iii). For this, note that in the autonomous case the value function w(-,y,z) is
decreasing in time. This property along with assertion (i) yield to:

T(y,2) <t <= w(t,y,z) <0. (3.17)
Thus, statement (iii) follows from the fact that:
d(t,y) =inf {z ‘ w(t,y,z) <0}.

O

Remark 3.10. Statement (iii) of Theorem 3.9 is no more valid if the problem is non-autonomous. Actually, in
this case the equivalence (3.17) would not be true and only the implication:

w(t,y,2) 0= T(y,2) <t (3.18)

is fulfilled. Indeed, the reverse implication of (3.18) may fail to be true in the non-autonomous case since the
function w(-,y,2) can change signs several times over the time interval (while in the autonomous case the
function w(-,y, z) can only change sign from positive to negative once during the time interval [0, T7).

Remark 3.11. For numerical purposes, the function 7 presents a major feature as it allows to recover the
values of the original function ¥. There is no need to store the function w on a grid of d 4+ 2 dimensions (d for
the state components y + variable z and the time variable). Indeed, it is sufficient to store the values of the
reachability time function on a grid of d + 1 dimensions.

In the following, a link is established between an optimal trajectory associated with the original state-
constrained control problem, an optimal trajectory for the auxiliary control problem, and an optimal trajectory
of the optimal reachability time function.

Proposition 3.12. Assume (Hi1), (Hz) and (Hg) hold. Let y € K and t € [0, T such that 9(t,y) < co. Define
z = 9(t,y).

(i) Let 3* = (y*,2z*) be an optimal trajectory for the auxiliary control problem (3.5) on [t,T| associated with
the initial point (y, z). Then, z*(s) = z on [t,T], and the trajectory y* is optimal for the control problem (2.2)
on [t,T] associated to the initial position y.

(i1) Assume that t = T (y,z). Let §* = (y*,z*) be an optimal trajectory for the reachability problem (3.16)
associated with the initial point (y,z) € K X R. Then, §* is also optimal for the auziliary control problem (3.5).

Proof. Let (y,z) € K x R such that 9(¢,y) = z.
(i) Let y* = (y*,z*) be an optimal trajectory for the auxiliary control problem (3.5) associated with the
initial point (y, z) € K x R. Using Proposition 3.2, we have that
I(t,y) =2z = w(t,y,z) <O0.
It follows that

w(t,y,2) = max P(y*(s),2) \(p(y*(T)) - 2) <0.

Using the definition of ¥, we get,

max D(y*(s)) <z, oy (T)) <z and max g(y*(s)) <0.
Se[th] sE[t,T]
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Since 9(t,y) = z, it follows that:

< * .
qrenta)qg d(y \/gp Y(t,x) and y*(s) € K, Vs e [t,T]

By definition of ¥ one can conclude that

I(t,x) = B(y d y* Vs € [t, T).
(t) = max &( $)\ ey and y*(s) € K, Vs € [t,T]

Therefore, y* is an optimal trajectory for (2.2) with the initial position y and the proof of assertion (i) is
achieved.

(ii) Assume that ¢ = T (y, z) and let * = (y*,2z*) be an optimal trajectory for problem (3.16) associated
with the initial point (y, z). It follows from the definition of 7 that,

§(s) i= (y*(),2°(s) €D, Vs € [L,T], and y*(T) € C.
Then, we have,

By d “(s)) < 0.
max @y )V ey and  max g(y"(s)) <

Since ¥(t,y) = z and by definition of g, we obtain that

max P(y \/ga ) <O(t,z) and y*(s) €K, Vse[t,T).

s€[t,T]
We conclude that y* is an optimal trajectory for (2.2) on the time interval [t, T] with the initial position y. O

Remark 3.13. For the sake of clarity, we have chosen to state Proposition 3.12 under the assumption that the
value of ¥(t,y) is known. By Proposition 3.2, Remark (3.6) and Theorem 3.9, we know that this value can be
obtained from the auxiliary function w or by the reachability time function 7T .

Assertion (i) of Proposition 3.12 states that each optimal trajectory for the auxiliary control problem cor-
responds to an optimal solution of the original problem. The converse is also true. More precisely, let y* be
an optimal trajectory for the control problem (2.2) on [¢,T] associated to the initial position y. Then by set-
ting z*(s) = z on [t, T], the augmented trajectory ¥* = (y*,z*) is an optimal trajectory for the auxiliary control
problem (3.5), on the time interval [¢, T], with the initial point (y, z).

4. RECONSTRUCTION PROCEDURE BASED ON THE VALUE FUNCTION

In the case of Bolza or Mayer optimal control problems, reconstruction algorithms were proposed for instance
in Appendix A from [5] or in [25]. In our setting, the control problem involves a maximum cost function, we shall
discuss a reconstruction procedure based on the knowledge of the auxiliary value function w or an approximation
of it. For simplicity, we consider the trajectory reconstruction on the time interval [0, T]. However, all the results
remain valid for a reconstruction on any subinterval [¢, T.

Consider a numerical approximation f; of the dynamics f such that, for every R > 0, we have:

|fn(t, z,u) — f(t,z,u)] < Cgrh, vt €[0,7), |z| < Ruel, (4.1)
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where the constant Cg is independent of h € [0, 1]. Hence, an approximation scheme for the differential equation
y(t) = f(t,y(t),u) (for a constant control u, discrete times s and time step hy = sp+1 — Sk) can be written

Yrt1 = Yk + P fry (Sk, Yk w), k> 0. (4.2)
The case of the Euler forward scheme corresponds to the choice
fni=T.

Higher order Runge Kutta schemes can also be written as (4.2) and with a function f;, satisfying (4.1). For
instance, the Heun scheme corresponds to the choice

Fults ) = 306y ) + (4 by + R (1,0, ).

Now, consider also, for each h > 0, a function w" being an approximation of the value function w, and define
FE;, as a uniform bound on the error:

|wh(t>yaz) - ”UJ(t,y,Z)| < Eh, vt € [O’T]’ |y| < Ra |Z‘ S Ra

with R > 0 large enough. The function w" could be a numerical approximation obtained by solving a discretized
form of the HJB equation.

Algorithm 4.1. Fix y € R and z € R. For h > 0 we consider an integer nj, € N, a partition sg =0 < 51 <
o < 8p, =T of [0,T], denote hy, := sp+1 — S and assume that

m]?x hi < h.

We define the positions (y,};) k=0,...,n), , and control values (uZ) k=0,....n,—1, Dy recursion as follows. First we set
yh :=y. Then for k =0,...,n; — 1, knowing the state y,’; we define

(i) an optimal control value u} € U such that

up € argn(}inwh (skouk + e fu(sioutsw), 2) \/ @ (s 0k 2) (4.3)
ue

(i) a new state position yj,

Urer = yn + b fu (s yi up). (4.4)

Note that in (4.3) the value of u} can also be defined as a minimizer of u — w" (sk,y,’;” + hi fr(sk, Y, u), z),
since this will imply in turn to be a minimizer of (4.3).

We also associate to this sequence of controls a piecewise constant control u(s) := uf on s € [s, sg41[, and
an approximate trajectory y” such that

yh(s) = fh(8k7y1}cb»u2) a.e §€ (Sk,Skr1), (4.5a)
y"(sx) = yp- (4.5b)

In particular the value of y"(si41) obtained by (4.5a) and (4.5b) does correspond to yj,; as defined in (4.4)
(notice that in general y*" # y").
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We shall show that any cluster point ¥ of (y")n~0 is an optimal trajectory that realizes a minimum in the
definition of w(0,x, z). This claim is based on some arguments introduced in [25]. The precise statement and
proof are given in Theorem 4.2 below.

Theorem 4.2. Assume (H1), (Hz2) and (Hg) hold true. Assume also that the approzimation (4.1) is valid and
the error estimate Ej, := ||w — w"|| satisfies:

E,/h—0 ash—0. (4.6)

Let (y,z) be in RY x R and let (y}) be the sequence generated by Algorithm 4.1.
(i) The approzimate trajectories (yp)k—o....n, constitute a minimizing sequence in the following sense:

w(0,y,2) = lim (Og;gg} U(sk,yp, 2 ) \ e, 2) (4.7)

(ii) Moreover, the family (y")nso admits cluster points, for the L™= norm, when h — 0. For any such cluster
point §, we have § € Sjo.11(y) and (¥, z) is an optimal trajectory for w(0,y, z).

Proof. First, by using similar arguments as in [25], one can prove that assertion (ii) is a consequence of (i). So,
we shall focus on assertion (i) whose proof will be splitted in several steps.
For simplicity of the presentation, we shall consider only the case of uniform time partition

so=0<s1 < <sp, =T,

with step size h = nlh Throughout the proof, we shall use the simple notation n instead of ny.

Let (y, z) be in R? x R and consider, for every h > 0, the discrete trajectory y" = (y&,...,y") and discrete
control input u" := (ul,...,ul_;) given by Algorithm 4.1. In the sequel of the proof, and for simplicity of
notations, we shall denote yj, (resp. uy) instead of y? (resp. uf).

Assumption (H1) and (4.1) imply that there exists R > 0 such that for any h > 0 and any k& < n, we have
ly#| < R. This constant R can be chosen large enough such that every trajectory on a time interval I C [0, 7],
starting from an initial position y! would still remain in a ball of R? centred at 0 and with radius R. We set

Mg > 0 a constant such that
lf(s,y,u)| < Mp for every s € [0,T], y € Bg and u € U.

Step 1. Let us first establish that there exists £, > 0 such that }llin%) ep, =0, and
—

w(s0,Y0,2) = w(s1, Y0 + " fr(s0, Yo, uo), 2 \/kp (50,0, 2) + hep, — 2E},. (4.8)

The dynamic programming principle for w gives (recall that so = 0 and yo = y):

w(505y07z) = Ineizr/llw(shygo,yo(sl)vz) eer(nax )W(e yso,yo(e) Z)
u 50,51
> minw(s1,yy, 4 (51),2) \/W (S0, Y0, 2)- (4.9)

uweld
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Consider uf € U a minimizer of the term (4.9). By using the convexity of the set f(so, y0,U) (assumption (H2)),

there exists ug € U such that fssol f(s0,y0,ui(s))ds = hf(so, yo,us), and therefore

s1
yo + / F(50, 90, w3 (5))ds = yo + 1 (50, you 123).
S0

Consider the trajectory y;tiyo solution of (2.1) corresponding to the control u and starting at time s¢ from yo.

Hence, |y;‘(§yo —yo| < Mgh, for s € [so, 51], and

*

® S1
|¥sdwo (1) = 5o + 1f (30, 4o, ug)| < / (5, Y5020 (5), () = f (50, Yo, ug(s))|ds.

S0
On the other hand, by (H1), there exists d(h) > 0 the modulus of continuity of f defined as:
5(h) == max{|f(s,&u) — f(s',&u)|, for £ € Br,u €U and s,s’ € [0,T] with |s — s'| < h}.

We get (Ly being the Lipschitz constant of f as in (HI)):
|V seiw0 (51) = Yo + B f (s0, 4o, ug)| < / hé(h) + Lylyssyo — yolds < ha(h) + Ly Mgh®.
S0

By using Assumption (4.1), it also holds:

* S1 u*
Yo (51) = Yo + Pfu(s0, o, ug)| < / ho(h) + Lylysgwo — yolds < hd(h) + (L Mg + Cr)h®.

50

This estimate along with (4.9), and by using the Lipschitz continuity of w, yield:

w(07y7z) Z (817y50 Yo 81 \/Lp 50,Y0, 2
> w(s1,Y0 + hfu(s0, Yo, up), \/Q’ 50,405 2) — hLy (6(h) + (LyMpg + Cr)h).

Then, by the definition of the minimizer ug we finally obtain

w(s0, Y0, 2) > w(s1, Yo + hfn(s0, 90, w0), 2) \/ ¥ (0,90, 2) — hen,

(4.10)

(4.11)

where €}, := Ly, (5(h) + (Ly Mg + CR)h). Knowing that y; = yo + hfn (50,50, u0) and that ||w — w"|| < E,, we

finally get the desired result:

w”(s0,90,2) > (wh(slvylaz) \/W(So,yo,z)) — hep — 2.

With exactly the same arguments, for all k = 0,...,n — 1, we obtain:

w" (s, Yr, 2) = (w(8k+17yk+1,z) \/W(skayk,z)) — hen — 2Ep.

(4.12)
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Step 2. From (4.12), we get:

w"(0,y,2) = w"(s0, 40, 2) > (wh(517y172) \/Q’(So,yo,z)) — hep — 2By

> (((wh(827y27 z) \/W(Shyhz)) — hen — 2Eh) \ (0, o, Z)) —hen — 2Eh.
Now, notice that for any a,b € R and ¢ > 0, we have: (a — ¢) Vb > a V b — c. Therefore:
W"(0,9,2) = (0" (52,2,2) \/ W50, 30,2) \ W51, 2) ) = 2hep, — 4.
By induction, we finally get:
w"(0,y,2) > (wh(sn, Yny 2) \/ (80,90, 2) \/ e \/ U(Sn—1,Yn—1, z)) — nhep, — 2nkE),. (4.13)

Step 3. Since s, =T and w(T,Yn, 2) = Y(T,Yn, 2) \/(¢(yn) — 2), we deduce from (4.13) that:

n—1

W 0.09) 2 (s 2) = B\ (V #2)) = by — 208
k=0
> ( \ Plssu z)) Vo)~ Ter— AL+ )5
k=0

By passing to the limit when A — 0, and using (4.6) it follows that:

n
w(0,y.2) > limsup ( \ msk,yk,z)) \/ ¢ (m2). (4.14)
h—0 k=0
Step 4. Let y"h (s) denote the trajectory obtained with piecewise constant controls ug, . .., u,_1 (i.e., u'(s) :=

uy for all s € [sg, sp41]) and solution of y" (0) = = and v (s) = f(s,y(s),u”(s)) a.e. s > 0. Consider also
y"(.) as the approximate trajectory, satisfying y(0) = z and y(s) = fx (s, Y&, ur) for all s € [sy, sp41[. By using
the same arguments as in Step 1, we obtain the following estimate:

Jmax [y (0) =" (O)] < 5(h) + (LyMp + Cr)h. (4.15)

Step 5. Now, we claim that the following bound holds:

n—1
V/ (st 2) = mas @ s,y (0),2)] < Olmax(5(h), ). (4.16)
k=0 €l

In order to prove this claim, let us first remark that, by using the Lipschitz regularity of t — y“h (t), there exists
Mpg > 0 such that:

h h
max [y* (0) —y™ (si)| < Mgh. (4.17)
0€[sk,5k+1]
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Then, by straightforward calculations, we obtain:

- — n—1
Skayk; — max W(e y a Sk‘vyka max Lp(aayu(e))z)
0€[0,T] v k_OGE[Sk»Szwl]
n—1 — n—1 .
S Skyyka \/ W(Slmyu \/ Sk7 u' ) Z) - max (a’yu (9)7Z)
v e e e 096[3k73k+1]

< max |W(sk,y;€,z)—!1/(sk,y“ (sk),z)| + max \Lp(sk,y" (sg),2) — max Q/(Q,y“h(t?),zﬂ

F=0mt k=0,..,n— 0€[sk,5k+1]
h h
< max L —y*"(s + _ma Ly ma () —yY (0
=0 |k (s)] _pax | Ly, max ly* (sk) —y™ (0)]

< Lyd(h) + Ly(Ly Mg+ Cr + MR)h,

which proves (4.16). In the same way, we have also:

Step 6. Combining the previous estimates (4.14) and (4.18), we obtain

n

\/ (s> uks 2) \ (9 () —Z)] - [max w(0,y*(0),2) \/ (o (y*

0€[0,T]

(1)) — z)} ‘ < O(max(é(h),h)). (4.18)

w(0,y,2) 2 limsup max (0,5 (0).2) \/(ply™" (T)) = 2). (4.19)

On the other hand, by definition of w the following reverse inequality holds :

w(0,9,2) < liminf max (0, y" "(0).2) \ (p(y*" (1) — 2). (4.20)

Hence the right-hand side term has a limit and

w(0,y,2) = lim max ¥(0,y" "(0),2) (e (1) = 2). (4.21)

Also the discrete constructed trajectory reaches the same value:

w(0,y,2) = hm \/ U(Sk, Yk, 2 \/( (yn) — 2))- (4.22)

This concludes to the desired result. O

In a second algorithm we consider a trajectory reconstruction procedure with a perturbation term in the
definition of the optimal control value. This perturbation takes the form of a penalization term on the variation
of the control with respect to the previously computed control values. To this end, for every k£ > 1, we introduce
a function g : R x R¥ — R7 that represents a penalization term for the control value. For instance, if Uy, :=
(ug, ..., up_1) is a vector in R¥, we may choose

1 p
ar(u, Ug) = |lu —up—1||, or qu(u,Ug):=|lu— ];Zuk,lﬂ for some p > 1. (4.23)
i=1

Let (An)n>0 be a family of positive constants.
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Algorithm 4.3. Let y € R? and z € R. For h > 0 we consider an integer nj, € N, a partition sp = 0 < 57 <
o < 8p, =T of [0,T], denote hy := sp+1 — S and assume that

m]?x hi < h.

We define positions (y})k—o.... n, and controls (ul)x—o,.  n,—1 by recursion as follows. First we set yl := y.
For k = 0, we compute u{ and y{ as in Algorithm 4.1. Then, for k > 1 we define Uy, := (ul,--- ,u}_ ;) and
compute:

(i) an optimal control value u} € U such that

ull € argn(}in [(wh (sk,y,}; + hy fh(sk,y,};,u),zh) \/W(sk,yg,zh)> + )\hqk(u,IUk)}; (4.24)
ue

(ii) a new state position yj',; as follows

Y1 = yr + hifn(ses yp, ul).

We shall prove that this second algorithm provides also a minimizing sequence (y®,u”, z"),~¢ as soon as \p,
decreases sufficiently fast as h — 0.

In the reconstruction process (Algorithm 4.1), the formula (4.3) suggests that the control input is a value
that minimizes the function u — (wh (S, Y+ hie fr(si, ypt,w), 2) V@ (si zh)) . Such a function may admit

several minimizers and the reconstruction procedure does not give any further information on which minimizer to
choose. Adding the term Apqi(u, Uy) can be seen as a penalization term. For example, by choosing g (u, Ug) :=
ui—1, we force the value uj to stay as close as possible to ug_1. Here we address the convergence result of
Algorithm 4.3 with a penalization term ¢. However, the choice of a relevant function ¢ is not a trivial task
and depends on the control problem under study.

Theorem 4.4. Assume (Hy), (Hz) and (Hs) hold true, and (4.1) and and (4.6) are fulfilled. Let (y}) be
the family generated by Algorithm 4.3. Assume furthermore that the penalization term is bounded: there exists
M, > 0 such that |qx(u,U)| < M, for every u € U and every U € U*, and

(i) The approzimate trajectories (yy)k—o. .. are minimizing sequences in the following sense:

w(0,y, z) = lim ( max W(sk,yg,z)) \/Lp(yﬁh,z). (4.25)

h—0 \ 0<k<n,

(ii) There exist cluster points for the sequence (y")nso as h — 0, for the L> norm. Moreover, any such
cluster point § is an admissible trajectory belonging to Sy 1)(y) and y is an optimal trajectory for w(0,y, 2).

Proof. The arguments of the proof are similar to the ones used in the proof of Theorem 4.2. The only change
is in the estimate derived in Step 1, where instead of (4.12), we get now:

wh(8k7 Yk, Z) 2 (w(8k+17 Yk+1, Z) \/W(Sk, Yk, Z)) - hEh - 2Eh - Mq)\h- (426)

The rest of the proof remains unchanged. O
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Before we end this section, we introduce a third algorithm that will be tested in the numerical section. This
algorithm uses the reachability time function as defined in Section 3.3. We assume that the control problem is
autonomous (all the involved functions in the control problem do not depend in the time variable). We assume
that an approximation 7" of the reachability time function is computed. The reconstruction algorithm reads
as follows.

Algorithm 4.5. Fix y € R? and z € R. For h > 0 we consider an integer n;, € N, a partition so = 0 < 51 <
o < 8p, =T of [0,T], denote hy := sp+1 — s and assume that

m]?x hi < h.

We define the positions (y)x=o.....n, , and control values (u})x—o... n,—1, by recursion as follows. First we set
Yt :=y. Then for k =0,...,n, — 1, knowing the state y? we define

(i) an optimal control value u} € U such that

up € argmin T" (i + h fu(yptsu), 2) (4.27)
ue

(ii) a new state position y}', |

Yrr =yl + e fu(yl, ul). (4.28)

Without further assumption on the control problem, the reachability time function may be discontinuous and
we do not have any convergence proof for Algorithm 4.5. However, there is an obvious numerical advantage of
using Algorithm 4.5 rather than Algorithm 4.1 or 4.3. Indeed, while the two first algorithms require the auxiliary
function w”" to be stored on a grid of dimension d + 1, at every time sj, the third algorithm requires 7" to be
stored only once on a grid of dimension d + 1.

5. THE AIRCRAFT LANDING ABORT PROBLEM: MODEL

5.1. The flight aerodynamics

Consider the flight of an aircraft in a vertical plane over a flat earth where the thrust force, the aerodynamic
force and the weight force act on the center of gravity G of the aircraft and lie in the same plane of symmetry.
Let V be the velocity vector of the aircraft relative to the atmosphere. In order to obtain the equations of
motion, the following system of coordinates is considered:

(i) the ground axes system Ex.yeze, fixed to the surface of earth at mean sea level.

(ii) the wind axes system denoted by Oy, Y2, moving with the aircraft and the z,, axis coincides with the
velocity vector.

The path angle v defines the wing axes orientation with respect to the ground horizon axes. Let G be the
center of the gravity.

We write Newton’s law as F = md}i’—f, where where Vg = V + w is the resultant velocity of the aircraft
relative to the ground axis system, and w denotes the velocity of the atmosphere relative to the ground axis
system. The different forces are the following:

e the thrust force Fr is directed along the aircraft. The modulus of the thrust force is of the form Fr(t,v) :=
B(t)Fr(v) where v = [V] is the modulus of the velocity and 3(t) € [0, 1] is the power setting of the engine.
In the present study

FT(’U) = AO + A1 v+ A2 U2.
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e the lift and drag forces Fr,, Fp. The norm of these forces are supposed to satisfy the following relations:
1 2 1 2

FL(v7a):§pSv co(ar), FD(v,a)zipSv ca(a), (5.1)

where p is the air density on altitude, S is the wing area. The coefficients c¢q() and c¢¢(«) depend on the
angle of attack « and the nature of the aircraft. As in [11, 12] we consider here:

ci(@) = By + Bia + Boa? (5.2)
(Oé)f CO+Cla OKSOK*,
Ce T Co+ Cra+ Oy(a—a,)? a, < a,

(The coefficient ¢, depends linearly on the angle v until a swiching point o* where the dependency becomes
polynomial.)

e the weight force Fp: its modulus satisfies |Fp| = mg where m is the aircraft mass and g the gravitational
constant.

The constants p, S, a*, (A4;)i=0,1,2; (Bi)i=0,1,2, (Ci)i=0,1,2, m, g are given in Table A.1 of Appendix A. We
assume that the motion of the aircraft can be controlled by the angular velocity u(t) := &(¢).
By using Newton’s law, the equation of motion are [11]:

T =VCOSY + Wy (5.32)
h =vsiny + wy, (5.3b)
F F
b= 25 o+ 6) = E2  gsiny — iy cosy — i sinn (5.30)
m m
1 (BF F
y= = (BT(”) sin(a + 8) + == — gcosy + w, siny — Wy COSW) (5.3d)
v m m
a=u

where § > 0 is also a parameter of the model, given in Table A.1, and where w, and wj, are respectively the
horizontal and the vertical components of the wind velocity vector w, and

b = O (0o y + ) + S (vsiny + w)
Wy = = (veosy +wg 5y, (S +wp).
. a’wh 8wh .

wp, = a—x(vcosv—i—wm) + W(USIHW"‘WJ

The precise model is of the form w, = w,(x), wp = wp(x,h), as shown in Figure 1, and is provided in
Appendix A.

In the more general setting, one can consider the variables v and 8 as controls of the dynamical system
associated with the motion equations (5.3). In this work different scenarios of the dynamical system are be
considered, in accordance with the role that plays the power factor 8. They are described in detail in the
following section.

In the sequel, the state variables are represented by a vector of R®:

y(t) = f(y(t),u(?)) (5-4)
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FIGURE 1. Wind components w, (z) and w (z, h) as functions of « (h = 1000 ft). (Color online.)

where the dynamics f stands for the right-hand-side of (5.3), and the control is u = (u, 8).
The state is subject to the constraints y(t) € K with

IC = [xminaxmax] X [hminahmax] X [Uminavmax] X [’Ymina’)/max] X [aminyamax]7 (55)

where hp,i, defines the lower altitude below which the abort landing is very difficult, hy .« is a reference altitude
(the cruise altitude for instance), vmax is given by the aircraft constructor, vy, > 0 is the desired minimum
velocity value, [Ymin; Ymax] C [—%, 5]. All the numerical values for the boundary constraints are given in Table 1
in Section 6.2.

The constraints on the control u is of the type umin < U < Umax With constants w,,in, Umax as in Table 1.
Moreover, the control 5(t) € [0, 1] will be also subject to different type of restrictions as made precise in each
test of Section 6.3.

5.2. Optimality criterion

In the case of windshear, the Airport Traffic Control Tower has to choose between two options. The first one
is to penetrate inside the windshear area and try to make a successful landing. If the altitude is high enough, it
is safer to choose another option : the abort landing, in order to avoid any unexpected instability of the aircraft.
In this article we focus on this second option.

Starting from an initial point y € R?, the optimal control problem is to maximize the lower altitude over a
given time interval, that is,

maximize< min h(0)>
0€[0,T]

where h(0) is the altitude at time ¢ corresponding to the second component of the vector y;}(6) solution of (5.4)
at time ¢ and such that y,/(0) = y. For commodity, the problem is recasted into a minimization problem as
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follows. Let H,. > 0 be a given reference altitude, and set
&(y) := H, — h, (5.6)
where h is the second component of the vector y.

The state constrained control problem with a maximum running cost associated to @, denoted (Ps), is the
following:

inf Dy (0)). -
yemt o (v (©)) (Peo)

Note that in the above formulation of the abort landing problem, we do not impose a minimum altitude
constraint because the value of the threshold to impose for this minimum altitude is not supposed to be known.
Actually, problem (Ps) aims at computing an optimal trajectory that realizes a safe abort landing and with
the highest minimal altitude, see [11, 12, 21, 22].

6. THE ABORT LANDING PROBLEM: NUMERICAL RESULTS

6.1. The finite difference scheme

It is well known, since the work of Crandall and Lions [15], that the Hamilton Jacobi equation (3.7) can be
approximated by using finite difference (FD) schemes. In our case we consider a slightly more precise scheme;
namely an Essentially Non Oscillatory (ENO) scheme of second order, see [23]. Such a scheme has been numer-
ically observed to be efficient. Notice that we could have also considered other discretization methods such as
Semi-Lagrangian methods (see [16, 17]). For the present application we prefer to use the ENO scheme because
there is no need of a control discretization in the definition of the numerical Hamiltonian function (see H below).

For given non-negative mesh steps h, Ay = (dy;)1<i<d, and Az, for a given multi-index i = (i1, ...,4q), let
Yi '= Ymin T AT = (Yk,min + 6AYk)1<k<d, Zj = Zmin + jAz and t,, = nh. Let us define the following grid of
K:’r] X [zminyzmax]:

g = {(yivzj)7 1€ Zda .7 € Z» (yiuzj) S ICn X [Zminvzmax]}~
Let us furthermore denote v; ; := ¥(y;, ;). In the following, w;'; will denote an approximation of the solution
w(tna Yi, Zj)‘

Given a numerical Hamiltonian H: R? x R x R? — R (see Rems. 6.1-6.2 below) the following “explicit”
scheme is considered, as in [8]. First, the numerical approximation is initialized with

szg =i, (Yi,2) €G. (6.1a)

Then, forn € {N — 1, N —2,...,1,0} we compute recursively

wi'; = max (wn+1 At%(yla D7w2j17 D+’LU?+1), wl}j)v (yiyzj) €g (Glb)

i,J i 2J

(where H is made precise later on).
A monotone (first order) finite difference approximation is obtained using Diwﬁj = (D]:thZj)ISde with

n —wh.
D o 4 ikend ~ Wi
A Ay, ’
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TABLE 1. Constants for the domain K and control constraints.

State variable x (ft) h (ft) v (fts™') ~(°) « (°) Control variable u (°)

min —100 450 160 =70 4.0 Umin -3.0
max 9900 1000 260 150 172 umax 3.0

and where {e}r=1,. 4 is the canonical basis of R? ((e)r = 1 and (ex); =0 1fj # k). In this paper, we use a

second order ENO scheme in order to estimate more precisely the terms DjE wy i, see [23]:

n wn:t , — ,wn
n o o.__ 1Lek,] 2 n
D wi' = iiAyk T Ay;C m(Dk oWy e Dkyilwi’j)

with D,%E wp = (—w W (C1eyen T 2Wikeen; — w?+(1+5)ek,j)/(Ayk)2, and where m(a,b) := a if ab > 0 and
la| < |b], m(a,b) = b if ab > 0 and |a| > |b], and m(a,b) = 0 if ab < 0.

Remark 6.1. If the numerical Hamiltonian H is Llpschltz continuous on all its arguments, consistent with H

(H(y,p,p) = H(y,p)) and monotone (i.e. —(y p~,pt) >0, 371 (y,p~,pT) < 0) together with the following

Courant-Friedrich-Levy (CFL) condition

zd: : {‘ (y,p~,p")

k=

oM, _ .
anr <1 6.2
+’8p:(y7p ,p)}, ; (6.2)

then the numerical solution (w!.) converges to the desired solution (see [8] for more details).

’LJ

Remark 6.2. Since the control variable u enters linearly and only in the 5th component of the dynamics f in
(5.4), the Hamiltonian H (y, p) takes the following simple analytic form (here in the case of Umax = —Umin > 0):

pz + Umax |P5|

HM.,;

where (p;)1<i<a are the components of p and (f1(y),. .., f(y)) are the first four components of f.
For this particular situation we will use the following numerical Hamiltonian:

4

H(y,p,p+)—z<ma><( fi(y),0) p;” + min(— fi(y),O)p?> + tUmax max(ps , —p3, 0).

i=1

It satisfies all the required conditions of Remark 6.1 for a sufficiently small time step h satisfying the CFL
condition (6.2), which can be written here :

1fi(y)] Umax
At( 2 Ay; * Ay5> =t

1<i<4

6.2. Computational domain, control constraints

To solve the control problem (Py,), we will use the HJB approach as introduced in Section 3. Let us mention
other recent works [2, 10] where an approximated control problem of (P ), involving a 4-dimensional model, is
also considered by using HJB approach.

In all our computations, the boundary of the domain K is defined as in Table 1.
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The computational domain is slightly extended in all directions K, := K + nBxo, where Bo := [—1,1]¢ is
the unit ball centered in the origin for the ¢>° norm. The parameter 7 is fixed to a stricly positive, small value
(n = 0.05 in our computations).

6.3. Numerical experiments and analysis

In this section, we will perform different tests to investigate numerical aspects for computing an approximation
of the optimal value 9(0, yo) of (Ps) through the use of the auxiliary value function w. The computations are
performed as follows!:

— We first consider a grid G, on IC,, (the grid’s size will be made precise for each test). Then solve numerically
the HJB equation (3.15) and get an approximation w”" of the auxiliary value function corresponding to
(Pso)-

— Let yo € K be a given initial state of the dynamical system (5.3). Following Proposition 3.2, an
approximation of the minimum value of (P ) can be then defined as:

2 :=min{z € [0,550ft] | w"(0,yo,2) < 0}.

— By using Algorithm 4.1 or 4.3 on a time partition 0 = so < s1 < ---s,, =T, we get a suboptimal trajectory
for w"(0,yo, 2;) that we shall denote as y™*.

— In the sequel, we shall also use Algorithm 4.5 to reconstruct a trajectory y™7 corresponding to the initial
condition (yo, z;,), by using the reachability time function (here we don’t have any theoretical basis to
guarantee that y™7 is a approximation of an optimal trajectory, but numerical experiments will show
that y™7 is as good an approximation as y®).

— Then, we will define

— h,w

Thw = Oﬁm@};}é(y (s1)); (6.3)
— h, T

Jh7 = oJax (Y™’ (sk)). (6.4)

By combining Proposition 3.12 and Theorem 4.2, we know that a subsequence of (y"");~q converges to
an optimal trajectory of (P ), when h goes to 0. Moreover,

li = .
hl—>InO Jh7w 19(0’?]0)

6.3.1. Test 1: Running cost problem. Comparison of different methods for computing the optimal value

In this first test, we assume that the power thrust is maximal, i.e., 5(¢) = 1 which implies that the corre-
sponding dynamical system is autonomous, controlled only by the function u(.). The initial state used is chosen
as in [11] and [12]:

Yo := (0.0, 600.0, 239.7, —2.249°, 7.373°). (6.5)

First, we choose a uniform grid on IC,, (for the variable y) with 40 x 20 x 16 x 8 x 24 nodes. The auxiliary
variable interval (for variable z) is fixed to [0, H; — hmin] = [0, 550 ft]. The aim is to have a good approximation
of the optimal value z;, when the computational grid of the variable z is refined. Recall that the dynamics of
the z variable is zero. In order to keep a reasonable number of grid points, we will rather fix the number of
grid points to 5 in the z variable, and refine the z interval by a dichotomy approach. Therefore, the whole
computation grid contains 40 x 20 X 16 x 8 x 24 x 5 nodes.

LAll the computations are performed by using our software ROC-HJ available at https://uma.ensta-paristech.fr/soft/ROC-HJ.
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TABLE 2. (Test 1) Dichotomy on the interval of z variable.

z interval 2y Ihw I
[0, 550] 542.30 506.16 500.03
275, 550] 525.65 487.60 482.41

[
[412.5,550] 519.72 482.22 476.14
[481.25,550] 518.98 481.95 473.18

TABLE 3. (Test 1) Convergence with space grid refinements for the y variable only.

Grid z* Jhw I, T

40 x 20 x 16 x 8 x 24 x5 51898 481.95 473.18
60 x 30 x 24 x12x 36 x5 487.72 482.94 480.45
80 x40 x 32 x 16 x 48 x 5 485.30 487.77 490.13
100 x 50 x 40 x 20 x 60 x 5 486.10 487.91 489.36

Remark 6.3. The computation grid is defined in such a way the mesh size in each direction give similar CFL
ratios, i.e., when the values of p; := AA;HfZ-HOO are approximately equal for i =1,...,5.

The numerical results are shown in Table 2, using 4 successive reductions of the z interval, giving in particular
the estimated optimal 2} in the second column. The values of Jy ., and J, 7 are reported respectively in the
third and fourth columns. Recall that here we do not refine the computation grid with respect to the state
variable y. The aim of these (first) calculations is not to observe a convergence result but rather to locate a
narrow set where we can find the optimal value zj.

In a next step, we fix the last interval for the auxiliary z variable (i.e., z € [481.25,550]) and refine the space
grid in the y variable. Table 3 shows the numerical results obtained when the number of grid points is increased
by a factor of 1.5°, 2° and then 2.5°. By this calculation, we notice that the values of 2y, Jnw and Jp, 7 become
closer and closer as the grid size is refined.

It should be noted that the computation performed on the grid 100 x 50 x 40 x 20 x 60 x 5 requires a huge
calculation effort. It would be difficult to consider a much finer grid without resorting to parallel computing.
We prefer in the sequel not to address this issue and rather focus on the optimal trajectories reconstruction on
a reasonable grid 80 x 40 x 32 x 16 x 48 x 5.

In Figure 2, we compare the reconstructed trajectories y™® and y™7. We notice that these trajectories are
very similar and their performances (J ., and Jj 7) are close enough.

Several remarks should be made here. First, the reconstruction by the reachability time function is less
CPU time consuming because it requires to store the function 7 only on a six-dimensional grid, whereas the
reconstruction by using the auxiliary value function requires to store w on a six-dimensional grid for each time
step. Secondly, the trajectories in Figure 2 are very similar on the time interval [0,30], and then they differ on
the time interval [30,40]. This can be explained by the fact that the minimum running cost is reached at a time
less than ¢t = 30. The rest of the trajectory after that time is not relevant anymore for the running cost.

Remark 6.4. We observe in Figure 2 that the constraint on the angle « is saturated during some period of
time, which justify the careful treatment of the state constraints for this example.

It is worth to mention that once the value function w” is computed, it is possible to obtain more information

on the original control problem than simply the reconstruction of an optimal trajectory corresponding to a
single initial position. Indeed, from the function w” one can obtain an approximation of the whole feasibility
set, i.e., the set of initial conditions of the system for which there exists at least one trajectory satisfying all
state constraints until the given time horizon T'. For the landing abort problem that means to know all initial
flight configurations for which it is possible to abort the landing without danger, when the local dominant wind
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FIGURE 2. (Test 1) Optimal trajectories obtained using value function (red line) and the exit
time (black line). (Color online.)

profile is known. Indeed, from the definition of the value function w (see also [8]), the feasibility set is given by:
2:={y eR5 3z €[0,550], w(0,y,z) <0}

Therefore, an approximation of the feasibility set is given by:
0" = {y e R®, 32 €0,550], w"(0,y,2) < 0}.

As an illustration, Figure 3 shows two slices of the feasibility set. The left figure shows the feasible slice
obtained in the (v, h) plane, with fixed value z = 0ft, & = 7.373° and vy = —2.249°; the right figure shows the
feasible slice obtained in the (v,~) plane with fixed value x = 0ft, « = 7.373° and h = 600 ft. Both slices where
extracted from the value function w” computed with the grid 80 x 40 x 32 x 16 x 48 x 5.

Figure 4 shows, for illustration purposes, different optimal trajectories corresponding to different initial
positions:

e 4o = (0.0,600.0,239.7, —2.249°, 7.373°) (in black);
oy = (0.0,550.0,250.0, —2.249°, 7.373°) (in red);
e y» = (0.0,600.0,230.0, —1.500°, 7.373°) (in blue);
e y3 = (0.0,650.0,239.7, —3.400°, 7.373°) (in green).

The optimal trajectories starting from different initial positions (as shown in Fig. 4) are obtained by using
the same approximation of the value function w” and without requiring any additional numerical efforts.

6.3.2. Test 2: Comparison of different strategies for control 8 for the maximum running cost problem

In test 1, we have fixed the power factor 5 = 1 during the whole time interval [0, T]. A more realistic model
for S, introduced in [11, 12], considers that at the initial time, when the aircraft begins its landing maneuver,
the power factor is equal to a value By < 1, then the pilot may increase the power until its maximum value,
with a constant variation rate, 51, and then keep it at the maximum level until the end of the maneuver.
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(a) w(0,x,h,v,v,a)<= 0 with x=0, v=-2.249, =7.373 (b) w(0,x,h,v,v,a)<= 0 with x=0, h= 600, =7.373
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FI1GURE 3. (Test 1) Two slices of the negative level set of the value function w. (Color online.)
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FIGURE 4. (Test 1) Optimal trajectories for different initial conditions. (Color online.)
In this section the following cases are studied and compared (the second case will correspond to the one of
[11, 12]):

e Case 1. The factor § is fixed to the maximum level : 5(¢) = 1. In this case the system is controlled by u,
the angular velocity of the trust force orientation angle a:

u(t) == u(t) € U = [tmin, tmax] C R. (6.6)
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FIGURE 5. (Test 2) Optimal trajectories for different control strategies. (Color online.)

TABLE 4. (Test 2) Higher minimal value h for different control strategies §(-).

B strategy minh(.)
g:=1 maximum power (case 1) 512.23
B :=min(1, By + B4t) a prescribed profile (case 2)  478.46
B €[0,1] controlled power (case 3) 515.90

e Case 2. This is the same setting as in Pesch et al. [11, 12], where the factor 3(t) is a known function of
time:

| Bo+ Batif t €[0,10]
At) = {1 otherwise (6.7)
where 5y = 0.3825, 84 = 0.2 and tg = (1 — Bp)/Baq- In this case the system is again controlled by u(-) = wu(-)
as in (6.6).
e Case 3. The factor power 3(t) is considered as a control input. In this case, we have:

u(t) := (u(t), B(t)) € U = [tmin, Umax] X [Bmin, Bmax] C RZ. (6.8)

(with Bmin = 0 and Bmax = 1, Umin and umax defined in Tab. 1).

Let us point out that in cases 1 and 3, the dynamical system (5.3) is autonomous. However, in case 2 where the
dynamics depends on a given time-dependent function 8 (which is not considered as a control input anymore),
the control problem becomes non-autonomous. In this case, the link between the reachability time function and
the value function does not hold and the reconstruction of optimal trajectories can be performed only by using
Algorithm 4.1 or 4.3.

Figure 5 shows the optimal trajectories obtained for the three different cases. From this test, it appears that
the strategy of case 2 is not the optimal choice. Indeed, we report in Table 4 the higher minimal values of the
altitude h(-) computed by the three different cases presented in this subsection. The computations are done on
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trajectory obtained with Algorithm 1
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FIGURE 6. (Test 3) Optimal trajectories (left) and corresponding control u (right), obtained
using different reconstruction procedures. (Color online.)
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a grid of 80 x 40 x 32 x 16 x 48 x 5 nodes. The results in Table 4 and Figure 5 confirm that optimizing the
control /5 as in case 3 leads to a higher minimal value of h(.).

6.3.3. Test 3: penalisation and post-processing procedures for optimal trajectory reconstruction

In the previous tests, we focused on the reconstruction of optimal trajectories and the corresponding optimal
values. However, for an optimal control problem, it is also important to determine a control law associated with
the optimal trajectory. An approximation of this law can be obtained by Algorithm 4.1, 4.3 or 4.5. In these
algorithms the control value (at each time step) is obtained by a minimization of a simple scalar criterion. It
may happen that this criterion admits several minimizers. However, the reconstruction algorithm just requires
to take one of these minimizers and can therefore lead to a control function with large oscillations. In order to
limit this oscillation phenomenon, it is possible to add a penalisation term in the optimization problems that
give the control values (as in the Algorithm 4.3). Another possibility is to perform a reconstruction algorithm
to get a (first) control function and then use a posterior filtering process to regularize this function.

We compare different reconstruction procedures here using the exit time function. The aim is to reduce the
shattering of the control law. The computational grid used is 60 x 30 x 24 x 12 x 36 x 5 and the same initial
point yp as in (6.5).

In Figure 6 we show the results obtained with different reconstruction procedures: the fifth state component
that is the angle of attack «(-) (on the left) and the control u(.) that represents the angular velocity (on the
right).

The figures on the top line correspond to Algorithm 4.5 (no penalisation term). Here the control function
presents large oscillations.

In the he second line of Figure 6, we represent the results obtained by Algorithm 4.5 (but with a penalization
term as in Algorithm 4.3). Here, we test two values for A and we observe that with a quite strong penalization
(A =0.5) it is possible to regularize the control function without deteriorating the quality of the trajectory and
without significantly modifying the optimum value.

Finally, in the bottom of Figure 6 we have tested a filtering process: we replace the optimal numerical control
found by Algorithm 4.5, (u})x, by an average over a small symmetric window in time

1
U = Wl Z Uk -
J=—D--,P

We numerically observe a smoothing effect on the control while the trajectory is almost unchanged with respect
to the unfiltered solution (p = 0).

APPENDIX A. NUMERICAL DATA

The data corresponding to a Boeing B 727 aircraft is considered. The wind velocity components relative to
the winshear model are satisfying the following relations:

we () = kA(x), wp(z,h) = kh—}iB(z), (A1)

where A(x) and B(z) are functions depending only on the = axis given by,

—50 + ax® + ba?, 0 < z < 500,

15 (z — 2300), 500 < z < 4100,
50 — a(4600 — 2)3 — b(4600 — x)*, 4100 < z < 4600,
50, 4600 < z,

A(z) =
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TABLE A.1. Boeing 727 aircraft model and wind data.

Value Unit

p 2203 x1073 Ibs?ft—*

S 1.56 x 10° ft?

g 32172 fts—2

mg 1.5 x 10° Ib

1) 3.49 x 1072 rad

Ay 4.456 x 10* Ib

A —23.98 Ibsft™!

Ay 1.42 x 1072 Ibs2ft 2

By 0.1552

B, 0.1237 rad !

By 2.4203 rad 2

Co 0.7125

Ch 6.0877 rad !

Cy  —9.0277 rad 2

Oy 0.2094 rad

k € [0,1]

h, 1000 ft

a 6x10°8 s~1fp—2

b —4 x 10711 s—1ft3

c —In(52%) x 10712 ft =4

d —8.02881 x 108 sec 172

e 6.28083 x 10~ 11 sec 173
da3 + ex?, 0 <z <500,

Blx) = —51 exp(—c(x — 2300),*), 500 < z < 4100, (A2)

d(4600 — )3 + (4600 — z)*, 4100 < z < 4600, ’
0, 4600 < z.

The constants appearing in the above relations and for the forces and the wind are given in Table A.1.
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