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A SECOND ORDER LOCAL MINIMALITY CRITERION FOR THE TRIPLE

JUNCTION SINGULARITY OF THE MUMFORD-SHAH FUNCTIONAL
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Abstract. This paper is the first part of an ongoing project aimed at providing a local minimality
criterion, based on a second variation approach, for the triple point configurations of the Mumford-Shah
functional.
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1. Introduction

The importance of the Mumford-Shah functional (introduced in [18,19] in the context of image segmentation)
lies on the fact that it is a prototype for the class of variational problems that are commonly called free
discontinuity problems. These problems are characterized by a competition between volume and surface energy,
and arise in many physical models (for example, in fracture mechanics).

The (homogeneous) Mumford-Shah functional in the plane is defined as follows:

MS(u, Γ ) :=

ˆ
Ω\Γ
|∇u|2 dx+H1(Γ ∩Ω), (1.1)

where Ω ⊂ R2 is a C1 domain, H1 denotes the 1-dimensional Hausdorff measure, and (u, Γ ) is a pair where Γ
is a closed subset of R2 and u ∈ H1(Ω\Γ ).

The existence of global minimizers in arbitrary dimension has been provided by De Giorgie et al. in [8] (for
other proof see, for instance, [13] and, for dimension 2, [7,16]) In the seminal paper [19] it has been conjectured
that, if (u, Γ ) is a minimizing pair, then the set Γ is made by a finite union of C1 arcs. Given this structure
for granted, it is not difficult to prove (see [19]) that the only possible singularities of the set Γ can be of the
following two types:

• Γ ends at an interior point (the so called crack-tip);
• three regular arcs Γ 1, Γ 2, Γ 3 meeting at an interior point x0 with equal angles of 2π/3 (the so called triple

point).

Although several results on the regularity of the discountinuity set Γ have been obtained (but we will not recall
them here), the conjecture is still open.
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The deep lack of convexity of the functional (1.1) naturally leads one to ask what conditions imply that
critical configurations as above are local minimizers. The study of such a conditions has been initiated by
Cagnetti et al. in [4], where they deal with the regular part of the discontinuity set. In particular they introduce
a suitable notion of second variation and prove that the strict positivity of the associated quadratic form is a
sufficient condition for the local minimality with respect to small C2 perturbations of the discontinuity set Γ .
Subsequently, the above result has been strongly improved by Bonacini and Morini in [3], where it is shown that
if (u, Γ ) is a critical pair for (1.1) with strictly positive second variation, then it locally minimizes the functional
with respect to small L1-perturbations of u, namely there exists δ > 0 such that

MS(u, Γ ) < MS(v, Γ ′)

for all admissible pairs (v, Γ ′) satisfying 0 < ‖u− v‖L1 ≤ δ.
Among other results on local and global minimality criteria, we would like to recall the important work [1] of

Alberti et al., where they introduce a general calibration method for a family of non convex variational problems.
In particular they apply this method to the case of the Mumford-Shah functional to obtain minimality results for
some particular configurations. Moreover, Mora in [14] used that calibration technique to prove that a critical
configuration (u, Γ ), where Γ is made by three line segments meeting at the origin with equal angles, is a
minimizer of the Mumford-Shah energy in a suitable neighborhood of the origin, with respect to its Dirichlet
boundary conditions. Finally, we recall that the same method has been used by Mora and Morini in [15], and
by Morini in [17] (in the case of the non homogeneous Mumford-Shah functional), to obtain local and global
minimality results in the case of a regular curve Γ .

Our aim is to continue the investigation of second order sufficient conditions, by considering for the first time
the case of a singular configuration (the triple point configuration). For the area functional, a general approach
to treat the case of singularities appears for the first time in the works by Cicalese et al. (see [5, 6] for the
application to the stability of the planar double bubble), and in the case of higher dimensions by Leonardi and
Maggi (see [12]).

The plan is the following. In Section 4 we compute, as in [4], the second variation of the functionalMS at a
triple point configuration (u, Γ ), with respect to a one-parameter family of (sufficiently regular) diffeomorphisms
(Φt)t∈(−1,1), where each Φt equals the identity in the part of ∂Ω where we impose the Dirichlet condition and
Φ0 = Id. The idea is then to consider for each time t ∈ (−1, 1) the pair (ut, Γt), where Γt := Φt(Γ ), and
ut ∈ H1(Ω\Γt) minimizes the Dirichlet energy with respect to the given boundary conditions. We show that
the second variation can be written as follows:

d2

dt2
MS(ut, Γt)

|t=0
= ∂2MS(u, Γ )

[
(X · ν1, X · ν2, X · ν3)

]
+R, (1.2)

where ∂2MS(u, Γ ) is a nonlocal (explicitly given) quadratic form, X is the velocity field at time 0 of the flow
t 7→ Φt (see Def. 2.4), and νi is the normal vector field on Γ i. Moreover, the remainder R vanishes whenever (u, Γ )
is a critical triple point. Thus, in particular, if (u, Γ ) is a local minimizer with respect to smooth perturbations
of Γ , then the quadratic form ∂2MS(u, Γ ) has to be non-negative.

Next we address the question as to whether the strict positivity of ∂2MS(u, Γ ), with (u, Γ ) critical, is a
sufficient condition for local minimality. The main result (see Thm. 5.1) is the following: if (u, Γ ) is a strictly
stable critical pair, then there exists δ > 0 such that

MS(u, Γ ) <MS(v, Φ(Γ )),

for any W 2,∞-diffeomorphism Φ : Ω̄ → Ω̄ and any function v ∈ H1
(
Ω\Φ(Γ )

)
satisfying the proper boundary

conditions, provided that ‖Φ − Id‖W 2,∞ ≤ δ, and Φ(Γ ) 6= Γ . The above result can be seen as the analog for
triple points configurations of the minimality result established in [4] in the case of regular discontinuity sets.

From the technical point of view the presence of the singularity makes the problem considerably more chal-
lenging. The main difficulty lies in the construction of a suitable family of bijections (Φt)t∈[0,1] connecting the
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critical triple point configuration with the competitor, in such a way that the “tangential” part along Φt(Γ ) of
the velocity field Xt of the flow t 7→ Φt is controlled by its normal part. Moreover, one also has to make sure
that the C2-closeness to the identity is preserved along the way. This turns out to be a challenging task, due
to the presence of the triple junction which poses nontrivial regularity problems. This technical difficulty has
been first addressed in [5], where the authors solved the problem of re-parametrizing a diffeomorphism between
two curves in order to obtain a control of the tangential part of the new diffeomorphism on the curve with its
normal one. Such a control is fundamental when one aims at using a second variation approach. In our case,
the presence of the volume term prevent us to use directly the result in [5], but forces us to use the strategy
described below (formula (1.3)), for which different estimates, not explicitly written in the above work, are
needed. For reader’s convenience, we present here a construction that is similar in spirit, but independent, to
the one provided by Cicalese et al., where the relevant features that allow to obtain the estimates are explicitly
pointed out. Once such a construction is performed, one proceeds in the following way. Let g(t) :=MS(ut, Γt)
and notice that, by criticality, we have g′(0) = 0. Thus, recalling (1.2), it is possible to write

MS(v, Φ(Γ )) − MS(u, Γ ) =

ˆ 1

0

(1− t)g′′(t) dt

=

ˆ 1

0

(1− t)
(
∂2MS(ut, Γt)[Xt · νt] +Rt

)
dt. (1.3)

If Γt is sufficiently C2-close to Γ , by the strict positivity assumption on ∂2MS(u, Γ ), we may conclude by
continuity that

∂2MS(ut, Γt)[Xt · νt] ≥ C‖Xt · νt‖2.

Unfortunately, the remainder Rt depends also on the tangential part of Xt. However, if the family (Φt)t is
properly constructed, on can ensure that such a tangential part is controlled by Xt · νt and

|Rt| ≤ ε‖Xt · νt‖2

for any ε > 0, provided that the Φt’s are sufficiently C2-close to the identity. Plugging the above two estimates
into (1.3) one eventually concludes that, for a Φ’s satisfying the above assumptions,MS(v, Φ(Γ )) >MS(u, Γ ).

We conclude this introduction by observing that the above result represents just the first step of a more
general strategy aimed at establishing the local minimality with respect to the L1-topology in the spirit of [3],
which will be the subject of future investigations.

2. Setting

Here we collect the terminology and we introduce all the objects we will need in the rest of the paper. First
of all, we need to specify the class of triple points we are interested in.

Definition 2.1. We say that a pair (u, Γ ) is a (regular admissible) triple point if

• Γ = {x0} ∪ Γ 1 ∪ Γ 2 ∪ Γ 3; where x0 ∈ Ω and the Γ i’s are three disjoint simple open2 curves in Ω that are
of class C3 and C2,α up to their closure. We also suppose ∂Γi = {x0, xi}, where x0 ∈ Ω and xi ∈ ∂Ω with
xi 6= xj for i 6= j;

• denoting by νi the normal vector to Γi, we require the angle between νi(x0) and νj(x0) to be less than or
equal to π, for all i 6= j (for the choice of the parametrization on each γi, see Sect. 3);

• each Γ̄ i to do not intersect ∂Ω tangentially;

2By an open curve we mean a curve C : I → R2, where I ⊂ R is an open interval.



404 RICCARDO CRISTOFERI

• there exists ∂DΩ ⊂⊂ ∂Ω\Γ , relatively open in ∂Ω, such that u solves

ˆ
Ω\Γ
∇u · ∇z dx = 0, (2.1)

for every z ∈ H1(Ω\Γ ) with z = 0 on ∂DΩ.

Remark 2.2. The regularity we impose on the curves Γ i’s is not so restrictive as it may seem: indeed we will
work with critical triple points (see Def. 4.3), and it was proved in [10] that, for critical configurations, each Γi
is analytic as soon as it is of class C1,α, and the regularity theory tells us that each curve is of class C2,α up
to its closure. We would like to point out that the assumption that each curve Γi is open has been made just
for convenience, and does not prevent the use of (u, Γ ), with u ∈ H1(Ω\Γ ), as an admissible pair at which to
compute the functional MS.

The last condition in Definition 2.1 tells us that u is a weak solution of
4v = 0 in Ω\Γ̄ ,
v = u on ∂DΩ,
∂ν∂Ωv = 0 on ∂Ω\∂DΩ,
∂νv = 0 on Γ̄ .

From the results on elliptic problems in domains with corners (see, e.g., [9]) and from the regularity of ∂Ω, we
know that u can have a singularity near S, the relative boundary of ∂DΩ in ∂Ω: namely, u can be H1 but not
H2 in a neighborhood of S. Thus, the gradient of u may not be bounded in that region. In a future application of
the present work we will need to impose a bound on the L∞-norm of the gradient of the admissible competitors.
But this can be done only far from S. So, we are forced to consider competitors equals to u in a neighborhood
of S.

Definition 2.3. Given a regular triple point (u, Γ ), we say that an open set U ⊂ Ω is an admissible subdomain
if Γ ⊂ U and U ∩ S = ∅. In this case we define

MS
(
(u, Γ );U

)
:=

ˆ
U\Γ
|∇u|2 dx+H1(Γ ).

Moreover, given an open set A ⊂ Ω, we denote by H1
U (A) the space of functions z ∈ H1(A) such that z = 0 on

(Ω\U) ∪ ∂DΩ.

Notation: We will call Ω1, Ω2, Ω3 the three open connected components of Ω\Γ̄ .

Our strategy requires to perform the first and the second variation of our functional MS. So, we need to
specify the perturbations of the set Γ and of the function u we want to consider.

Definition 2.4. Let (u, Γ ) be a triple point and let U be an admissible subdomain. We say that a family of
bijections of Ω onto itself, (Φt)t∈(−1,1), is admissible for (u, Γ ) in U if the following conditions are satisfied:

• Φ0 is the identity map Id;
• Φt = Id in (Ω\U) ∪ ∂DΩ, for each t ∈ (−1, 1);
• Φit := (Φt)|Ωi is a diffeomorphism of class C1, for each t ∈ (−1, 1);
• Φt is of class C3 on Γ , for each t ∈ (−1, 1);
• for each x ∈ Ω̄, the map t→ Φt(x) is of class C2.

In this case, we define:
XΦt := Φ̇t ◦ Φ−1

t , ZΦt := Φ̈t ◦ Φ−1
t ,
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where with Φ̇t we denote the derivative with respect to the variable s of the map (s, x) → Φs(x) computed at
(t, x). Notice that the above objects are well defined. Moreover we also introduce the following abbreviations

Xt := XΦt , Zt := ZΦt , X := X0, Z := Z0,

where no risk of confusion can occur.

Remark 2.5. Usually the variations that are considered are C3 diffeomorphisms of Ω̄ for every fixed t, and
functions of class C2 for every fixed x. The reason why we need to consider this weaker class of admissible
functions is because in the construction we will provide in Proposition 5.2, the regularity we will be able to
prove is the one of the above definition. However, the above hypotheses on (Φt)t suffice to be able to compute
the first and the second variation of the functional MS.

The above variations will affect only the set Γ , i.e., at every time t we will consider the set Γt := Φt(Γ ).
Since our functional depends also on a function u, we have to choose, for each time t, a suitable function ut
related to the set Γt at which compute our functional MS. The idea, as in [4], is to choose the function that
minimizes the Dirichlet energy.

Definition 2.6. Let Φ : Ω̄ → Ω̄ be a diffeomorphism such that Φ = Id on (Ω\U) ∪ ∂DΩ, and set ΓΦ := Φ(Γ ).
We define uΦ as the unique solution of:

´
Ω\ΓΦ ∇uΦ · ∇z dx = 0 for each z ∈ H1

U (Ω\ΓΦ),

uΦ = u in (Ω\U) ∪ ∂DΩ,
uΦ ∈ H1(Ω\ΓΦ).

Moreover, given a family of admissible diffeomorphisms (Φt)t, we set ut := uΦt , and we define the function u̇t(x)
as the derivative with respect to the variable s of the map (s, x) 7→ us(x), computed in (t, x). For simplicity, set
u̇ := u̇0.

We are now in position to describe the admissible variations.

Definition 2.7. We define the first and the second variation of the functional MS at a regular admissible
triple point (u, Γ ) in U , with respect to the family of admissible diffeomorphisms (Φt)t∈(−1,1), as

d

dt
MS

(
(ut, Γt);U

)
|t=0

,
d2

dt2
MS

(
(ut, Γt);U

)
|t=0

,

respectively.

3. Preliminary results

3.1. Geometric preliminaries

We collect here some geometric definitions and identities that will be useful later. First of all, we will use the
following matrix notation: if A : R2 → R2 and v1, v2 ∈ R2, we set

A[v1, v2] := A[v1] · v2.

Let γ ⊂ R2 be a curve of class C2 and let τ : γ → S1 be the tangent vector field on γ. Given an orientation
on γ it is possible to define a signed distance function from γ as follows:

dγ(x+ tν(x)) := t,

where ν(x) is the normal vector to γ at the point x, obtained by rotating τ(x) counterclockwise. This signed
distance turns out to be of class C2 in a tubular neighborhood U of γ; moreover, its gradient coincides with ν
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Figure 1. An admissible triple point with the chosen orientation and an admissible subdomain
U . The bold part of the boundary represents the set ∂DΩ.

on γ. In the following we will use the extension of the normal vector field given by the gradient of the signed
distance from γ, that we will set ν : U → S1.

Given a smooth vector field g : U → Rk, we define the tangential differential Dγg(x) at a point x ∈ γ (∇γg(x)
if k = 1) by Dγg(x) := dg(x) ◦ πx, where dg(x) is the classical differential of g at x and πx is the orthogonal
projection on Txγ, the tangent line to γ at x. If g : U → R2 we define its tangential divergence as divγg := τ ·∂τg.

We define the curvature of γ as the function H : U → R given by H := divν. Notice that, since ∂νν = 0 on
Γ , we can write H = divγν = Dν[τ, τ ].
For every smooth vector field g : U → R2 the following divergence formula holds:ˆ

γ

divγg dH1 =

ˆ
γ

H(g · ν) dH1 +

ˆ
∂γ

g · η dH0, (3.1)

where η is a unit tangent vector pointing out of γ in each point of ∂γ. Moreover, if Φ : U → U is an orientation
preserving diffeomorphism, and we denote by γΦ := Φ(γ), a possible choice for the orientation of γΦ is given by:

νΦ :=
(DΦ)−T [ν]∣∣(DΦ)−T [ν]

∣∣ ◦ Φ−1.

In this case, the vector η of the divergence formula (3.1) becomes

ηΦ :=
DΦ[η]∣∣DΦ[η]

∣∣ ◦ Φ−1.

In particular, for an admissible flow (Φt)t∈(−1,1), we will use the following notation: νt := νΦt , ηt := ηΦt , and
we will denote by Ht the curvature of γt.

Finally, setting JΦ :=
∣∣(DΦ)−T [ν]

∣∣detDΦ, for every f ∈ L1(γΦ) the following area formula holds (see [2],
Thm. 2.91): ˆ

γΦ

f dH1 =

ˆ
γ

(f ◦ Φ) JΦ dH1.

We now treat triple points. Fix for ∂Ω the clockwise orientation and orient the curves Γi’s in such a way that
νi(xi) = τ∂Ω(xi) for each i = 1, 2, 3 (see Fig. 1), where νi is the normal vector on Γi.

For the sake of simplicity we will use the following notation: given f : Γ → Rk, we will denote by fi its
restriction to Γi, and we will write

ˆ
∂Γ

f dH0 :=

3∑
i=1

(
fi(x0) + fi(xi)

)
.
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In the following we will also need to use the trace of a function on Γ . We recall that, since each Γi is open,
xi 6∈ Γi, for each i = 0, 1, 2, 3.

Definition 3.1. Let Γ be a regular admissible triple point, and let z ∈ H1(Ω\Γ̄ ). We define the traces z+, z−

of z on Γ as follows: let x ∈ Γ and define

z±(x) := lim
r→0+

1∣∣Br(x) ∩ V ±x
∣∣ ˆ

Br(x)∩V ±x
z(y) dy,

where V ±x := {y ∈ R2 : ±(y − x) · νi(x) ≥ 0}, if x ∈ Γi.

In the computation of the second variation we will need some geometric identities, that we collect in the
following lemma. The proofs of the first block of identities are the same as those of ([4], Lem. 3.8), and hence
we will not repeat them here. We just need to prove the last three.

Lemma 3.2. The following identities hold on each Γ i:

(1) D2u±[νi, νi] = −4Γiu±;

(2) D2u±[X, νi] = −(X · νi)4Γiu± −Dνi[∇Γ iu±, X];

(3) divΓi [(X · νi)∇Γ iu±] = (DΓ iX)T [νi,∇Γ iu±]−∇2u±[X, νi];

(4) ∂νiH
i = −|Dνi|2 = −(Hi)2;

(5) D2u±[νi,∇Γ iu±] = −Dνi[∇Γ iu±,∇Γ iu±] = −Hi|∇Γiu±|2;

(6) ν̇i = −(DΓ iX)T [νi]−DΓ iν
i[X] = −∇Γ (X · ν);

(7) ∂
∂t

(
Φ̇t · (νit ◦ Φt)JΦt

)
|t=0

= Z · νi − 2X || · ∇Γ i(X · νi) +Dνi[X ||, X ||] + divΓ i((X · νi)X).

Moreover, the following identities are satisfied:

(i) ∂
∂t (η

i
t ◦ Φt)|t=0 = (DΓiX)T [νi, ηi]νi, on ∂Γ i;

(ii) X · ∂∂t (η
i
t ◦ Φt)|t=0 = −(X · νi)ν̇i · ηi −Hi(X · νi)(X · ηi), on ∂Γ i;

(iii) Z · ν∂Ω +Dν∂Ω [X,X] = 0 on ∂Γ i ∩ ∂Ω.

Proof. Proof of (i). Let wt := DΦt(x)[τ(x)]. Then

∂

∂t
(ηit ◦ Φt)|t=0 =

∂

∂t

wt
|wt|
·

Since ẇ0 = DΓ i Φ̇[τ i] = DΓ iX[τ i]DΓ iτ , we obtain

∂

∂t
(ηit ◦ Φt)|t=0 = DΓ iX[τ ]− (DΓ iX)T [τ, τ ],

we conclude.
Proof of (ii). This identity follows by taking the scalar product of identity (6) with (X · ν)η, and by using (i).
Proof of (iii). This one follows by deriving with respect to the time the identity

(Xt ◦ Φt) · (ν∂Ω ◦ Φt) = 0,

that holds on ∂Γ i ∩ ∂Ω. �
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3.2. Properties of the function u̇

In the computations of the first and the second variation we need to know some properties of the family
of functions (ut)t that we state here. First of all we need to prove that the function u̇ actually exists. This is
provided by the following result, whose proof is just the same as those of ([4], Prop. 8.1), where the elliptic
estimates in W 2,p for p < 4, needed to prove the second part are, in our case, provided by Theorem A.2.

Proposition 3.3. Let (Φt)t be an admissible family of diffeomorphisms, and let (ut)t be the functions defined
in Definition 2.6. Set ũt := ut ◦ Φt and vt := ũt − u. Then the following properties hold true:

(i) the map t 7→ vt belongs to C1
(
(−1, 1);H1

U (Ω\Γ )
)
;

(ii) for every x̄ ∈ Γ̄ , let B be a ball centered in x̄ such that B \Γ has two (or, if x̄ = x0, three) connected
components B1, B2 (and B3). For every t ∈ (−1, 1), let ũit be the restriction of ũt to Bi. Then we have that
the map ûi(t, x) := ũit(x) belongs to C1

(
(−1, 1)× B̄i

)
.

Using the above proposition it is possible to prove the following result, whose proof is just the same as those
of [4], Eq. (3.6) of Thm. 3.6).

Proposition 3.4. The function u̇ exists, it is a well defined function of H1
U (Ω\Γ ). Moreover, it is harmonic

in Ω\Γ̄ and satisfies the following Neumann boundary conditions:

∂ν∂Ω u̇ = 0 on (∂Ω\∂DΩ) ∩ U,

∂ν u̇
± = divΓ

(
(X · ν)∇Γu±

)
on Γ. (3.2)

In particular, the following equation holds:
ˆ
Ω

∇u̇ · ∇z dx =

ˆ
Γ

[
divΓ

(
(X · ν)∇Γu+

)
z+ − divΓ

(
(X · ν)∇Γu−

)
z−
]

dH1, (3.3)

for each z ∈ H1
U (Ω\Γ ).

Remark 3.5. First of all we notice that the right-hand side of (3.2) is well defined. Indeed, by Theorem A.2
that u is of class H2 in a neighborhood of Γ , and thus ∇Γu± ∈ H

1
2 (Γ̄ ). So, since Γ and X are regular, we get

that (X · ν)∇Γu± ∈ H
1
2 (Γ̄ ).

4. First and second variation

The aim of this section is to compute the first and the second variation of the functional MS at a triple
point (u, Γ ).

Theorem 4.1. Let (u, Γ ) be a triple point, U an admissible subdomain and (Φt)t∈(−1,1) an admissible family
for (u, Γ ) in U . Set f := |∇Γu−|2 − |∇Γu+|2 +H. Then the first variation of the functional MS computed at
(u, Γ ) with respect to (Φt)t∈(−1,1) is given by:

d

dt
MS

(
(ut, Γt);U

)
|t=0

=

ˆ
Γ

f(X · ν) dH1 +

ˆ
∂Γ

X · η dH0, (4.1)

while the second variation reads as:

d2

dt2
MS

(
(ut, Γt);U

)
|t=0

= −2

ˆ
U

|∇u̇|2 dx+

ˆ
Γ

|∇Γ (X · ν)|2 dH1 +

ˆ
Γ

H2(X · ν)2 dH1

+

ˆ
Γ

f
[
Z · ν − 2X || · ∇Γ (X · ν) +Dν[X ||, X ||]−H(X · ν)2

]
dH1 +

ˆ
∂Γ

Z · η dH0. (4.2)
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Proof. Computation of the first variation. In order to derive the function

t 7→ MS
(
(ut, Γt);U

)
=

ˆ
U\Γt

|∇ut|2 dx+H1(Γt),

we treat the two terms separately. For the first one we write

ˆ
U\Γt

|∇ut|2 dx =

3∑
i=1

ˆ
U∩Ωit

|∇ut|2 dx,

where Ωit := Φt(Ω
i). By our assumptions, Ωit is diffeomorphic to Ωi through Φit and thus we can apply the

change of variable formula. So we have

d

ds

(ˆ
U\Γs

|∇us|2 dx

)
|s=t

=
d

ds

(ˆ
U\Γ
|∇us ◦ Φs|2 detDΦs dx

)
|s=t

=

ˆ
U\Γ

[
2(∇ut ◦ Φt) ·

(
(∇u̇t ◦ Φt) + (D2ut ◦ Φt)Φ̇t

)
+ |∇ut ◦ Φt|2divXt ◦ Φt

]
detDΦt dx

= 2

ˆ
U\Γt

∇ut · ∇u̇t dx+

ˆ
U\Γt

(
2D2ut[∇ut, Xt] + |∇ut|2divXt

)
dx.

Recalling that u̇t ∈ H1
U (U \Γt) by Proposition 3.4, from (2.1) we get that the first integral vanishes. Moreover,

since it is possible to write

2D2ut[∇ut, Xt] + |∇ut|2divXt = div
(
|∇ut|2Xt

)
,

integrating by parts in each connected component of Ω\Γt, and recalling that Xt · ν∂Ω = 0, we get

d

ds

(ˆ
U\Γs

|∇us|2 dx

)
|s=t

=

ˆ
Γt

(
|∇u−t |2 − |∇u+

t |2
)
(Xt · νt) dH1.

Finally we also notice that in the last expression, we can substitute the operator ∇ with the operator ∇Γt , since
∂νtut = 0.

For the second term, it is well known (see, e.g., [20]) that

d

dt

(
H1(Γs)

)
|s=t

=

ˆ
Γt

divΓtXt dH1 =

ˆ
Γt

Ht(Xt · νt) dH1 +

ˆ
∂Γt

Xt · ηt dH0.

Hence, defining the function ft on Γt as ft := |∇Γtu−t |2 − |∇Γtu+
t |2 +Ht, we obtain

d

ds
MS

(
(us, Γs);U

)
|s=t =

ˆ
Γt

ft(Xt · νt) dH1 +

ˆ
∂Γt

Xt · ηt dH0. (4.3)

Notice that the functions ft are well defined C1 functions in a normal tubular neighborhood of Γt. In particular,
for t = 0, we deduce the following expression for the first variation:

d

dt
MS

(
(ut, Γt);U

)
|t=0

=

ˆ
Γ

(
|∇Γu+|2 − |∇Γu−|2 +H

)
(X · ν) dH1 +

ˆ
∂Γ

X · η dH0.

Computation of the second variation. Now we want to compute

d2

ds2
MS

(
(us, Γs);U

)
|s=t,
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for s ∈ (−1, 1). The derivative of the first term of (4.3) can be computed as follows:

d

dt

(ˆ
Γt

ft(Xt · νt) dH1

)
|t=0

=
d

dt

(ˆ
Γ

(ft ◦ Φt)(Xt ◦ Φt) · (νt ◦ Φt)JΦt dH1

)
|t=0

=

ˆ
Γ

(ḟ +∇f ·X)(X · ν) dH1 +

ˆ
Γ

f
∂

∂t

(
Φ̇t · (νt ◦ Φt)JΦt

)
|t=0

dH1.

Now, using equality (7) of Lemma 3.2 to rewrite the second integral, we get

d

dt

(ˆ
Γt

ft(Xt · νt) dH1

)
|t=0

=

ˆ
Γ

(ḟ +∇f ·X)(X · ν) dH1

+

ˆ
Γ

f
(
Z · ν − 2X || · ∇Γ (X · ν) +Dν[X ||, X ||] + divΓ

(
(X · ν)X

))
dH1

=

ˆ
Γ

f
(
Z · ν − 2X || · ∇Γ (X · ν) +Dν[X ||, X ||]

)
dH1

+

ˆ
Γ

(ḟ +∇f · ν(X · ν))(X · ν) dH1 +

ˆ
Γ

divΓ
(
f(X · ν)X

)
dH1

=

ˆ
Γ

(ḟ +∇f · ν(X · ν))(X · ν) dH1 +

ˆ
∂Γ

f(X · ν)(X · η)dH0

+

ˆ
Γ

Hf(X · ν)2 dH1 +

ˆ
Γ

f
(
Z · ν − 2X || · ∇Γ (X · ν) +Dν[X ||, X ||]

)
dH1,

where the last equality follows from integration by parts, while the previous one by writing X = (X · ν)ν +X ||.
Now, recalling that f = |∇Γu−|2 − |∇Γu+|2 +H, we have that

∇f = 2∇Γu+D2u− − 2∇Γu−D2u+ +∇H,
ḟ = 2∇Γu+ · ∇Γ u̇− − 2∇Γu− · ∇Γ u̇+ + Ḣ.

Using the above identities and (2), (4) and (5) of Lemma 3.2 we can write

ˆ
Γ

(∇f · ν)(X · ν)2 dH1 =

ˆ
Γ

(X · ν)2
[
2D2u−[∇Γu−, ν]− 2D2u+[∇Γu+, ν] + ∂νH

]
dH1

=

ˆ
Γ

(X · ν)2
[
2Dν[∇Γu+,∇Γu+]− 2Dν[∇Γu−,∇Γu−]− |Dν|2

]
dH1

=

ˆ
Γ

(H2 − 2fH)(X · ν)2 dH1,

where the identity Dν[τ, τ ] = H has been used in the last step.
Now we would like to treat the term

´
Γ
ḟ(X · ν) dH1. First of all we recall that H = divΓ ν and ∂ν ν̇ = 0

(since |νt|2 ≡ 1). Thus Ḣ = divΓ ν̇, and hence

ˆ
Γ

Ḣ(X · ν) dH1 =

ˆ
Γ

(divΓ ν̇)(X · ν) dH1

= −
ˆ
Γ

ν̇ · ∇Γ (X · ν) dH1 +

ˆ
∂Γ

(ν̇ · η)(X · ν) dH0

=

ˆ
Γ

|∇Γ (X · ν)|2 dH1 +

ˆ
∂Γ

(ν̇ · η)(X · ν) dH0,
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where in the last line we have used (6) of Lemma 3.2. Moreover

ˆ
Γ

(∇Γu± · ∇Γ u̇±)(X · ν) dH1 = −
ˆ
Γ

u̇±divΓ
(
∇Γu±(X · ν)

)
dH1 + 2

ˆ
∂Γ

u̇±(X · ν)(∇Γu± · η) dH0,

hence, recalling (3.3), we obtain

ˆ
Γ

ḟ(X · ν) dH1 =− 2

ˆ
U

|∇u̇|2 dx+

ˆ
Γ

|∇Γ (X · ν)|2 dH1 +

ˆ
∂Γ

(ν̇ · η)(X · ν) dH0

+ 2

ˆ
∂Γ

[
u̇+(X · ν)(∇Γu+ · η)− u̇−(X · ν)(∇Γu− · η)

]
dH0.

Finaly, we have to compute the derivative of the second integral of (4.1). Using (ii) of Lemma 3.2, we have
that

d

dt

(ˆ
∂Γt

Xt · ηt dH0

)
|t=0

=
d

dt

(ˆ
∂Γ

(Xt ◦ Φt) · (ηt ◦ Φt) dH0

)
|t=0

=

ˆ
∂Γ

(
Z · η +X · ∂

∂t
(ηt ◦ Φt)|t=0

)
dH0

=

ˆ
∂Γ

(
Z · η − (X · ν)(ν̇ · η)−H(X · ν)(X · η)

)
dH0.

We now observe that some integrals vanishes for regular admissible triple points. Indeed, by the Neumann
conditions satisfied by u, we know that ∂νu

± = 0 on Γ and that ∂ν∂Ωu
± = 0 on ∂NΩ ∩ Ū . The admissibility

conditions we required on regular admissible triple points tell us that ν∂Ω(xi) and νi(xi) are linear independent
for every i = 1, 2, 3, as well as ν1(x0) and ν2(x0). Using the fact that ∇u± is continuous up to the closure of Γ ,
we can infer that ∇u±(xi) = 0 for each i = 0, 1, 2, 3.

Combining all the above identities, we obtain the desired formula for the second variation of our functional
MS at a regular admissible triple point (u, Γ ). �

Remark 4.2. The above expression for the second variation can be also used to compute the second variation
at a generic time t ∈ (−1, 1). Indeed, fix t ∈ (−1, 1), and consider the family of diffeomorphisms

Φ̃s := Φt+s ◦ Φ−1
t .

It is easy to see that this family is admissible for (u, Γ ) in U , and that

d2

ds2
MS

(
(us, Γs);U

)
|s=t =

d2

dh2
MS

(
(ut+h, Φ̃h(Γt));U

)
|h=0

.

Hence, mutatis mutandis, the same expression as in (4.2) holds true for the second variation at a generic time
t ∈ (−1, 1).

The expression (4.1) of the first variation suggests the following definition.

Definition 4.3. Let (u, Γ ) be a triple point and U an admissible subdomain. We say that (u, Γ ) is critical if
the following three conditions are satisfied:

• H = |∇Γu−|2 − |∇Γu+|2 on Γ ;
• the Γ i’s meet in x0 at 2

3π;
• each Γ i meets ∂Ω orthogonally.
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Remark 4.4. Notice that a critical triple point is such that Hi = 0 on ∂Γ i.

Now we want to rewrite the second variation in a critical triple point.

Proposition 4.5. Let (u, Γ ) be a regular critical triple point. Then the second variation of MS at (u, Γ ) in U
can be written as follows:

d2

dt2
MS

(
(ut, Γt);U

)
|t=0

= −2

ˆ
U

|∇u̇|2 dx+

ˆ
Γ

|∇Γ (X · ν)|2 dH1

+

ˆ
Γ

H2(X · ν)2 dH1 −
3∑
i=1

(H∂Ω(X · νi)2)(xi).

Proof. We notice that for a regular admissible critical triple point f = 0 on Γ ,∇u± = 0 on ∂Γ ,X ·η = X ·ν∂Ω = 0
on Γ̄ ∩ ∂Ω and, thanks to (iii) of Lemma 3.2, that

Z · η = −Dν∂Ω [X,X] = −(X · ν)2Dν∂Ω [ν, ν] = −H∂Ω(X · ν)2.

Recalling that the Γ i’s meet in x0 at 2
3π, we also have that

∑3
i=1 Z · νi(x0) = 0. This allows to conclude. �

The above result suggests to introduce the following definition.

Definition 4.6. We introduce the space

H̃1(Γ ) := {ϕ : Γ → R : ϕi ∈ H1(Γ i),
(
ϕ1 + ϕ2 + ϕ3

)
(x0) = 0},

endowed with the norm given by:

‖ϕ‖H̃1(Γ ) :=

3∑
i=1

‖ϕi‖H1(Γ i).

Then, we define the quadratic form ∂2MS
(
(u, Γ );U

)
: H̃1(Γ )→ R as

∂2MS
(
(u, Γ );U

)
[ϕ] := −2

ˆ
U

|∇vϕ|2 dx+

ˆ
Γ

|∇Γϕ|2 dH1 +

ˆ
Γ

H2ϕ2 dH1

−
3∑
i=1

(
ϕ2
iDν∂Ω [ν, ν]

)
(xi),

where vϕ ∈ H1
U (Ω\Γ ) is the solution of

ˆ
Ω

∇vϕ · ∇z dx = 〈divΓ
(
ϕ∇Γu+

)
, z+〉

H−
1
2 (Γ )×H

1
2 (Γ )

− 〈divΓ
(
ϕ∇Γu−

)
, z−〉

H−
1
2 (Γ )×H

1
2 (Γ )

, (4.4)

for every z ∈ H1
U (Ω\Γ ).

The following lemma ensures that the right-hand side of (4.4) makes sense.

Lemma 4.7. Let ϕ ∈ H̃1(Γ ) and let Φ ∈ H 1
2 (Γ ) ∩ C0(Γ ). Then ϕΦ ∈ H 1

2 (Γ ).
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Proof. We need to estimate the Gagliardo semi-norm. So

[ϕΦ]2H1/2 :=

ˆ
Γ

ˆ
Γ

|ϕ(x)Φ(x)− ϕ(y)Φ(y)|2

|x− y|2
dH1(x) dH1(y)

≤
ˆ
Γ

ˆ
Γ

|Φ(y)|2 |ϕ(x)− ϕ(y)|2

|x− y|2
dH1(x) dH1(y)

+

ˆ
Γ

ˆ
Γ

|ϕ(x)|2 |Φ(x)− Φ(y)|2

|x− y|2
dH1(x) dH1(y)

≤ ‖Φ‖2C0 [ϕ]2H1/2 + ‖ϕ‖2L∞ [Φ]2H1/2 .

Using the Sobolev embedding H1(Γ ) ⊂ H 1
2 (Γ )∩L∞(Γ ), we obtain that the above quantity is finite, and hence

we conclude. �

Remark 4.8. The above result holds just requiring Φ ∈ H 1
2 (Γ ), but the proof is longer. Since in our case we

already know that ∇Γu± ∈ H
1
2 (Γ ) ∩ C0,α(Γ ) for α ∈ (0, 1/2), we prefer to give just this simplified version of

the result.

Remark 4.9. Notice that it is possible to write

d2

dt2
MS

(
(ut, Γt);U

)
|t=s = ∂2MS

(
(us, Γs);U

) [
(X · ν1, X · ν2, X · ν3)

]
+Rs, (4.5)

where R0 vanishes whenever (u, Γ ) is a critical triple point.

We now introduce the space where we will prove the local minimimality result.

Definition 4.10. Given δ > 0, we denote by the symbol Dδ(Ω,U) the space of all the diffeomorphisms Φ :
Ω̄ → Ω̄, with Φ = Id in (Ω\U) ∪ ∂DΩ, such that ‖Φ− Id‖W 2,∞(Γ ;Ω̄) < δ.

Notice that we only require W 2,∞-closeness of Φ to the identity on the set Γ . As one would expect, the non
negativity of the second variation is a necessary condition for local minimality, as shown in the following result.
Since the proof is just technical, it will be postponed in the appendix.

Proposition 4.11. Let (u, Γ ) be a critical triple point such that there exists δ > 0 with the following property:

MS
(
(u, Γ );U

)
≤MS

(
(v, ΓΦ);U

)
,

for every diffeomorphisms Φ : Ω̄ → Ω̄ with Φ = Id on ∂DΩ ∪ (Ω\U) satisfying ‖Φ− Id‖C2(Γ ;Ω̄) < δ, and every

v ∈ H1(Ω \ ΓΦ) such that v = u in (Ω\U) ∪ ∂DΩ. Then

∂2MS
(
(u, Γ );U

)
[ϕ] ≥ 0, for every ϕ ∈ H̃1(Γ ).

The following strict stability condition will be shown to imply the local minimality result (see Thm. 5.1).

Definition 4.12. We say that a critical triple point (u, Γ ) is strictly stable in an admissible subdomain U if

∂2MS
(
(u, Γ );U

)
[ϕ] > 0 for every ϕ ∈ H̃1(Γ )\{0}.

5. A local minimality result

The aim of this section is to prove the following result.

Theorem 5.1. Let (u, Γ ) be a strictly stable critical triple point. Then there exists δ̄ > 0 such that

MS
(
(u, Γ );U

)
≤MS

(
(v, ΓΦ);U

)
,

for every Φ ∈ Dδ̄(Ω;U) and every v ∈ H1(Ω\ΓΦ) such that v = u in (Ω\U) ∪ ∂DΩ. Moreover equality holds
true only when ΓΦ = Γ and v = u.

The rest of this section is devoted to the proof of the above result.
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5.1. Construction of the admissible family

In this section we construct a suitable admissible family connecting a critical point Γ with a competitor that
satisfies some additional assumptions.

Proposition 5.2. Let (u, Γ ) be a critical triple point and fix ε > 0. Then it is possible to find a constant
δ̄1 = δ̄1(Γ, ε) > 0 and constants C1 > 0, C2 > 0, depending only on Γ and δ̄1, with the following property:

for any diffeomorphism Φ ∈ C3(Ω̄; Ω̄) such that ‖Φ − Id‖C2(Γ ;Ω̄) < δ̄1 and Φ(x0) 6= x0, it is possible to find
an admissible family (Φt)t∈[0,1] such that

‖Φt − Id‖C2(Γ ;Ω̄) < ε, Φ1(Γ ) = Φ(Γ ).

Moreover the following estimates hold true for each time t ∈ [0, 1]:

‖Xt · τt‖L2(Γt) ≤ C1‖Xt · νt‖L2(Γt), (5.1)

‖Zt · νt‖L1(Γt) ≤ C2‖Xt · νt‖L2(Γt), (5.2)

where we recall that νt and τt are the normal and the tangent vector field on Γt respectively and that the objects
Xt := Φ̇t ◦ Φ−1

t , Zt := Φ̈t ◦ Φ−1
t are well defined on Γt.

Heuristics. Before starting with the proof, we would like to give the reader an general overview of what we
are going to do. The idea of the construction is similar to the one used in [5]. As explained in the introduction,
since estimates (5.1) and (5.2) are not explicitly present in the above work, we decided, for reader’s convenience,
to give here another construction, where the relevant features that allow to obtain the estimates are explicitly
pointed out. Moreover, since the curves Φ(Γ i) do not necessarily meet with equal angles, we cannot use Whitney
extension Theorem to extend the functions we will define on each Γ i to a function of the whole Ω. For, we use
Lemma A.6, that is explicitly designed for our purposes, where the extension can also failed to be a global
diffeomorphism of Ω, but with the essential properties that allow us to perform the computations of the first
and the second variations (see Def. 2.4).

The source of difficulties is, of course, the presence of the triple point. Indeed, for points in Γ̄ far for x0, we
can use a standard construction. Namely, we can define the family (Φt)t as the flow of a vector field that is (close
to) an extension of the normal vector field of Γ̄ . This part of the construction is easy. The tricky part is when we
are closed to x0. The idea we are going to use is the following: we first construct a vector field Y on Γ̄ ∩Bµ(x0),
for some µ > 0, such that x+ Y (x) ∈ Φ(Γ ) and Y has null tangential component on Γ ∩Bµ(x0)\Bµ

2
(x0). This

last condition will be used to glue together the vector field Y with the one defined far from x0. Then we define
our diffeomorphisms Φt’s on Γ̄ ∩Bµ(x0) as

Φt(x) := x+ tY (x).

In order to obtain (5.1) and (5.2), we need our vector field Y to satisfy the following two conditions:

(i) Y ∈ C3(Γ̄ ∩Bµ(x0)), with ‖Y ‖C2(Γ̄∩Bµ(x0)) sufficiently small;
(ii) ‖Y · ν‖L2(Γ̄∩Bµ(x0)) ≥M‖Y · τ‖L2(Γ̄∩Bµ(x0)), for some M > 0.

Thus, we wonder how to ensure the validity of the above conditions. The first one is not difficult to achieve
by using the assumption that Φ is closed to the identity in the C2 norm. Condition (ii) is the tricky one. It
suggests us to consider the sets

Ci :=
{
v ∈ Bµ :

∣∣∣ v|v| · τ i(x0)
∣∣∣ ≥ 3

5

∣∣∣ v|v| · νi(x0)
∣∣∣ },
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Figure 2. The original triple point (bold line) and its image under the diffeomorphism (dashed
line).

and to use different constructions when Y (x0) := Φ(x0) − x0 ∈ Ci for some i, or when this condition is not
satisfied. In the latter one, it is easy to define Y (by letting its normal part to vanish) in such a way that
|Y ·ν| ≥ C|Y ·τ |. This pointwise estimate is enough to ensure the validity of the integral estimate (ii). If instead
Y (x0) ∈ Ci for some i, then it is not always possible to obtain an estimate of the type

‖Xt · τt‖L2(Γ it∩Bµ(x0)) ≤ C‖Xt · νt‖L2(Γ it∩Bµ(x0)).

Just consider the the following example: each Γ i is a segments and Φ is, around x0, a translation in the direction
of, let us say, Γ 1. In this case, an estimate like the above one cannot be true for Γ 1, since Y has only tangential
part on that curve. The idea is to take advantage of the fact that we have a triple point. Thus, if Y (x0) ∈ C1,
then clearly Y (x0) 6∈ C2 ∪ C3 and so, for j = 2, 3, the inequality |Y (x0) · τ j(x0)| ≤ C|Y (x0) · νj(x0)| holds true.
This means that, for j = 2, 3, we can directly obtain the desired integral estimate from the pointwise one. Now
it is clear that the only chance we have in order to satisfy (ii), is to estimate the tangential part of Y along Γ 1

with its normal part along Γ 2, i.e., to obtain the following estimate

‖Y · τ1‖L2(Γ 1
t ∩Bµ(x0)) ≤ C‖Y · ν2‖L2(Γ 2

t ∩Bµ(x0)), (5.3)

to hold true.
Are we sure that we can do it? The worst case scenario is the one shown in Figure 2: the curve Φ(Γ 1) is

completely over Γ 1, and Φ(Γ 2) is over Γ 2 out of a ball Br(x0). Using the closeness of Φ to the identity in the
C2 norm, a very rough estimate allows us to estimate from below r with a term of the order of

√
|Y (x0)|. Thus,

we need to construct our vector field Y around x0 in such a way that:

• |Y · τ1| ≤ C|Y (x0)| on Γ 1 ∩B
C
√
|Y (x0)|(x0);

• Y · τ1 ≡ 0 on Γ 1\BCµ(x0);
• |Y · ν2| ≥ C|Y (x0)| on Γ 2.

If the above conditions are in force, then it is easy to see that (5.3) holds true. We will use two different strategies
to let the tangential part of Y vanish: on Γ 2 we just use a cut off function, that will ensure the validity of the
last condition. The idea for constructing the vector field on Γ 1 is to look at that curve and at Φ(Γ 1) near x0 as

graphs, with respect to the axes given by τ1(x0) and ν1(x0), of two functions h1 ∈ C3([0, s]) and h̃1 ∈ C3([a, s])
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respectively (where a 6= 0 since Φ(x0) 6= x0). We want the projection of Y (x0) on τ1(x0) to go to zero, and
then use the fact that, for s small, Y (s, h(s)) is almost aligned with ν1(s, h(s)). For, we notice that if Y is a
vector field connecting a point (s, h(s)) of graph(h) with a point (t, h1(t)) of graph(h1), then we are interested
in making the quantity t− s disappearing. Thus, we are lead to consider diffeomorphisms G : [0, s]→ [a, s] and
requiring that they are the identity on [s̄, s], for some s̄ ∈ (a, s).

Proof. The proof is divided in three parts: we first define our functions on Γ̄ , then we extend them to admissible
ones defined in the whole Ω̄ and finally we will show that our construction is such that estimate (5.1) and (5.2)
hold true. We start with some preliminaries.

Preliminaries. The constant C > 0 that will appear in the following computations may change from line to
line, but we will keep the same notation. Fix µ > 0 such that

• νi(x) · νi(x0) ≥ 2
3 , for x ∈ Γ i ∩Bµ(x0);

• B4µ(x0) b Ω;
• (Γ i)µ is a tubular neighborhood of Γ i;
• the sets (Γ i)µ\B3µ are disjoint;
• Γ i ∩Bµ(x0) is a graph with respect to the axes given by τ i(x0) and νi(x0).

We will take δ̄1 <
µ
2 . Moreover, we will fix a cut-off function χ : R → [0, 1] such that χ ≡ 0 on [1,+∞) and

χ ≡ 1 on (−∞, 1
2 ].

Step 1: Construction of the functions near x0. We define the functions ΦOt as

ΦOt (x) := x+ tN(x),

for x ∈ Γ̄ ∩Bµ(x0), where the vector field N will be constructed as follows.

Case 1: x0 6∈ Ci. Write
Φ(x)− x
|Φ(x)− x|

= ai(x)τ i(x) + bi(x)νi(x),

for some functions ai, bi : Γ̄ i ∩ Bµ(x0) → R. Notice that Φ(x0) 6= x0 allows us to say that Φ(x) 6= x in a
neighborhood of x0. Up to take a smaller µ, we can suppose |bi(x) − bi(x0)| < 1

4 and |ai(x) − ai(x0)| < 1
4 for

x ∈ Γ i ∩ Bµ(x0). Notice that, since x0 6∈ Ci, we have |bi(x0)| ≥ 3
4 , |ai(x0)| ≤

√
5

4 . Consider the unitary vector
field Y i on Γ̄ i ∩B3µ(x0) given by

Y i(x) :=
Ỹ i

|Ỹ i|
·

where, if we define χ̃(x) := χ
(
|x−x0|2
µ2

)
, we set

Ỹ i := χ̃(x)
(
ai(x)τ i(x) + bi(x)νi(x)

)
+ (1− χ̃(x))νi(x).

Then there exists a constant C > 0, depending only on Γ and χ, such that

|Y i · νi| ≥ C|Y i · τ i|, (5.4)

on Γ i ∩B3µ(x0). Indeed, by choosing δ̄1 small enough, we have that

|χ̃(x)ai(x)| ≤ |χ̃(x)(ai(x)− ai(x0))|+ |χ̃(x)ai(x0)| ≤ 1

4
+ |ai(x0)|

≤ C ≤ 1− |bi(x)− 1| ≤ |1 + χ̃(x)(bi(x)− 1)|,
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Figure 3. The idea of the construction of the vector field Si.

where in the second to last inequality we have used the fact that |bi(x)− 1| ≤ 1
2 . Moreover, it is possible to find

a constant C > 0 independent of ai(x0), bi(x0), such that ‖Y i‖C3(Γ̄ i∩B3µ(x0)) ≤ C. We claim that it is possible

to represent (a piece of) Φ(Γ i) as a graph of class C3 over Γ i, with respect to the vector field Y i. Namely, it is
possible3 to find a function ϕi ∈ C3(Γ i ∩B3µ(x0)) such that

x 7→ x+ ϕi(x)Y i(x)

is a diffeomorphisms of class C3 from Γ i ∩ B3µ(x0) to its image, that is contained in Φ(Γ i). Finally, for any
ξ > 0 it is possible to find δ̄1 > 0 such that if ‖Φ−Id‖C2(Γ ;Ω̄) < δ̄1, then ‖ϕ‖C3(Γ i∩B3µ(x0)) < ξ. Define N := ϕY i.

Case 2: x0 ∈ Ci. Consider the axes given by τ i(x0) and νi(x0) centered at x0, and denote by s the coordinate
with respect to τ i(x0). Our assumptions on µ allow us to write Γ i in a neighborhood of x0 as a graph of a
function hi, with respect to the above axes. We can suppose δ̄1 > 0 so small such that the same is true also for
Φ(Γ i), i.e., we can represent Φ(Γ i) in a neigborhood of Φ(x0) as the graph of a function h̃i with respect to the
same axes (see Fig. 3).

Now write Φ(x0) − x0 = s0τ
i(x0) + t0ν

i(x0), for some s0, t0 ∈ R, where we can also suppose s0 < 1, if δ̄1 is
sufficiently small. Since x0 ∈ Ci, we have that C1s0 ≤ |Φ(x0) − x0| ≤ C2s0, for some C1, C2 > 0. For L > 1
define the diffeomorphism GL : [0, (L+ 1)

√
s0]→ [s0, (L+ 1)

√
s0] by

GL(s) := s+ χ
( s

L
√
s0

)
s0.

Notice that

|G′L(s)− 1| ≤ C
√
s0

L
, |G′′L(s)| ≤ C

L2
· (5.5)

Moreover GL is the identity in [L
√
s0, (L+ 1)

√
s0]. Now define the vector field

Si
(
(s, hi(s))

)
:=
(
GL(s)− s, h̃i(GL(s))− hi(s)

)
.

3This is an application of the implicit function theorem, by using the uniform estimate (5.4).
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Then, by a direct computation, we have

‖Si‖C2 ≤

[(
C‖h′‖C0 + L2(‖h′‖C0 + ‖h̃′‖C0)

)
s0

+
(C
L

+
(

1 +
C

L

)
‖h̃′i‖C0 + ‖h′i‖C0

)
+
( C
L2

+
(

1 +
C

L

)2

‖h̃′′i ‖C0 +
C

L2
‖h̃′i‖C0 + ‖h′′i ‖C0

)]
.

Notice that Si
(
(s, h(s))

)
= λ(s)νi(x0), for λ(s) ∈ R and s ∈ [L

√
s0, (L + 1)

√
s0]. We now want to extend the

definition of the vector field Si to the whole Γ̄ i ∩Bµ(x0). Write

νi(x0) = ai(x)τ i(x) + bi(x)νi(x),

for some functions ai, bi : Γ̄ i ∩Bµ(x0)→ R. Let x̄ ∈ Γ i the point given by(
(L+ 1)

√
s0, h

(
(L+ 1)

√
s0

) )
,

and let r > 0 be such that the ball Br(x0) intersects the curve Γ i in the point x̄. Up to take a smaller µ, we can
suppose |bi(x) − bi(x̄)| < 1

4 and |ai(x) − ai(x̄)| < 1
4 , for x ∈ Γ i ∩ Bµ(x0). Up to decreasing the value of δ̄1, we

can also suppose |bi(x̄)| ≥ 3
4 , |ai(x̄)| ≤ 1

4 . By reasoning as in the previous step, let us consider the unit vector
field

Y i(x) :=
Ỹ i

|Ỹ i|
,

where we define the vector field Ỹ as

Ỹ i := χ̃(x)
(
ai(x)τ i(x) + bi(x)νi(x)

)
+ (1− χ̃(x))νi(x).

Using the same computation of the previous step, we have that |Y i · νi| ≥ C|Y i · τ i| on Γ i ∩ B3µ(x0)\Br(x0),
for some constant C > 0. Moreover, it is possible to represent (a piece of) Φ(Γ i) as a graph of a function ϕ of
class C3 over the curve Γ i ∩B3µ(x0)\Br(x0), with respect to the vector field Y i. Notice that the vector field Y i

turns out to be of clas C3. Finally, for any ξ > 0 it is possible to find δ̄1 > 0 such that if ‖Φ− Id‖C2(Γ ;Ω̄) < δ̄1,
then ‖ϕ‖C3(Γ̄ i∩B3µ(x0)\Br(x0)) < ξ. Define

N :=

Si on Γ̄ i ∩Br(x0)

ϕY i on Γ̄ i ∩B3µ(x0)\Br(x0).

Notice that N turns out to be a well defined C3 vector field in Γ ∩B3µ(x0).

Step 2: Construction of the functions far from x0. Let R ∈ C3(Ω̄;R2) be a vector field with the following
properties

• |R| ≤ 1;
• R

(
x+ tνi(x)

)
= νi(x) for any |t| < µ and any x ∈ (Γ i)µ\

(
Bµ(x0) ∪ (∂Ω)µ

)
;

• |R · νi| ≥ 1
2 on Γ i;

• R is tangential to ∂Ω;
• R ≡ 0 on ∂DΩ ∪ (Ω\U).
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Then, it is possible to find a function ψ ∈ C3((Γ i)µ \ (Bµ(x0) ∪ (∂Ω)µ) (extended in a constant way
along the trajectories of R) such that, if we consider the flow ΦBt of the vector field ψR, we have
ΦBt ((Γ i)µ\(Bµ(x0)∪(∂Ω)µ) ∈ Φ(Γ i). Moreover, for any ξ > 0 there exists δ̄1 > 0 such that if ‖Φ−Id‖C2(Ω̄;Ω̄) < δ̄1,
then ‖ψ‖C2 < ξ.

Step 3: Definition of the functions in Γ̄ . We define our family of functions (Φt)t∈[0,1] as follows:

Φt(x) := χ

(
|x− x0|2

(3µ)2

)
ΦOt (x) +

(
1− χ

(
|x− x0|2

(3µ)2

))
ΦBt (x).

Notice that the flows ΦOt and ΦBt are the same for points x ∈ Γ \(B2µ(x0)∪ (∂Ω)µ). Moreover4 the above func-
tions are of class C3 in Γ and Φ1(Γ̄ ) = ΓΦ. Notice also that, for any x ∈ Γ̄ , the function t 7→ Φt(x) is of class C3.

We claim that it is possible to find δ̄1 > 0 and L > 1 (where L is the constant used in the construction of the
functions GL in the second case of the first step) such that if ‖Φ− Id‖C2(Γ ;Ω̄) < δ̄1, then (up to take a smaller
µ)

‖Φt − Id‖C2(Γ ;Ω̄) ≤ ε. (5.6)

Indeed, we first choose L > 1 such that C
L < ε

4 (where C is the constant appearing in (5.5)), and then we
choose δ̄1 in such a way that the desired estimate holds true.

Step 4: Extension of the functions to the whole Ω̄. First of all we extend our functions Φt on ∂Ω in the
following way: let x ∈ ∂Ω and consider the image of the point x at time t through the flow given by the vector
field ψR (where ψ is the function found in Step 2). Since R is tangential to ∂Ω, we know that if we start
from a point x ∈ ∂Ω, its evolution with respect to the above flow will belong to ∂Ω. Moreover notice that this
functions turns out to be the identity on ∂DΩ. In order to extend each Φt to the whole Ω̄ we will make use
of Lemma A.6 on each of the three connected components of Ω \ Γ̄ , where the function g of the lemma can
be taken as the identity map in Ω\

(
(Γ )δ ∪ (∂Ω)δ

)
. We claim that Φt is a diffeomorphism in each connected

components of Ω\Γ̄ . This can be easily seen by noticing that the extension provided by Lemma A.6 is close
to the identity if the original functions on the curves are. Moreover it is also easy to see that we have C3

regularity for the map t 7→ Φt(x), for any x ∈ Ω̄. Hence, (Φt)t turns out to be an admissible family.

Step 5: Estimates. First of all we prove estimate (5.1). By definition we have

Z(x) =

(
1− χ

(
|x− x0|2

(3µ)2

))
ZB(x),

where ZB(x) := ψ2DR[R] (recall that ψ is the function given by Step 2). Since |R · ν| ≥ 1
2 in the region where

we consider the flow of the vector field ψR, we can take δ̄1 so small such that |R(ΦBt (x)) · νt(ΦBt (x))| ≥ 1
4 for

x ∈ Γ \Bµ(x0). Thus

ˆ
Γt

|Z · νt| dH1 =

ˆ
Γt

ψ2DR[R, νt] dH1 ≤ C
ˆ
Γt

ψ2|R · νt|2 dH1 = C

ˆ
Γt

|X · νt|2 dH1.

To prove estimate (5.2) we first need to notice the following fact: let α1, α2 > 0 be small parameters, and
take a, b ∈ R small such that b 6= 0 and |b| ≥ C|a| for some constant C > 0. Consider the two parabolas given
by

y = −α2(x− a)2 + b, and y = α1x
2.

4Recall that x0 6∈ Γ .
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Then the distance between these two parabola are greater than 1
2b if x ∈ [0, C

√
b] (or x ∈ [a,C

√
b] if a < 0),

for some constant C > 0 depending on α1 and α2.
We use the above observation in this way: suppose x0 6∈ Ci and represent the curves Γ i and Φ(Γ i) in a

neighborhood of x0 as the graphs, with respect to the axes given by τ i(x0) and νi(x0) centered at x0, of hi and

h̃i respectively. Up to change νi(x0) with −νi(x0) we can suppose h̃i ≥ 0. Thus, it is possible to find α1, α2 > 0
such that

hi(s) ≤ α1s
2, h̃i(s) ≥ −α2(s− a)2 + b,

where we write Φ(x0)−x0 = aτ i(x0)+bνi(x0), for some a, b ∈ R with b 6= 0 and |b| ≥ C|a|. Set d := |Φ(x0)−x0|.
Thanks to the above observation we can say that

|Y i(x)| ≥ 1

2
d,

for x ∈ Γ i ∩BD√d(x0), for some constant D > 0 depending on Γ i and δ̄1.
We are now in a position to prove estimate (5.2). Suppose x0 6∈ ∪3

i=1C
i. Thanks to the definition of the vector

field N and the properties of R, we know that on Γ it holds

|X · ν| ≥ C|X · τ |, (5.7)

for some constant C > 0. Thus, a similar inequality holds on Γt provided δ̄1 is sufficiently small. Hence the
integral estimate follows directly.

If instead x0 ∈ Ci we have, for j 6= i, the following estimate in force

ˆ
Γ i∩Br√d(x0)

|X · τ i|2 dH1 ≤ Cd 3
2 ≤ C

ˆ
Γ j∩BD√d(x0)

|X · νj |2 dH1. (5.8)

For δ̄1 sufficiently small, the same estimate continues to hold also for the curves Γ it and Γ jt (with τ it and
νit). Notice that in Γ i ∩ B3µ(x0)\Br(x0) we have estimate (5.7) in force. By using (5.7) and (5.8) we obtain
estimate (5.2). �

Remark 5.3. From the above proof, it is easy to see that the following property holds: if (Φε)ε is a family of
diffeomorphisms of class C2 with the same properties as in the statement of the theorem, such that Φε → Φ in
the C1 topology, where Φ is a diffeomorphism satisfying Φ(Γ ) 6= Γ , then there exists a constant C > 0 such
that

‖Xε · νεt ‖L2(Γ εt ) ≥ C,

where Γ εt := Φtε(Γ ), denoting by Φtε the flow generated by Xε.

5.2. Uniform coercivity of the quadratic form

The second technical result we prove is a sort of continuity of the quadratic form ∂2MS
(
(u, Γ );U

)
in a stable

critical triple point (u, Γ ). This result is the fundamental estimate needed in order to prove Theorem 5.1.

Proposition 5.4. Let (u, Γ ) be a strictly stable critical triple point. Then there exist δ̄2 > 0 and C̄ > 0 such
that

∂2MS
(
(uΦ, ΓΦ);U

)
[ϕ] ≥ C̄‖ϕ‖2

H̃1(ΓΦ)
,

for each Φ ∈ Dδ(Ω,U), where δ ∈ (0, δ̄2), and each ϕ ∈ H̃1(ΓΦ).

In order to prove the above proposition, we first need to prove that if (u, Γ ) is strictly stable, then
∂2MS

(
(u, Γ );U

)
is coercive.
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Lemma 5.5. Let (u, Γ ) be a strictly stable critical triple point. Then there exists M > 0 such that

∂2MS
(
(u, Γ );U

)
[ϕ] ≥M‖ϕ‖2

H̃1(Γ )
, ∀ϕ ∈ H̃1(Γ ).

Proof. It is sufficient to show that

M := inf{∂2MS
(
(u, Γ );U

)
[ϕ] : ‖ϕ‖H̃1(Γ ) = 1} > 0.

Suppose for the sake of contradiction that M = 0, and let (ϕn)n be a minimizing sequence for M , i.e.,

‖ϕn‖H̃1(Γ ) = 1 and ∂2MS
(
(u, Γ );U

)
[ϕn] → 0. Then there exists ϕ ∈ H̃1(Γ ) such that, up to a not rela-

belled subsequence, ϕin ⇀ ϕi in H̃1(Γ ) and, by the Sobolev embeddings, ϕn → ϕ in C0,β(Γ̄ ) for each β ∈ (0, 1
2 ),

and ϕn → ϕ in H
1
2 (Γ ). We claim that

∂2MS
(
(u, Γ );U

)
[ϕ] ≤ lim inf

n→∞
∂2MS

(
(u, Γ );U

)
[ϕn] = 0. (5.9)

Indeed, it is easy to see that ˆ
Γ

|∇Γϕ|2 dH1 ≤ lim inf
n→∞

ˆ
Γ

|∇Γϕn|2 dH1,

ˆ
Γ

H2ϕ2
n dH1 →

ˆ
Γ

H2ϕ2 dH1,

and
3∑
i=1

(
ϕ2
iDν∂Ω [ν, ν]

)
(xi)→

3∑
i=1

(
ϕ2
iDν∂Ω [ν, ν]

)
(xi).

Thus, we are left to prove that

ˆ
Γ

z±divΓ (ϕn∇Γu±) dH1 →
ˆ
Γ

z±divΓ (ϕ∇Γu±) dH1,

for all z ∈ H1
U (Ω\Γ ). Notice that ϕn∇Γu± ∈ H

1
2 (Γ ;R2) thanks to Lemma 4.7. To prove the above convergence

we will show that ϕn∇Γu± → ϕ∇Γu± in H
1
2 (Γ ;R2):

ˆ
Γ

ˆ
Γ

|(ϕn∇Γu± − ϕ∇Γu±)(x)− (ϕn∇Γu± − ϕ∇Γu±)(y)|
|x− y|2

dH1(x) dH1(y)

≤ ‖∇Γu±‖2L∞(Γ̄ ;R2)‖ϕn − ϕ‖
2

H
1
2 (Γ )

+ ‖ϕn − ϕ‖2L∞(Γ̄ )‖∇Γu
±‖2

H
1
2 (Γ ;R2)

.

Now we have two cases: if ϕ 6= 0 then (5.9) gives the desired contradiction. On the other hand, if ϕ = 0, then
vϕ = 0, and hence again by (5.9) we obtain that

ˆ
Γ

|∇Γϕn|2 dH1 → 0,

and this contradicts the fact that ‖ϕn‖H̃1(Γ ) = 1. �

Before proving Proposition 5.4 we need to observe the following fact, similar to ([3], Lem. 5.1).

Remark 5.6. Consider the function uΦ (see Def. 2.6). We claim that, for every α < 1
2 , the following convergence

holds true:
sup

Φ∈Dδ(Ω,U)

‖∇Γ (u±Φ ◦ Φ)−∇Γu±‖C0,α(Γ̄ ;R2) → 0,
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as δ → 0+. First of all we notice that, what we are really claiming is that, denoting by Ω1, Ω2, Ω3 the three
connected components of Ω\Γ̄ , and letting ui be the function u restricted to Ωi, we have that

sup
Φ∈Dδ(Ω,U)

‖∇Γ (ũiΦ ◦ Φ)−∇Γ ũi‖C0,α(Γ̄∩∂Ωi;R2) → 0,

as δ → 0+, where ũi is the trace of ui on Γ̄ ∩ ∂Ωi. This can be proved by using the estimate of the H2-norm
of ũiΦ ◦ Φ in a neighborhood of Γ (that turns out to be uniform for Φ ∈ Dδ(Ω,U)) and by the Ascoli-Arzelà
theorem.

Proof of Proposition 5.4. Suppose for the sake of contradiction that there exist a family of diffeomorphisms
Φn : Ω̄ → Ω̄ with Φn = Id in (Ω\U) ∪ ∂DΩ such that Φn → Id in C2(Ω̄; Ω̄), and functions ϕn ∈ H̃1(ΓΦn) with
‖ϕn‖H̃1(ΓΦn ) = 1, such that

∂2MS
(
(uΦn , ΓΦn);U

)
[ϕn]→ 0. (5.10)

Let ϕ̃n := cnϕn ◦ Φn, where cn := ‖ϕn ◦ Φn‖−1

H̃1(Γ )
→ 1. Then it is not difficult to prove that

∣∣∣∣ˆ
ΓΦn

H2
Φnϕ

2
n dH1 −

ˆ
Γ

H2ϕ̃2
n dH1

∣∣∣∣→ 0,

∣∣∣∣ˆ
ΓΦn

|∇ΓΦnϕn|
2 dH1 −

ˆ
Γ

|∇Γ ϕ̃n|2 dH1

∣∣∣∣→ 0,

and ∣∣∣∣∣
3∑
i=1

(
(ϕn)2

iDν∂Ω [ν, ν]
)
(Φn(xi))−

3∑
i=1

(
(ϕ̃n)2

iDν∂Ω [ν, ν]
)
(xi)

∣∣∣∣∣→ 0.

We also claim that the following convergence holds

ˆ
U

|∇vϕ̃n −∇(vϕn ◦ Φn)|2 dx→ 0. (5.11)

To prove it we proceed as in the proof of ([4], Lem. 5.4)that, for the reader’s convenience, we reproduce here.
Our argument only changes from the original one in the proof of the last convergence, where we take advantage
of the fact that in dimension 2 functions in H1(Γ ) are bounded in L∞. Otherwise we would have needed that
∇Γ (u± ◦ Φn) → ∇Γu± in C0,α(Γ̄ ;R2) for some α > 1

2 , while in our case, due to the singularity given by the
triple point, we only have the above convergence for α < 1

2 . So, setting zn := vϕ̃n − vϕn ◦Φn, we obtain that zn
solves the problem

ˆ
U

An[∇zn,∇z] dx−
ˆ
U

(An − Id)[∇ϕ̃n,∇z] dx+

ˆ
Γ

(h+
n z

+ − h−n z−) dH1 = 0,

for all z ∈ H1
U (Ω\Γ ), where h±n := divΓ (ϕ̃n∇Γu±)−

(
divΓΦn (ϕn∇ΓΦnu

±
Φn

)
)
JΦn and An := (JΦnD

−1ΦnD
−TΦn)◦

Φn. Since An → Id in C1 and the sequence (vϕ̃n)n is bounded in H1(Ω\Γ ), we have that (An − Id)[∇ϕ̃n]→ 0

in H1(Ω\Γ ). Thus (5.11) follows by showing that h±n → 0 in H−
1
2 (Γ ). First of all we want to write the last
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term of hn in a divergence form. For let ξ ∈ C∞c (Γ ) and write

ˆ
Γ

(
divΓΦn (ϕn∇ΓΦnu

±
Φn

)
)
JΦnξ dH1 =

ˆ
ΓΦn

divΓΦn (ϕn∇ΓΦnu
±
Φn

)(ξ ◦ Φ−1
n ) dH1

= −
ˆ
ΓΦn

ϕn∇ΓΦnu
±
Φn
∇ΓΦn (ξ ◦ Φ−1

n ) dH1

= −
ˆ
ΓΦn

ϕn(DΓΦn)−T ◦ Φ−1
n [∇Γ (u±Φn ◦ Φn) ◦ Φ−1

n ] · (DΓΦn
Φn)−T [(∇Γ ξ) ◦ Φ−1

n ] dH1

= −
ˆ
Γ

c−1
n ϕ̃n(DΓΦn)−1(DΓΦn)−T [∇Γ (u±Φn ◦ Φn),∇Γ ξ]JΦnξ dH1

=

ˆ
Γ

c−1
n divΓ

(
ϕ̃n(DΓΦn)−1(DΓΦn)−T )[∇Γ (u±Φn ◦ Φn)]JΦn

)
ξ dH1.

Thus we have that

h±n = divΓ
(
ϕ̃n∇Γu± − c−1

n ϕ̃n(DΓΦn)−1(DΓΦn)−T [∇Γ (u±Φn ◦ Φn)]JΦn
)

=: divΓΨ
±
n ,

and hence, in order to prove that h±n → 0 in H−
1
2 (Γ ) we will prove that Ψ±n → 0 in H

1
2 (Γ ). In order to estimate

the Gagliardo H
1
2 -seminorm, we first simplify our notation by setting λn := c−1

n (DΓΦn)−1(DΓΦn)−TJΦn and
un := u±Φn ◦ Φn. Then we can proceed as follows:

(ϕ̃nλn∇Γu±n )(x)− (ϕ̃n∇Γu±)(x)− (ϕ̃nλn∇Γu±n )(y) + (ϕ̃n∇Γu±)(y)

= [(ϕ̃n(λn − Id)∇Γu±n )(x)− (ϕ̃n(λn − Id)∇Γu±n )(x)]

+ [(ϕ̃n(∇Γu±n −∇Γu±))(x)− (ϕ̃n(∇Γu±n −∇Γu±))(y)].

The first term can be rewritten as follows

(ϕ̃n(λn − Id)∇Γu±n )(x)− (ϕ̃n(λn − Id)∇Γu±n )(x)

= (ϕ̃n(λn − Id))(x)[∇Γu±n )(x)−∇Γu±n )(y)]

+ ϕ̃n(x)[(λn − Id)(x)− (λn − Id)(y)] + (ϕ̃n(x)− ϕ̃n(y))(λn − Id)(y),

while the last one as

(ϕ̃n(∇Γu±n −∇Γu±))(x)− (ϕ̃n(∇Γu±n −∇Γu±))(y)

= ϕ̃n(x)[∇Γu±n −∇Γu±)(x)− (∇Γu±n −∇Γu±)(y))]

+ [ϕ̃n(x)− ϕ̃n(y)][∇Γu±n −∇Γu±)(y)].

Thus the Gagliardo H
1
2 -semi-norm of Φn can be estimated as follows:

ˆ
Γ

ˆ
Γ

|Ψn(x)− Ψn(y)|2

|x− y|2
dH1(x) dH1(y) ≤ ‖ϕ̃n‖2C0(Γ )‖λn − Id‖2

C0(Ω̄;Rn2 )

[
‖∇Γu±n ‖2

H
1
2 (Γ )

+ ‖ϕ̃n‖2
H

1
2 (Γ )

]
+H1(Γ )‖ϕ̃n‖2C0(Γ )‖λn − Id‖2

C0(Ω̄;Rn2 )

+ ‖ϕ̃n‖2C0(Γ )‖∇Γu
±
n −∇Γu±‖2

H
1
2 (Γ )

+ ‖ϕ̃n‖2
H

1
2 (Γ )
‖∇Γu±n −∇Γu±‖2C0(Γ ). (5.12)

To estimate the terms on the right-hand side we will use the following facts:

• (ϕ̃n)n is bounded in H
1
2 (Γ ) and in C0(Γ );
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• λn → Id in C1(Ω;R4);
• un → u in H2

(
(Ω\Γ ) ∩ V

)
, where V i s a neighborhood of Γ in Ω such that V ∩ ∂DΩ = ∅.

Indeed the first fact follows directly from the Sobolev embeddings, since (ϕ̃n)n is bounded in H1(Γ ), the
second convergence is easy from the fact that Φn → Id in C2, while the last claim is a consequence of the
continuity property of elliptic boundary value problems: writing the equation satisfied by un on Ω we notice
that the coefficients of the elliptic operator converge to those of the laplacian. Thus, by Theorem A.3 we get
that un → u in H1(Ω) and by the estimate (A.1) that the convergence is actually in H2((Ω\Γ ) ∩ V ) (notice
that we have to restrict ourselves to a neighborhood of Γ in order to avoid the singularities of u where the
Neumann boundary condition transforms into a Dirichlet one).
Thus we conclude from (5.12) that Ψn → 0 in H

1
2 (Γ ).

Combining all the above convergence, one gets that∣∣∂2MS
(
(uΦn , ΓΦn);U

)
[ϕn]− ∂2MS

(
(u, Γ );U

)
[ϕ̃n]

∣∣→ 0,

and hence, by (5.10), that

∂2MS
(
(u, Γ );U

)
[ϕ̃n]→ 0.

But this is in contradiction with the result of Lemma 5.5. �

5.3. Proof of Theorem 5.1

We are now ready to prove Theorem 5.1.

Proof of Theorem 5.1. Let Φ as in the statement of the theorem.
Step 1. Suppose Φ satisfies the following additional hypothesis: Φ ∈ C3(Ω̄; Ω̄), Φ(x0) 6= x0 and
Φ
(
Γ̄ ∩Br(x0)

)
= Γ̄ ∩Br(x0) + v for some r > 0 and v ∈ R2.

First step. Consider the diffeomorphisms (Φt)t given by Proposition 5.2. Define the function g(t) :=
MS

(
(ut, Γt);U

)
. Since (u, Γ ) is a critical point we have that g′(0) = 0. Hence we can write

MS
(
(uΦ, ΓΦ);U

)
−MS

(
(u, Γ );U

)
= g(1)− g(0) =

ˆ 1

0

(1− t)g′′(t) dt.

We claim that there exists δ̄1 > 0, and a constant C > 0 such that

g′′(t) ≥ C‖X · νt‖2H̃1(Γt)
, (5.13)

whenever ‖Φ − Id‖C2(Ω̄;Ω̄) < δ̄ < δ̄1. This allows us to conclude. Indeed the local minimality follows di-

rectly from (5.13), while the isolated local minimality can be deduced from the fact that MS
(
(u, Γ );U

)
=

MS
(
(v, ΓΦ);U

)
implies g′′(t) = 0 for each t ∈ [0, 1]. In particular g′′(0) = 0, and this implies that X · νt ≡ 0

on Γt. Looking at the construction of the vector field X (see Prop. 5.4) this implies that X ≡ 0 on Γ , that is
ΓΦ = Γ . Since now the curve Γ is fixed and we already know that u minimizes the Dirichlet integral over Ω\Γ ,
we obtain the isolated local minimality of (u, Γ ) as wanted.

Let us now prove (5.13). First of all we notice that, by criticality of (u, Γ ), Γ intersects ∂Ω orthogonally and
νi(x0), νj(x0) are linear independent for i 6= j. Thus it is possible to take δ̄ sufficiently small in order to have
the that Γt intersects ∂Ω in a non tangent way and that νit(x0), νjt (x0) are still linearly independent for i 6= j.
By the definition of ut we have that ∂νtu

±
t = 0 on Γt and ∂ν∂Ωu

± = 0 on (∂Ω\∂DΩ) ∩ Ū . Then

∇Γu±(xti) = 0 for i = 0, 1, 2, 3.
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In particular ft −Ht = 0 on ∂Γt. Thus, by Remark 4.2, we can write

g′′(t) =
d2

ds2
MS

(
(us, Γs);U

)
|s=t = ∂2MS

(
(ut, Γt);U

)
[X · νt]

+

ˆ
Γt

ft

[
Z · νt − 2X || · ∇Γt(X · νt) +Dνt[X

||, X ||]−Ht(X · νt)2
]

dH1

+

3∑
i=1

(X · νt)2Dν∂Ω [νt, νt](x
t
i) +

ˆ
∂Γt

Z · ηt dH0, (5.14)

where we set xti := Φt(xi) for i = 0, 1, 2, 3. Now we need to estimate each of the above terms. Fix ζ > 0. For the
first one we appeal to Proposition 5.4 to obtain

∂2MS
(
(ut, Γt);U

)
[X · νt] ≥ C̄‖X · νt‖2H̃1(Γt)

. (5.15)

To estimate the second term of (5.14) we recall that Remark 5.6 and the continuity of the map Φ 7→ HΦ

assert that the map

Φ ∈ Dδ̄1(Ω;U) 7→
∥∥|∇ΓΦu+

Φ |
2 − |∇ΓΦu−Φ |

2 +HΦ

∥∥
L∞(ΓΦ)

is continuous with respect to the C2-norm. Since by the criticality condition that quantity vanishes for Φ = Id,
possibly reducing δ̄1, it is possible to have∥∥|∇ΓΦu+

Φ |
2 − |∇ΓΦu−Φ |

2 +HΦ

∥∥
L∞(ΓΦ)

≤ ζ,

for each Φ ∈ Dδ̄1(Ω;U). Hence

ˆ
Γt

ft

[
Z · νt − 2X || · ∇Γt(X · νt) +Dνt[X

||, X ||]−Ht(X · νt)2
]

dH1

≥ −ζ‖Z · νt − 2X || · ∇Γt(X · νt) +Dνt[X
||, X ||]−Ht(X · νt)2‖L1(Γt)

≥ C‖X · νt‖2H̃1(Γt)
, (5.16)

where in the last step we used estimates (5.1) and (5.2) provided by Proposition 5.2.
To estimate the last term we recall that Z ≡ 0 in a neighborhood of x0. Thus, we can rewrite the last term

as

3∑
i=1

(X · νt)2Dν∂Ω [νt, νt](x
t
i) +

ˆ
∂Γ

Z · ηt dH0 =

3∑
i=1

[
(X · νt)2Dν∂Ω [νt, νt] + Z · ηt

]
(xti)

=

3∑
i=1

[
(X · νt)2Dν∂Ω [νt, νt] + Z · (ηt − ν∂Ω) + Z · ν∂Ω

]
(xti)

=

3∑
i=1

[
−(X · ηt)2Dν∂Ω [ηt, ηt] + Z · (ηt − ν∂Ω)

]
(xti),

where we have used equality (iii) of Lemma 3.2. We claim that it is possible to choose δ̄1 in such a way that

|X · ηt(xti)|2 ≤ ζ|X · νt(xti)|2, (5.17)

|ηt − ν∂Ω |(xti) ≤ ζ, (5.18)
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and
|Z(xti)| ≤ C‖X · νt‖2H1(Γ i), (5.19)

for all i = 1, 2, 3. Indeed, (5.18) follows easy by noticing that η(xi) = ν∂Ω(xi) and by the identity

ηt =
DΦt[η]

|DΦt[η]|
·

To obtain (5.17) we notice that from X = ν on ∂Ω ∩ ∂Γ we get X · η(xi) = 0. Then we conclude thanks to the
continuity of the maps

Gi :
{

(x, v, w) ∈
(
∂Ω ∩Bδ̄(xi)

)
×
(
Bδ̄(η(x)) ∩ S1

)
×
(
Bδ̄(ν(x)) ∩ S1

)}
→ R,

given by

Gi(x, v, w) :=
|F (x) · v|
|F (x) · w|

·

Finally, in order to obtain (5.19), we notice that, by construction of the vector field X, there exists a function
Φ ∈ C2((Γ )δ̄) that is constant along the trajectories of F , such that X = ΦF near ∂Ω (see Prop. 5.2). Hence

Z(xti) = DX[X](xti) = Φ(xi)
2DF [F ](xti).

Reasoning in a similar way as above, taking a δ̄1 sufficiently small, we have that |F · νt(xti)| ≥ 1
2 , and hence

Φ(xi)
2 ≤ 2(X · νt)(x)2 for x ∈ Bδ̄(xi). Thus, we obtain the estimate

|Z(xti)| ≤ C|X · νt|2 ≤ C2‖X · νt‖2H̃1(Γ )
,

where C > 0 depends only on F and δ̄ and the last inequality follows by the Sobolev embedding. Using (5.17)–
(5.19) we obtain

3∑
i=1

[
−(X · ηt)2Dν∂Ω [ηt, ηt] + Z · (ηt − ν∂Ω)

]
(xti) ≥ −C2ζ‖X · νt‖2H̃1(Γ )

. (5.20)

Now, combining the estimates (5.15), (5.16) and (5.20), we get that:

ˆ 1

0

g′′(t)dt ≥
(
C̄ − (C1 + C2)ζ

)ˆ 1

0

‖X · νt‖2H̃1(Γ )
dt.

Thus, by taking ζ sufficiently small, we finally have the claimed bound (5.13).

Step 2. It is easy to see that, given Φ as in Step 1, but with Φ(x0) = x0, it is possible to construct a family
of diffeomorphisms Ψε : Φ(Γ̄ )→ Ω̄ such that Ψε(x0) 6= x0 and Ψε → Id in the C2 norm, as ε→ 0. This implies
that

MS
(
(uΨε , Ψε(Φ(Γ ));U

)
→MS

(
(uΦ, (Φ(Γ );U

)
.

Thus the result follows by passing to the limit in the inequality proved in the previous case.

Step 3. Notice that all the previous steps have been done just by using the closeness of Φ to the identity
in the C2-norm. So, given a diffeomorphism Φ ∈ C2(Ω̄; Ω̄) such that ‖Φ − Id‖C2(Γ ;Ω̄) < δ̄, we can find

(Φε)ε ⊂ C3(Ω̄; Ω̄) with Φε = Id in ∂DΩ ∪ (Ω\U ′), where U ⊂ U ′, with U ′ an admissible subdomain, such that
Φε → Φ in C2(Ω̄; Ω̄). Using Remark 6.2, we know that, if U ′ is close to U in the Hausdorff sense, then (u, Γ ) is
stable also in U ′. The result follows by passing to the limit.
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Step 4. Finally, the local minimality with respect to W 2,∞-perturbations can be obtained by approximating
an admissible diffeomorphism Φ ∈ W 2,∞(Ω̄; Ω̄) with a sequence of diffeomorphisms of class C2 converging to
Φ in the W 2,∞-topology.

Finally, the isolated local minimality follows by Remark 5.3. �

6. Application

In this section we would like to give some examples of critical and strictly stable triple points.

6.1. Local minimality in a tubular neighborhood

Here we want to prove that, under an additional assumption (similar to those of [3, 4]), every critical triple
point is strictly stable in a suitable tubular neighborhood, and hence a local minimizer with respect to W 2,p-
variations contained in that tubular neighborhood.

Proposition 6.1. Let (u, Γ ) be a critical triple point, and suppose that

H∂Ω(xi) < 0, (6.1)

for each i = 1, 2, 3. Then there exists µ̄ > 0 such that, for all µ < µ̄, (u, Γ ) is strictly stable in (Γ )µ.

Proof.
Step 1. First of all we prove that there exists a constant C > 0 such that:

ˆ
Γ

|∇Γϕ|2 dH1 +

ˆ
Γ

H2ϕ2 dH1 −
3∑
i=1

ϕ2
i (xi)H∂Ω(xi) ≥ C‖ϕ‖2H̃1(Γ )

,

for all ϕ ∈ H̃1(Γ ). Indeed, by using the Sobolev embeddings, it is easy to see that

ˆ
Γ i
|∇Γϕi|2 dH1 − ϕ2

i (xi)H∂Ω(xi) ≥ C
ˆ
Γ i
|ϕi|2 dH1.

Step 2. The only thing we have to prove now is that

lim
µ→0

sup
ϕ∈H̃1(Γ ),
‖ϕ‖

H̃1(Γ )
=1

ˆ
(Γ )µ

|∇vµϕ|2 dx = 0, (6.2)

where vµϕ ∈ H1
(Γ )µ

(Ω\Γ ) is the solution of

ˆ
Ω

∇vµϕ · ∇z dx =
〈
divΓ

(
ϕ∇Γu+

)
, z+

〉
H−

1
2 (Γ )×H

1
2 (Γ )

−
〈
divΓ

(
ϕ∇Γu−

)
, z−

〉
H−

1
2 (Γ )×H

1
2 (Γ )

, (6.3)

for every z ∈ H1
(Γ )µ

(Ω\Γ ). For each µ > 0, let ϕ̄µ ∈ H̃1(Γ ), with ‖ϕ̄µ‖H̃1(Γ ) = 1, be such that

ˆ
(Γ )µ

|∇vµϕ̄µ |2 dx = sup
ϕ∈H̃1(Γ ),
‖ϕ‖

H̃1(Γ )
=1

ˆ
(Γ )µ

|∇vµϕ|2 dx.

Consider, for µ > 0, the following minimum problem:

min{Fµ(v) : v ∈ H1
(Γ )µ

(Ω\Γ )},
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where we define the functional

Fµ(v) :=
1

2

ˆ
(Γ )µ

|∇v|2 dx − 〈divΓ
(
ϕ̄µ∇Γu+

)
, v+〉

H−
1
2 (Γ )×H

1
2 (Γ )

+ 〈divΓ
(
ϕ̄µ∇Γu−

)
, v−〉

H−
1
2 (Γ )×H

1
2 (Γ )

.

Since the equation defining vµϕ̄µ is the Euler-Lagrange equation for Fµ, we have that vµϕ̄µ is the unique solution
of the above minimum problem. We claim that

Fµ(v) ≥ 1

4

ˆ
(Γ )µ

|∇v|2 dx − C, (6.4)

for a suitable constant C > 0. Taking (6.4) for grant, we conclude. Indeed, noticing that

min{Fµ(v) : v ∈ H1
(Γ )µ

(Ω\Γ )} = −1

2

ˆ
(Γ )µ

|∇vµϕ̄µ |2 dx, (6.5)

from (6.4) we get that

sup
µ>0

ˆ
(Γ )µ

|∇vµϕ̄µ |2 dx ≤M,

for some M > 0. So, up to a not relabelled subsequence, vµϕ̄µ ⇀ w weakly in H1(Ω\Γ ), as µ→ 0. It is easy to
see that w = 0. Then, using equation (6.3) where we take as a test function ∇vµϕ̄µ itself, the uniform bound on
‖divΓ

(
ϕ̄µ∇Γu±

)
‖
H−

1
2 (Γ )

, and the compactness of the trace operator, we finally get:

ˆ
(Γ )µ

|∇vµϕ̄µ |2 dx→ 0, as µ→ 0.

We are now left to prove estimate (6.4). Fix µ̄ > 0 and let Φµ := ϕ̄µ∇Γu+. Then:

〈divΓ
(
ϕ̄µ∇Γu±

)
, v+〉

H−
1
2 (Γ )×H

1
2 (Γ )

≤ ‖divΓΦµ‖2
H−

1
2 (Γ )
‖v±‖2

H
1
2 (Γ )

≤ C ε
2

2
‖v‖H1((Γ )µ̄) +

C

2ε2

≤ C ε
2

2
‖∇v‖L2((Γ )µ̄) +

C

2ε2
·

Thus, taking ε > 0 sufficiently small, we obtain the desired estimate. �

Remark 6.2. In view of the result of Theorem 5.1, it is not restrictive to suppose an admissible set U to be of
class C∞, meeting ∂Ω orthogonally. Indeed, by (6.5), it follows that

−
ˆ
U1

|∇vϕ|2 dx ≥ −
ˆ
U2

|∇vϕ|2 dx,

for every ϕ ∈ H̃1(Γ ), whenever U1 and U2 are admissible subdomains such that U1 ⊂ U2. Hence, given a regular
critical and strictly stable triple point (u, Γ ) and generic admissible subdomain U , we can write U =

⋂
n Un,

with Un admissible subdomains where (u, Γ ) is strictly stable, that are of class C∞ meeting ∂Ω orthogonally.
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Appendix A.

A.1. Results on elliptic problems

The following theorem collects some regularity results on elliptic problems in domains with corners we will
need in the following. All these results can be found in the book of Grisvard (see [9]).

Notation. In this section we will consider operators L written in the form

Lu = −
2∑

i,j=1

Di(aijDju) +

2∑
i=1

aiDiu+ a0u,

where Di denotes the partial derivatives with respect to the variable xi.

Definition A.1. We say that an open and bounded set A ⊂ R2 is a curvilinear polygon of class Cr,s, with
r ∈ N and s ∈ (0, 1], if the following are satisfied

(i) ∂A is a simple and connected curve that can be written as

∂A = ∪ki=1γ̄i,

where each γi is a open curve of class Cr,s up to its closure, and k ∈ N;

(ii) denoting by Pi the common boundary point of γi and γi+1 (and by Pk the common one of γk and γ1), and
by ωi the angle in Pi internal to A, we have ωi ∈ (0, 2π).

Theorem A.2. Let A be a curvilinear polygon of class C1,1, and let L be an elliptic operator defined on A,
with coefficients of class C0,1. Then, the following a priori estimate holds true:

‖u‖H2(A) ≤ C1

(
‖Lu‖L2(A) + ‖∂νu‖

H
1
2 (∂A)

+ ‖u‖
H

3
2 (∂A)

)
+ C2‖u‖H1(A), (A.1)

for suitable constants C1, C2 ≥ 0 and for all u ∈ H2(A).

Given f ∈ L2(A), let u ∈ H1(A) be a weak solution of the problemLu = f in A,
∂νu = 0 on γi, for i ∈ N ,
u = 0 on γi, for i ∈ D,

where N ,D is a partition of {1, . . . , N}. Then u can be written as

u = ureg +

N∑
i=1

uising,

where ureg ∈ H2(A) and uising ∈ H1(A) are such that uising ∈ H2(Vi) for each open set Vi such that Pi 6∈ V̄i.
Finally, suppose that

ωi ≤

{
π if j, j + 1 ∈ D, or j, j + 1 ∈ N ,
π
2 otherwise .

Then u ∈ H2(A). Moreover, if D is not empty, (A.1) holds with C2 = 0.

Finally, we need a continuity theorem for elliptic problems (for a proof see, e.g., [11], Rem. 2.2).
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Theorem A.3. Let (Ls)s∈(−δ,δ) be a family of uniformly elliptic operators defined on a curvilinear polygon A
of class C1,1, and let N ,D be a partition of {1, . . . , N}, with D 6= ∅. Suppose that, for s ∈ (−δ, δ), the functions

s 7→ aij(·, s) s 7→ ai(·, s), s 7→ a0(·, s),

and

s 7→ fs ∈ H−1(A)

are continuous and that there exists a constant M > 0 such that

|aij(x, s)| ≤M, |ai(x, s)| ≤M, |a0(x, s)| ≤M,

for all s ∈ (−δ, δ) and for a.e. x ∈ A and . Given v ∈ H1(A) let us consider the operator

T : (−δ, δ)→ H1

s 7→ us

where us is a weak solution of the problem
Lsu = fs in A,

∂νu = 0 on γi, for i ∈ N ,
us = v on γi, for i ∈ D.

Then T is continuous.

A.2. Extension results

We start by stating the version of the Whitney’s extension theorem needed in the proof of Proposition 4.11.
We first need to set some notation. Given k = (k1, . . . , kn) ∈ N2 and v ∈ R2, let

|k| := k1 + k2, vk := vk1
1 vk2

2 .

If f is a |k|-times differentiable function, we set

Dkf(x) :=
∂|k|f

∂xk
(x) =

∂|k|f

∂xk1
1 x

k2
2

(x),

where D0 = f .

Definition A.4. Let X be a compact subset of R2. We define the space Ch(X) as the space of functions
f : X → R for which there exists a family F := {Fk}|k|≤h of continuous functions on X, with F 0 = f , such
that, for every |k| ≤ h, it holds

sup
x,y∈X, 0<|x−y|<r

∣∣∣Fk(x)− Fk(y)−
h−|k|∑
|j|=1

F j(x)(y − x)k+j
∣∣∣ = o(rh−|k|). (A.2)

Moreover, we define

‖F‖Ch(X) :=
∑
|k|≤h

‖Fk‖C0(X).
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Theorem A.5 (Whitney’s extension theorem). For every h ≥ 1 and L > 0 there exists a constant C0 > 0,
depending on h and L, with the following property: if X ⊂ BL is a compact set of R2 and f ∈ Ch(X), then

there exists a function f̃ ∈ C∞(R2\X) ∩ Ch(R2) such that

Dkf̃ = F k on X, for every |k| ≤ h,

and
‖f̃‖Ch(R2) ≤ C0‖F‖Ch(X).

We now present a technical result regarding the extension of a function defined on the boundary of a set
to functions defined in the whole set. The raison d’être of this result (instead of making use of the Whitney
extension Theorem) is because we will apply it in 5.2, where we are not able to provide the estimates at x0

needed in order to apply Whitney’s theorem. Moreover we also need to control the behavior of the functions
t 7→ Φt(x) for x ∈ Ω and this turns out to be more clear by using our extension result.

Lemma A.6. Let A ⊂ R2 be an open bounded set whose boundary is a curvilinear polygon of class Ck. Let us
write ∂A = ∪Ni=1γ̄

i, with γi open curve of class Ck. Assume that for each i = 1, . . . , N we are given a function
f i : γi → R2 of class Ck in such a way that ∪Ni=1f

i(γi) turns out to be a curvilinear polygon of class Ck. Let
us suppose that each internal angle of ∂A and of ∂B is less than or equal to π, where B ⊂ R2 is the open set
whose boundary is given by ∪Ni=1f

i(γi). Finally, let g : A→ B be a Ck−1 function and let K ⊂ Ω be a compact
set. Then there exists a function f : Ā→ R2 such that

(i) f ∈ Ck−1
(
A ∪Ni=1 γ

i
)
;

(ii) f = f i on γi;
(iii) f = g on K.

Proof. It is clear that the technical difficulties are only due to the presence of the corners in the boundary,
because otherwise we can just use a standard extension. Thus the idea is to provide a local extension near each
corner point and then to glue it with a standard extension in the rest of the boundary.

So, let us concentrate in a neighborhood of a corner point P (that is, in what follows we will always suppose
everything to be done in a small ball around P ), and let us denote by γi and γj the two curves meeting in
P . We are now going to describe a construction of a vector field in a tubular neighborhood of γj that will be
subsequently applied to other (couple of) curves. In what follows the normal vector field to the curve will be
the one pointing inside the set A or B.

For each point x ∈ γj let us consider the curve γi + (x − P ), that is the curve γi translated in x. By the
implicit function theorem there exists δ > 0 such that for each y ∈ (γj)δ (the δ-tubular neighborhood of γj

intersected with the set A) there exists a unique point πji (y) ∈ γj such that y belongs to the curve γi + (x−P ).
This is possible because |τ i(P ) · νj(P )| > 0 and we are working only in a ball around the point P . Notice that
the map y 7→ πji (y) is of class Ck−1. Let us define the vector field V j : (γj)δ → R2 by

V j(y) := χµ
(
πji (y)

)
τ̃ i(y) +

(
1− χµ

(
πji (y)

) )
νj(y),

where χµ(x) := χ
(
|x−P |2
µ2

)
and with τ̃ i(y) we denote the vector τ i

(
y − (x − P )

)
. By construction, the vector

field V j is of class Ck−1. By using the implicit function theorem we obtain the existence of δ > 0 such that for
each y ∈ (γj)δ there exist a unique πVj (y) ∈ γj whose trajectory along the vector field V j passes through y.

Notice that the map πVj is of class Ck−1.

We will apply the above construction, mutatis mutandis, also to the curve γi and to the couple of curves
f i(γi) and f j(γj) and we will denote by π̃Vi and π̃Vj respectively the projections on f i(γi) and on f j(γj). Let
δ > 0 such that all the above projections are well defined in the δ-tubular neighborhood of each curve. Let us
denote by Cij the region of f(A) where both the projections π̃Vj and π̃Vi are defined. There we can define the
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Figure 4. The idea of the construction of the extension f .

projection π : Cij → f i(γi) × f j(γj) as π(y) :=
(
π̃Vi (y), π̃Vj (y)

)
. Notice that π is of class Ck−1. Finally we

denote by N i
δ the region of (γi)δ where the vector field V i is the normal vector field νi and by N j

δ the region of
(γj)δ where the vector field V j is the normal vector field νj .

We can now define our extension as follows: for y ∈ (γi)δ ∪ (γj)δ, let

f(y) := χλ(y)π−1
(
f i
(
πVi (y)

)
, f j
(
πVj (y)

)) )
+ (1− χλ(y))

[
1Niδ

(y)
[
f i
(
πVi (y)

)
+ d(y, γi)ν̃i

(
f i
(
πVi (y)

))]
+ 1Njδ

(y)
[
f j
(
πVj (y)

)
+ d(y, γj)ν̃j

(
f j
(
πVj (y)

))] ]
,

where with ν̃j and ν̃j we denote the normal vector fields to f i(γi) and f j(γj) respectively. Notice that f agrees
with f i and f j on γi and γj respectively. Moreover, the function f is, by construction, of class Ck−1.

We repeat this procedure for all the corner points of ∂A, obtaining a function f̃ : (∂A)δ → B. We have now
to glue f with g. Let δ̄ := min{ δ, d(K, ∂A) } and take a smooth curve γ̃ ⊂ A ∪ (δA) δ̄

2
that does not touch ∂A,

and let us denote by d(·, γ̃) the signed distance from γ̃, where is oriented in such a way that the normal points
inside A. We then define the function f as

f(y) := χ

(
d2(y, γ̃)(

δ
2

)2
)
f̃(y) +

(
1− χ

(
d2(y, γ̃)(

δ
2

)2
))

g(y).

�

A.3. Technical results

We now prove a technical result.

Lemma A.7. Let γ ⊂ Ω be a simple curve of class C1 meeting ∂Ω orthogonally in a point x̄. Let X ∈ C1(γ;R2)
be such that X(x̄) = τ∂Ω(x̄). Then, the vector field defined as

X̃ :=

{
X on γ,

τ∂Ω on ∂Ω,

belongs to C1(Γ̄ ∪ ∂Ω;R2).
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Proof. Denote by τ the tangent vector field on γ. Define

DX̃(x)[τ(x)] := DX(x)[τ(x)], DX̃(x)[ν(x)] := χ

(
|x− x̄|2

ε2

)
Dτ∂Ω(x̄)[τ∂Ω(x̄)],

for x ∈ γ, and

DX̃(x)[τ∂Ω(x)] := Dτ∂Ω(x)[τ∂Ω(x)], DX̃(x)[ν∂Ω(x)] := χ

(
|x− x̄|2

ε2

)
DX(x̄)[τ(x̄)],

for x ∈ ∂Ω, for a constant ε > 0. Then condition (A.2) is easily satisfied if x, y ∈ γ or x, y ∈ ∂Ω. In the case
x ∈ γ and y ∈ ∂Ω, we simply write y − x = (y − x̄) − (x − x̄) and we use the triangular inequality we get the
desired estimate. �

We now prove the necessity of non-negativity of the quadratic form for local minimizers.

Proof of Proposition 4.11.
Step 1. Suppose the statement holds true for all functions ϕ ∈ H̃1(Γ ) such that ϕi ∈ C∞(Γ̄i) for i = 1, 2, 3.

Then the result follows. Indeed, fix ϕ ∈ H̃1(Γ ) and consider approximation by convolution (ϕiε)ε of each ϕi
(where we have previously extended each ϕi to an H1 function defined in a regular extension of Γi). Now let
hε :=

(
ϕ1
ε + ϕ2

ε + ϕ3
ε

)
(x0) and define

ϕ̃3
ε = ϕ3

ε − hε.

Then ϕε := (ϕ1
ε, ϕ

2
ε, ϕ̃

3
ε) ∈ H̃1(Γ ), ϕiε → ϕi in H1(Γ i) for i = 1, 2 and ϕ̃3

ε → ϕ3 in H1(Γ3). By the continuity of
the quadratic form ∂2MS

(
(u, Γ );U

)
with respect to the H1 convergence, we obtain that

∂2MS
(
(u, Γ );U

)
[ϕ] = lim

ε→0
∂2MS

(
(u, Γ );U

)
[ϕε] ≥ 0.

Step 2. Let ϕ ∈ H̃1(Γ ) such that ϕi ∈ C∞(Γ̄i) for all i = 1, 2, 3. The idea is the following: let X ∈ C2(Ω̄;R2)
be a vector field such that X · ν∂Ω = 0 on ∂Ω, X ≡ 0 in ∂DΩ ∪ (Ω\U) and suppose X · νi = ϕi on Γ i. Then,
by considering the flow (Φt)t generated by X, we have

0 ≤ d2

dt2
MS

(
(u, Γ );U

)
|t=0

= ∂2MS
(
(u, Γ );U

)
[ϕ],

where the inequality follows by the local minimality property of (u, Γ ). Our strategy would be to work by
approximation, i.e., we will construct a family of vector fields (Xε)ε ⊂ C2(Ω̄;R2) satisfying Xε · ν∂Ω = 0 on
∂Ω, Xε ≡ 0 in ∂DΩ ∪ (Ω\U) and such that Xε · νi → ϕi on Γ i as ε→ 0.

For every x ∈ Γ̄i define the vector

Y (x) := ϕi(x)νi(x) + bi(x)τi(x),

for some function bi ∈ C1(Γ̄i), that we have to choose. The functions bi’s will be chosen in order to satisfy the
following conditions:

(i) Y (x) = ϕi(x)νi(x) for x ∈ Γi\Bδ(x0), for some δ > 0;
(ii) Y is well defined in x0;
(iii) DY (x0)[τ1 + τ2 + τ3] = 0.

Thus, we require bi(x) ≡ 0 if |x − x0| ≥ δ in order to satisfy (i) and, in order to obey also (ii) and (iii), we
impose the following conditions (

ϕi +
1

2
ϕj −

√
3

2
bj

)
(x0) = 0,
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for all i 6= j = 1, 2, 3, and
3∑
i=1

[
νiDΓ iϕ

i + τiDΓ ib
i
]

(x0) = 0,

respectively, where in the derivation of the last one we have used the fact thatHi(x0) = 0, and henceDΓ iνi(x0) =
DΓ iτi(x0) = 0. Notice that it is possible to choose the bi’s in such a way that all the above conditions are satisfied.

So, choose functions bi’s satisfying the above conditions, and define the vector field Ȳ : Γ ∪∂Ω∪ (Ω\U)→ R2

as follows:

Ȳ :=


Y (x) if x ∈ Γ,
a(x)τ∂Ω(x) if x ∈ ∂Ω,
0 in Ω\U,

where a ∈ C1(∂Ω) is any function such that a ≡ 1 in a neighborhood of ∂Γ ∩∂Ω and a ≡ 0 in ∂DΩ ∪ (Ū ∩∂Ω).
Applying Lemma A.7 we can easily infer that Ȳ ∈ C1(Γ̄ ∪ ∂Ω ∪ (Ω\U);R2). So, by using Whitney’s extension

theorem, we can extend Ȳ to a vector field Ỹ ∈ C1(Ω̄;R2).
Finally, we need to take care of the regularity of the vector field and of the tangential condition on ∂Ω. To

do so, by using convolutions, we can approximate Ỹ with vector fields X̃ε ∈ C∞(Ω̄;R2) such that X̃ε → Ỹ in

C1(Ω̄;R2). Notice that supp X̃ε ⊂⊂ U ′\∂DΩ, where U ′ ⊃ U is an admissible subdomain. Now define

Xε(x) :=

 X̃ε(x)− χ
(
s2

δ2

)(
(X̃ε · ν∂Ω)ν∂Ω

)
(y) if x = y + sν∂Ω(y), s < δ,

X̃ε otherwise.

In this way Xε · ν∂Ω = 0 on ∂Ω, and we still have that Xε → Ỹ in C1(Ω̄;R2). In particular we have that
ϕεi := Xε ·νi → X ·νi = ϕi on Γ i. This allows to conclude. Indeed, let (Φε)t be the flow generated by the vector
field Xε, with Φε0 = Id, and let Γ εt := Φεt (Γ ) be the evolution of Γ through this flow. Then, we have that

∂2MS
(
(u, Γ );U

)
[ϕ] = lim

ε→0
∂2MS

(
(uε, Γ ε);U

)
[ϕε]

= lim
ε→0

d2

dt2
MS

(
(uε, Γ ε);U

)
|t=0
≥ 0,

where in the first equality we have used the continuity of ∂2MS. �
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