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The prolate spheroidal wave functions (PSWFs) form a set of special functions with
remarkable properties. They are defined on [−1,1] as the bounded eigenfunctions ψn,c

of a Sturm–Liouville differential operator Lc as well as the eigenfunctions of the linear
integral operator Qc with kernel sin(c(x−y))

π(x−y)
. We give new bounds for the values ψn,c(0),

ψ ′
n,c(0) and ψn,c(1), which allow us to obtain estimates for the Lp norms of the PSWFs

and for eigenvalues of Lc and Qc . We get in particular an almost sharp exponential lower
decay rate of the eigenvalues of Qc .

© 2014 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.

r é s u m é

Les fonctions d’ondes sphéroidales (PSWF) forment un ensemble de fonctions spéciales
aux propriétés remarquables. Ces fonctions ψn,c sont à la fois les fonctions propres d’un
opérateur différentiel Lc de type Sturm–Liouville sur [−1,1] et de l’opérateur intégral Qc

de noyau sin(c(x−y))
π(x−y)

. Nous donnons de nouvelles bornes pour les valeurs ψn,c(0), ψ ′
n,c(0)

et ψn,c(1), ce qui nous permet d’obtenir des estimations des normes Lp des PSWF ainsi
que des valeurs propres des opérateurs Lc et Qc . Nous donnons en particulier une borne
inférieure presque critique des valeurs propres de l’opérateur Qc .

© 2014 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.

1. Introduction

For a given real number c > 0, called bandwidth, the PSWFs, denoted by (ψn,c(·))n�0, are defined as the bounded
eigenfunctions of the Sturm–Liouville differential operator Lc , defined on C2([−1,1]), by:

Lc(ψ) = −(
1 − x2)d2ψ

dx2
+ 2x

dψ

dx
+ c2x2ψ. (1)
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They are also the eigenfunctions of the finite Fourier transform Fc , as well as the ones of the operator Qc = c
2π F∗

c Fc , which
are defined on L2([−1,1]) by:

Fc( f )(x) =
1∫

−1

eicxy f (y)dy, Qc( f )(x) =
1∫

−1

sin(c(x − y))

π(x − y)
f (y)dy. (2)

They are normalized so that their L2([−1,1]) norm is equal to 1. We call (χn(c))n�0 the eigenvalues of Lc , λn(c) the eigen-
values of Fc and μn(c) the ones of Qc . The crucial commutation property of Lc and Q c was first observed by D. Slepian,
[8], whose name is closely associated with all properties of PSWFs and their associated spectrum. Among their basic prop-
erties, we cite their analytic extension to the whole real line and their unique properties to form an orthonormal basis of
L2([−1,1]) and an orthonormal basis of Bc , the Paley–Wiener space of c-band-limited functions, defined as L2 functions
whose Fourier transform vanishes outside the interval [−c, c]. As a result of these properties, the PSWFs have been used
in spectral approximation schemes as well as in various applications from physics and signal processing, see for instance
[2,3,6,10].

The asymptotic behavior of the PSWFs is well known for fixed c. Our purpose here is to give uniform bounds, which can
be used to find explicit bounds for the decay rate of the eigenvalues μn(c) or for uniform approximation of the PSWFs. See
also [4] for an application of uniform bounds in the context of compressed sensing.

We first give uniform bounds for |ψn,c(0)| or |ψ ′
n,c(0)|, depending on the parity of n. In particular, we find that |ψn,c(0)| �

1 and |ψ ′
n,c(0)| �

√
χn(c) as long as the quantity q = c2/χn(c) is smaller than 2 (Theorem 2.1). In Section 3, we also give

bounds below for these quantities when q < 1. We prove that values at 0 dominate in some way other values of ψn,c: this is
the fundamental inequality (9). It leads us to uniform bounds for the L∞ norm of ψn,c . Other Lp norms are also considered
under the condition that:

q = c2/χn(c) � 1. (3)

The oscillatory properties of ψn,c depend on this condition, which is everywhere present in their study. Osipov has proved
in [7] that this is satisfied when n � 2c

π , while it is not satisfied when n + 1 � 2c
π . Under this condition, the supremum of

|ψn,c| is attained at 1.
An emblematic estimate frequently cited (but not proved) in the literature is given by |ψn,c(1)| �

√
n + 1

2 . This has been
numerically justified in [12], while an analytic proof of this inequality seems to be difficult to obtain. We will not prove it
either, but the following estimate, valid for q < 1,∣∣ψn,c(1)

∣∣ � κ
√

n + 1, (4)

with κ = 2.35, follows from our study.
We finally use our estimates to give bounds below for the eigenvalues χn(c) and μn(c). This follows from the fact that

derivatives in c depend on the quantities that we have studied before.
We will write κ1, κ2, . . . for explicit constants that are used in uniform bounds. We assume, without loss of generality,

that ψn,c(1) > 0.

2. The value at zero

Let us recall that ψn,c is even or odd, depending on the fact that n is even or odd. We may not systematically write the
index c for simplification. We recall [7] that, for q � 1, the maximum of |ψn| inside [0,1] is attained at 1, while for q > 1,
its maximum is attained at some point 0 � yn < 1/

√
q and ψn(x) is strictly positive for x ∈ ]yn,1]. The first result of this

section is the following.

Theorem 2.1. For all q � 0 we have the bounds:

∣∣ψn(0)
∣∣2 + χ−1

n

∣∣ψ ′
n(0)

∣∣2 �
{

1 if 0 � q � 2
q+1√

q if q > 2.
(5)

Proof. We use the notation:

A = An,c = (∣∣ψn(0)
∣∣2 + χ−1

n

∣∣ψ ′
n(0)

∣∣2) 1
2 . (6)

We consider the auxiliary function zn(t) = (1 − t2)(1 − qt2)ψ2
n (t) + (1−t2)2

χn
(ψ ′

n(t))2. Using the equation we find that z′
n(t) =

−2t(q + 1 − 2qt2)(ψn(t))2, so that:
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A2 = 2

1∫
0

s
(
q + 1 − 2qs2)ψ2

n (s)ds � max
s∈[0,1]

(
s
(
q + 1 − 2qs2)). (7)

We conclude easily for (5) when q < 2. Remark that the constant 1 on the right-hand side of (5) can be replaced by the
smaller constant max(1 − q,4/5) for q < 1.

Let us now assume that q > 2. The bound q+1√
q in (5) follows from the inequality A2 � 2(q + 1)

∫ 1
0 sψ2

n (s)ds and the

use of the Cauchy–Schwarz inequality together with the fact that
∫ 1
−1 s2ψ2

n (s)ds is bounded by q−1. This last bound is an
immediate consequence of the identity:

1∫
−1

(
1 − s2)(ψ ′

n(s)
)2

ds + c2

1∫
−1

s2ψ2
n (s)ds = χn. � (8)

The estimate (5) is not sharp: for Legendre polynomials, that is, when q = 0, one finds the bound 2/π for n even, 3/4
for n odd.

The next proposition will allow us to control many quantities in terms of the values at 0, extending those given in
Szegö’s book [9], on p. 164, for Legendre polynomials.

Proposition 2.1. We have the inequality:√(
1 − t2

)(
1 − qt2

)∣∣ψn,c(t)
∣∣2 �

∣∣ψn,c(0)
∣∣2 + χ−1

n

∣∣ψ ′
n,c(0)

∣∣2
, t � min(1,

√
1/q ). (9)

Proof. We set:

S (t) =
min(1,

√
1/q )∫

t

√
1 − qx2

1 − x2
dx. (10)

By using the substitution ψn(t) = (1 − t2)−1/4(1 − qt2)−1/4U (S(t)), it can be checked that the equation satisfied by U is
given on (0, S(0)] by:

U ′′ + (χn + θ)U = 0,

with θ ◦ S an explicit rational function which is increasing on [0,min(1, 1√
q )], see [1]. The decay of S implies that θ is

also decreasing, so that Zn(s) = |U (s)|2 + 1
χn+θ(s) |U ′(s)|2 is increasing. Therefore, |U (S(t))|2 � Zn(S(t)) � Zn(S(0)) and since

U ′(S(0)) = ψ ′
n(0), then (9) follows at once. �

3. Norms in Lebesgue spaces

From now on, we write Q q(t) := (1 − t2)(1 − qt2). Norms are taken on (−1,+1). Let us first consider the L∞ norm.

Theorem 3.1. For the constant κ1 = 55/4

4 ≈ 1.87, we have the inequality, valid for all c � 0 and n � 0,

‖ψn,c‖∞ � κ1χn(c)
1
4
(∣∣ψn,c(0)

∣∣2 + χn(c)−1
∣∣ψ ′

n,c(0)
∣∣2) 1

2 . (11)

In particular, if q � 1, then

∣∣ψn,c(1)
∣∣ � κ1χn(c)

1
4 � κ1

√
π

2

√
n + 1 ≈ 2.35

√
n + 1. (12)

Proof. Assume first that q � 1. The maximum of ψn is then attained at 1. We use (9) for x0, a value of x < 1 sufficiently
close to 1, so that ψn,c(x0) has the same order as ψn,c(1). Since ((1 − t2)ψ ′

n(t))′ = −χn(1 − qt2)ψn(t), we have:

∣∣ψ ′
n(x)

∣∣ � χn

1 − x2

1∫ (
1 − qt2)∣∣ψn(t)

∣∣ dt � χn
(
1 − qx2)ψn(1). (13)
x
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Hence, ψn(1) − ψn(x) � χnψn(1)Q q(x). Moreover, if we choose an x0 ∈ [0,1) so that Q q(x0) = aχ−1
n for some positive con-

stant a, then from (9), we have:

ψn(1) � A
a−1/4χ

1/4
n

1 − a
� κ1χ

1/4
n .

The value κ1 = (5/4) × 5
1
4 is obtained at the maximum of the quantity a−1/4(1 − a)−1, that is, a = 1/5. Moreover, by using

the fact that A � 1 and χn(c) � ( π
2 (n + 1))2, see [7], one gets the second inequality given in (12).

Let us now assume that q > 1. The maximum is attained at y < 1√
q . If Q q(y) > χ−1

n , then we conclude directly from (9).

So we can assume that (1 −qy2)2 � Q q(y) � χ−1
n , which implies that y > 1√

q (1 − χ
− 1

2
n ). We proceed as before, by choosing

some point y0 < y, for which we now have the inequality:

0 � ψn(y) − ψn(y0) � χn Q q,y(y0)ψn(y), Q q,y(x) = (y − x)
(
1 − qx2) � Q q(x).

Next, we choose y0 so that Q q,y(y0) < χ−1
n /5, which is possible if Q q,y(0) = y > χ−1

n /5. To prove this inequality for n � 1,
it is sufficient to prove that χn � √

q. This is straightforward for q < 2 and follows easily for q > 2 from the inequality:

πn

2
�

√
χn(c)

q
, q > 1 (14)

which is due to Osipov (see Proposition 3 in [7] and [1] for a further discussion). From this point, the proof is the same as
for q < 1. �

The constant κ1 computed here is certainly not optimal, but it is not far from being optimal. For Legendre polynomials,
the best constant is asymptotically equal to

√
π/2.

Remark 3.1. By combining (5) and (11), one gets:

sup
x∈[−1,1]

∣∣ψn(x)
∣∣ � κ1

⎧⎨
⎩χ

1
4

n if 0 � q � 2

(c + χ
1
2

n )
1
2 if q > 2.

(15)

Let us now consider Lp-norms when q = c2/χn < 1. It is well known that the condition p < 4 ensures uniform estimates
in n for Legendre polynomials. The extension of this property to the PSWFs is given by the following theorem.

Theorem 3.2. For q < 1 and p < 4, we have the following bounds:

‖ψn,c‖p �
∥∥Q −1/4

q

∥∥
p

(∣∣ψn,c(0)
∣∣2 + χn(c)−1

∣∣ψ ′
n,c(0)

∣∣2) 1
2 <

∥∥Q −1/4
q

∥∥
p . (16)

Moreover, for q < 1, we have:

‖ψn,c‖4
4 � 2(1 − q)−1((1 − q)κ4

1 + lnχn(c)
)
. (17)

Proof. The first inequality is a straightforward consequence of (9). For the inequality (17), we cut the integral into two
parts, from 0 to 1 − 1

χn
, then from 1 − 1

χn
to 1. For the first integral, we use (9) again, while for the second one we replace

|ψn| by its upper bound ψn(1). �
For q < 1 we get a lower bound for the value at 0 from (16) written for p = 2. Let us denote by K the Legendre complete

integral of the first kind K(r) = ∫ 1
0

dt√
1−t2

√
1−r2t2

, 0 � r < 1. Then:

∣∣ψn,c(0)
∣∣2 + χn(c)−1

∣∣ψ ′
n,c(0)

∣∣2 �
(
2K(

√
q )

)−1 � 1

ln(
1+q
1−q ) + π

. (18)

Indeed, the last inequality comes from:

K(r) � 1

2
ln

1 + r2

1 − r2
+ π

2
, (19)

which can be obtained by considering the difference between K(r) and the integral of r/(1 − r2t2).
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A second bound below for A can be obtained by writing 1
2 = ∫ 1

0 |ψn(t)|2 dt = ∫ x1
0 + ∫ 1

x1
and choosing x1 such that (1 −

x1)κ
2
1
√

χn = 1
4 . Then:

1

4
�

x1∫
0

∣∣ψn(t)
∣∣2

dt � A2

x1∫
0

∣∣Q q(t)
∣∣− 1

2 dt � A2

4

(
ln(χn) + κ2

)
,

where κ2 = 4 ln(4κ1) ≈ 8.05. This leads to the bound below:∣∣ψn,c(0)
∣∣2 + χn(c)−1

∣∣ψ ′
n,c(0)

∣∣2 �
(
ln(χn) + κ2

)−1
. (20)

This is better than (18) for χn close from c2 and not too large. We have just proved the following proposition.

Proposition 3.1. For q < 1, we have the bound below:

∣∣ψn,c(0)
∣∣2 + χn(c)−1

∣∣ψ ′
n,c(0)

∣∣2 � max

((
ln

(
1 + q

1 − q

)
+ π

)−1

,
(
ln

(
χn(c)

) + κ2
)−1

)
. (21)

We conclude this section by proving a converse inequality. Namely,

Theorem 3.3. There exists a constant κ3 such that, when q < 1,(∣∣ψn,c(0)
∣∣2 + χn(c)−1

∣∣ψ ′
n,c(0)

∣∣2) 1
2 � κ3‖ψn,c‖1. (22)

We can take κ3 = 14.

Proof. Since 1 = ‖ψn‖2
2 � κ1χn(c)

1
4 ‖ψn‖1, there is nothing to prove for small values of n. We assume now that n � n0,

where the integer n0 is to be fixed later on. We will sketch the proof of a stronger result, namely:

A � κ3

1
2∫

− 1
2

∣∣ψn,c(t)
∣∣dt.

It is well known that the values of the local maxima of |ψn| are bounded below by A (see [7]). We also know that the
distance of two consecutive zeros of ψn is at most π√

χn+1
(see [7], Theorem 14). So the number of zeros in (− 1

2 ,+ 1
2 ) is at

least k = [
√

χn+1
π ] − 1, and the number of local maxima of ψn,c in the same interval is at least k − 1 > 0. We are done if

we can prove that, for y such a value where there is a local maximum, |ψn| is larger than A/3 in an interval having y as
one extremity and size at least 1√

χn
, all such intervals being disjoint. We assume that y > 0 and fix y′ < y the largest zero

of ψn , which is smaller than y. We proceed as in the proof of (13) to get |ψ ′
n(x)| � 4

3 |ψn(y)|χn(y − x) for x ∈ (y′, y), then

|ψn(y) − ψn(x)| � 2
3 |ψn(y)|χn(y − x)2. On the interval I = (y − 1√

χn
, y), one has |ψn(x)| > A

3 , which we wanted. Moreover

I is contained in (y′, y), which guarantees the disjointness. The same argument holds when y is negative or zero. Finally,
if yi, i = 1, . . . ,k − 1 denote the different local maxima of |ψn| in (− 1

2 ,+ 1
2 ), and Ii = (yi − 1√

χn
, yi) the corresponding

intervals, then we have:

1/2∫
−1/2

∣∣ψn(t)
∣∣ dt �

k−1∑
i=1

∫
Ii

∣∣ψn(t)
∣∣ dt �

([
π−1√χn

] − 2
) A

3
√

χn
� A

3π

(
1 − 3π

n

)
.

We may take for κ3 any value that dominates max(κ1χ
1/4
n−1,3π(1 − 3π

n )−1) for some n � n0. We find the constant 14 by

taking n = n0 = 30 and using again the bound χn � π2(n+1)2

4 for the first quantity. �
4. Eigenvalues

In the following proposition, we give a new lower bound of the eigenvalues χn(c) = χn of the differential operator Lc .

Proposition 4.1. For c and n such that (3) is satisfied, we have:

n(n + 1) + (3 − 2
√

2)c2 � χn(c) � n(n + 1) + c2. (23)

Proof. The upper bound of (23) is well known [12]. It follows from the fact that ∂cχn(c) = 2c
∫ 1
−1 t2|ψn,c(t)|2 dt and

χn(0) = n(n + 1). Let us prove that the quantity B = ∫ 1 t2ψn,c(t)2 dt is bounded below by 3−2
√

2, from which we conclude
−1
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also for the lower bound. If A is defined as above, coming back to the methods of the first section, we remark that, for
q < 1, the auxiliary function −(1 − qt2)−1zn has its derivative bounded by 2t|ψn|2, so that one has the inequality:

A2 � 2

1∫
0

sψ2
n (s)ds � B

1
2 . (24)

On the other hand, the use of (9) allows us to conclude that 1 − B � 2A2. Hence B
1
2 is bounded below by the largest

solution of the equation X2 + 2X − 1 = 0, which allows us to conclude. �
We finish by an estimate on the decay rate of the eigenvalues of Fc and Qc . We recall that they are related by the

relation μn(c) = c
2π |λn(c)|2. It is well known (see [12]) that:

∂c lnμn(c) = 2|ψn,c(1)|2
c

.

This means that all lower bounds or upper bounds on |ψn(1)|2 will give upper bounds or lower bounds on μn(c). It has
been proved by Landau [5] that these eigenvalues decay very slowly, for fixed c, as long as χn(c) < c2. More precisely, we
have:

μn(c) � 0.4 for n �
[

2c

π

]
− 1; μn(c) � 0.6 for n �

[
2c

π

]
+ 1. (25)

So, in particular, for c � π(n+1)
2 , we have:

μn(c) > 0.4 exp

(
−2

π(n+1)
2∫

c

∣∣ψn,τ (1)
∣∣2 dτ

τ

)
.

When τ � πn
2 , we know that q < 1. For πn

2 < τ <
π(n+1)

2 , we have χn(τ ) � χn( πn
2 ) � π2n2

4 . So τ 2

χn(τ )
� 2 as soon as n+1

n �√
2. We now use (15). Since χn(τ ) is increasing with τ and since χn(

π(n+1)
2 ) � (

π(n+1)
2 )2 (recall [7] that for this value

q > 1), we conclude as follows.

Proposition 4.2. For n � 3 and c � π(n+1)
2 , we have the inequality:

μn(c) > 0.4

(
2c

π(n + 1)

)πκ2
1 (n+1)

. (26)

Let us remark that the inequality ψn,c(1) �
√

n + 1
2 , if it was correct, would improve all constants. Precise estimates have

been given in [7] by different methods. The asymptotic behavior is well known, see for instance [11].
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