
Ann. Scient. Éc. Norm. Sup.,
4e série, t. 38, 2005, p. 693 à 750.

ligne
omplex
ojective

ilinson,
briques
ouveaux
nnent de

694
8
8

. . 702
3
. 704
. 705
6

08
. . 708
. 710
0
1
713
4
6
. . . 716
7

17
9

THE HODGE THEORY OF ALGEBRAIC MAPS

BY MARK ANDREA A. DE CATALDO 1 AND LUCA MIGLIORINI 2

ABSTRACT. – We give a geometric proof of the Decomposition Theorem of Beilinson, Bernstein, De
and Gabber for the direct image of the intersection cohomology complex under a proper map of c
algebraic varieties. The method rests on new Hodge-theoretic results on the cohomology of pr
varieties which extend naturally the classical theory and provide new applications.

 2005 Elsevier SAS

RÉSUMÉ. – On donne une démonstration géométrique du théorème de décomposition de Be
Bernstein, Deligne et Gabber pour l’image directe, par un morphisme propre de variétés algé
complexes, du complexe de cohomologie d’intersection. La preuve s’appuie sur des résultats n
concernant la théorie de Hodge des variétés projectives, qui généralisent la théorie classique et do
nouvelles applications.
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1. Introduction

Let f :X → Y be a proper map of complex algebraic varieties,n = dimX . For ease o
exposition only, assume thatX is nonsingular and thatX andY are projective. Letη andA
be ample line bundles onX andY respectively, and setL := f∗A.

If f is a smooth family, then the classical Hard Lefschetz Theorem forη applied to the fibers
of f gives isomorphisms for everyi � 0:

ηi :Rn−dimY −if∗QX � Rn−dimY +if∗QX(1)

which give rise to a direct sum decomposition for the direct image complex

Rf∗QX �
⊕

i

Rif∗QX [−i](2)

in the derived category of the category of sheaves onY (cf. [9]). This important fact implies, fo
example, theE2-degeneration of the Leray spectral sequence forf . The sheavesRif∗QX are
semisimple local systems, i.e. they split as a direct sum of local systems with no nontrivia
subsystems. Note that the category of finite dimensional local systems is abelian, noethe
artinian.

At first sight, nothing similar happens for an arbitrary mapf :X → Y . The isomorphisms (1
and (2) fail in general, the Leray spectral sequence may not degenerate atE2 and the abelian
category of sheaves onY is neither noetherian, nor artinian.

The Leray spectral sequence is associated with the “filtration” ofRf∗QX by the truncated
complexesτ�iRf∗QX . The i-th direct imageRif∗QX appears, up to a shift, as the cone
the natural mapτ�i−1Rf∗QX → τ�iRf∗QX , i.e. as thei-th cohomology sheaf of the comple
Rf∗QX .

One of the main ideas leading to the theory of perverse sheaves in [1] is that a
facts mentioned in the case of a smooth family hold for an arbitrary map, provided tha
are re-formulated with respect to a notion of truncation different from the one leadi
4e SÉRIE– TOME 38 – 2005 –N◦ 5
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the cohomology sheaves, that is with respect to the so-called perverse truncationpτ�i, and
that we replace the sheavesRif∗QX with the shifted conespHi(Rf∗QX) of the mappings
pτ�i−1Rf∗QX → pτ�iRf∗QX . These cones are called the perverse cohomology ofRf∗QX and
are perverse sheaves. Despite their name, perverse sheaves are complexes in the derived
of the category of sheaves onY which are characterized by conditions on their cohomol
sheaves. Just like local systems, the category of perverse sheaves is abelian, noethe
artinian. Its simple objects are the intersection cohomology complexes of simple local sy
on strata. WheneverY is nonsingular and the stratification is trivial, perverse sheaves are,
a shift, just local systems.

That these notions are the correct generalization to arbitrary proper morphisms of the s
considered above for smooth morphisms, is shown by the beautifulRelative Hard Lefschet
TheoremandDecomposition Theorem, proved in [1] by Beilinson, Bernstein and Deligne us
algebraic geometry in positive characteristic. They generalize the isomorphisms (1) and
a smooth family to the case of an arbitrary projective map from an algebraic manifold: th
induced by the line bundleη in perverse cohomology

ηi : pH−i
(
Rf∗QX [n]

)
→ pHi

(
Rf∗QX [n]

)
(3)

is an isomorphism for everyi � 0 and we have a direct sum decomposition

Rf∗QX [n]�
⊕

i

pHi
(
Rf∗QX [n]

)
[−i].(4)

As a consequence, the so-called perverse Leray spectral sequenceHl(Y, pHm(Rf∗QX [n])) =⇒
Hn+l+m(X,Q) is E2-degenerate. This fact alone has striking computational and theor
consequences. For example, the intersection cohomology groups of a varietyY inject in the
ordinary singular cohomology groups of any resolutionX of the singularities ofY . The
semisimplicity statement for the local systemsRif∗QX has a far-reaching generalization in t
Semisimplicity Theorem, also proved in [1]: there is a canonical isomorphism of perverse she

pHi
(
Rf∗QX [n]

)
�

⊕
l

ICSl
(Li,l)(5)

where theICSl
(Li,l) are the Goresky–MacPherson intersection cohomology complexesY

associated with certain semisimple local systemsLi,l on the strata of a finite algebra
stratificationY =

∐dimY
l=0 Sl for the mapf .

Analogous results hold for a possibly singularX , provided one replacesRf∗QX [n] by the
intersection cohomology complexICX .

These three theorems are cornerstones of the topology of algebraic maps. They hav
many applications to algebraic geometry and to representation theory and, in our opinion,
be regarded as expressing fundamental properties of complex algebraic geometry.

In our previous paper [6] we proved that iff is semismall, thenL behaves Hodge
theoretically like an ample line bundle: the Hard Lefschetz Theorem holds forL acting on
rational cohomology, i.e.Lr :Hn−r(X) � Hn+r(X), for everyr, and the primitive subspace
KerLr+1 ⊆ Hn−r(X) are polarized by means of the intersection form onX . Associated with
a stratification of the mapf there is a series of intersection forms describing how the
of a point in a given stratum intersects inX the pre-image of the stratum. In the case o
semismall map there is only one intersection form for each stratum component. The dis
of the above polarizations, joined with an argument of mixed Hodge structures showing t
ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE
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everyy ∈ Y the groupHn(f−1(y)) injects inHn(X), allowed us to prove that the intersecti
forms are definite and thus nondegenerate. This generalizes the well-known result of Gra
the contraction of curves on surfaces. By means of an induction on the strata, the stateme
semisimplicity theorem (5) for semismall mapsf was proved to be equivalent to the fact that
intersection forms are nondegenerate. The statements (3) and (4) are trivial for semisma
sinceRf∗QX [n] � pH0(Rf∗QX [n]). Our result about the intersection forms being definite
be seen as a “Decomposition Theorem with signs for semismall maps,” i.e. as a polarized
of this theorem.

In this paper, in the spirit of our paper [6], we give a geometric proof of the Relative
Lefschetz, Decomposition and Semisimplicity isomorphisms (3)–(5). We complement
results by uncovering a series of Hodge-theoretic properties of the singular rational cohom
groupsH∗(X) and of the natural mapsHn−∗(f−1(y)) →Hn+∗(X), y ∈ Y .

We now discuss our results. By standard reductions, most statements remain valid
context of proper maps of algebraic varieties (cf. 2.3).

The perverse truncation, which is defined locally overY by means of the topologica
operations of push-forward and truncation with respect to a stratification forf , gives rise to an
increasing filtrationH l

�b(X) ⊆ H l(X) and to the corresponding graded perverse cohomo
groupsH l

b(X) = H l
�b(X)/H l

�b−1(X). See 4.2.
Our first result is theHard Lefschetz Theorem for Perverse Cohomology Groups2.1.4. While

the Hard Lefschetz Theorem for the pull-back line bundleL acting on ordinary cohomolog
fails, due to the lack of positivity ofL on the fibers of the mapf , the analogous result, with
natural shift in cohomological degree, holds for the perverse cohomology groups.

It is as if the perverse filtration were calibrated precisely for the purpose of correcting
failure of the Hard Lefschetz Theorem forL. In fact, this result implies that the perverse filtrati
coincides with the canonical weight filtration associated with the Jordan form of the nilp
operatorL acting onH∗(X) (cf. 5.2.4). The results we find exhibit a striking similarity w
the structures discovered on the cohomology of the limit fiber by Cattani, Kaplan, Schm
and Kashiwara, Kawai [20], in the case of degenerating families along a normal crossing d
where the logarithms of the monodromies, instead of the cup products with Chern classes
bundles, are the endomorphisms giving the filtrations. We find this aspect of our approac
intriguing.

Since the weight filtration above, being characterized in terms of the(1,1)-operatorL,
is automatically Hodge-theoretic, we get theHodge Structure Theorem2.1.5 stating that th
perverse filtration, and hence the perverse cohomology groups, are endowed with ca
Hodge structures.

The Hard Lefschetz Theorem for perverse cohomology groups implies the(η,L)-Decomposi-
tion Theorem2.1.7, i.e. a Lefschetz-type direct sum decomposition of the perverse cohom
groups ofX into “(η,L)-primitive” Hodge sub-structures. The decomposition is orthogonal
respect to certain polarizing bilinear formsSηL coming from the Poincaré pairing onX modified
by L andη.

TheGeneralized Hodge–Riemann Bilinear Relations Theorem2.1.8 states that the formsSηL

polarize up to sign the(η,L)-primitive spaces.
In our approach, it is crucial to describe (cf. 5.4) the subspace of cohomology c

of Hn(X) which are limits forε → 0+ of cohomology classes primitive with respect to
ample line bundles of the formL + εη.

The Generalized Grauert Contractibility Criterion2.1.9 and theRefined Intersection Form
Theorem2.1.10 establish some of the Hodge-theoretic properties of the homology g
H∗(f−1(y)) and of the refined intersection forms defined on them (cf. 3.4).
4e SÉRIE– TOME 38 – 2005 –N◦ 5
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To our knowledge, this rich structure onH∗(X) and onH∗(f−1(y)) has not been spelled-o
before and it should have significant geometric applications. We discuss two examples
and 2.5.

We propose two applications, theContractibility Criterion 2.1.12 and theSignature for
Semismall Maps Theorem2.1.14.

In our approach, not only are these structures and results complementary to the Decom
Theorem, but they are also instrumental in proving it. In view of the inductive approac
develop in 6.1.3, the Decomposition Theorem implies that the refined intersection forms
precisely, one of the graded parts) are nondegenerate. We establish the converse state
prove directly that these forms are nondegenerate and show how this nondegeneration
the Decomposition Theorem. In the critical case of cohomological degreen and perversity zero
we show that the graded class mapHn,0(f−1(y)) → Hn

0 (X) is an injection of pure Hodg
structures and that the refined intersection form on the fiberf−1(y) underlies a polarization
Again, our results can be seen as a “Decomposition Theorem with signs.”

These results, coupled with a series of simple reductions, give a proof of (4), (5) for p
maps of complex algebraic varieties and of (3) for projective maps of complex algebraic va
(cf. 2.3).

ThePurity Theorem2.2.1 states that the direct sum decomposition for the hypercohom
of (5) is by Hodge sub-structures. In particular, the intersection cohomology groups of pro
varieties carry a pure Hodge structure which is canonical in the sense of 2.2.3(a).

The Hodge–Lefschetz Theorem for Intersection Cohomology2.2.3 is a generalization to th
intersection cohomology of a projective variety of the classical Hodge theory for the sin
cohomology of projective manifolds (cf. 3.1).

What follows compares the results of the present paper with some of the literature.
Theorem 2.3.3 is proved by Beilinson, Bernstein, Deligne and Gabber in [1]. The result

proved in positive characteristic using the formalism of perverse sheaves in conjunctio
the purity results proved in [13] concerning the eigenvalues of the Frobenius operator
on complexes of sheaves on a variety defined over a finite field. The result is then “lifte
characteristic zero.

The deep elegance of this approach does not seem to explain the geometry of the res
the complex numbers and does not give a proof of the Hodge-theoretic results in 2.1.
series of remarkable papers [26,27] and [28], M. Saito has developed a D-modules transce
approach via his own mixed Hodge modules.

C. Sabbah [25] has recently extended M. Saito’s results to the case of semisimple local s
on X by developing his own theory of polarizable twistor D-modules. See also the related
by T. Mochizuki [23,24].

While Saito’s results cover and pre-date some of the results of this paper, name
Relative Hard Lefschetz Theorem 2.1.1(a), the Decomposition Theorem 2.1.1(b) and
the Purity of Intersection Cohomology 2.2.3(a), and give other results as well, the proofs
seem to explain the underlying geometry and do not describe explicitly Hodge structur
polarizations.

We show that the properties of the refined intersection form are responsible for the topo
splitting ofRf∗QX [n] and we establish these properties using Hodge theory.

The paper is not self-contained as it relies, for instance, on the theory oft-structures. However
at several stages, we need results in a form that seems to be less general but sharper t
we could find in the literature. For this reason, we offer two rather long sections of prelimin
We also hope that having collected results on the theory of stratifications, constructible s
and perverse sheaves can in any case be useful to the reader. The statements proved in
are collected in Section 2. The proofs of the main results are strongly intertwined and w
ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE
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a detailed account of the steps of the proof in 2.6, trying to emphasize the main ideas.
the presence of a rich array of structures, many verifications of compatibility are necessar
course of our proofs. We have decided to include careful proofs of the ones that did not s
be just routine.

2. Statements

We state and prove our results for maps of projective varietiesf :X → Y with X nonsingular
in 2.1 and 2.2. The Hodge-theoretic results are strongest and more meaningful in this c
Most results remain valid (cf. 2.3) for proper algebraic maps of algebraic varieties via sta
reductions to the nonsingular projective case.

2.1. The projective case

The basic set-up of this paper is as follows:
• let f :X → Y be a map of projective varieties,X nonsingular of dimensionn, η be an

ample line bundle onX , A be an ample line bundle onY andL := f∗A.
The results that follow are discussed in the two Examples 2.4 and 2.5.
We denoteRf∗ simply by f∗. The line bundleη defines a mapQX → QX [2]. By pushing-

forward in the derived sense, we get a mapf∗QX → f∗QX [2] and mapspHi(f∗QX [n]) →
pHi+2(f∗QX [n]). We denote all these maps simply byη.

The following extends a great deal of classical Hodge Theory to the case of maps.
proved by Beilinson, Bernstein and Deligne in [1].

THEOREM 2.1.1. –
(a) (The Relative Hard Lefschetz Theorem). For everyi � 0, the map induced byη in perverse

cohomology is an isomorphism:

ηi : pH−i
(
f∗QX [n]

)
� pHi

(
f∗QX [n]

)
.

In particular, having set, fori � 0, P−i
η := Kerηi+1 ⊆ pH−i(f∗QX [n]), we have

equalities

pH−i
(
f∗QX [n]

)
=

⊕
j�0

ηjP−i−2j
η , pHi

(
f∗QX [n]

)
=

⊕
j�0

ηi+jP−i−2j
η .

(b) (The Decomposition Theorem). There is an isomorphism inD(Y ):

ϕ :
⊕

i

pHi
(
f∗QX [n]

)
[−i]� f∗QX [n].

(c) (The Semisimplicity Theorem). The pHi(f∗QX [n]) are semisimple(cf. 3.8). More
precisely, given any stratification forf (cf. 3.2) Y = �lSl, 0 � l � dimY , there is a
canonical isomorphism inPerv(Y ):

pHi
(
f∗QX [n]

)
�

dimY⊕
l=0

ICSl
(Li,l)

where the local systemsLi,l := α∗
l H−l(pHi(f∗QX [n])) onSl are semisimple.
4e SÉRIE– TOME 38 – 2005 –N◦ 5
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Remark2.1.2. – The complexespHi(f∗QX [n]) = 0 if |i|> r(f), wherer(f) is the defect of
semismallness 4.7.2 off . It can be shown that this vanishing is sharp (cf. [8]).

Remark2.1.3. – The isomorphismϕ of Theorem 2.1.1(b) is not unique. It is possible to ma
some distinguished choices (cf. [10]). These choices play no role in the present paper.

The symbol
ϕ� indicates that a certain isomorphism is realized viaϕ. The Decomposition

Theorem implies that (cf. 4.3), setting

Hn+l
�b (X) := Im

{
Hl

(
Y, pτ�bf∗QX [n]

)
→ Hl

(
Y, f∗QX [n]

)}
⊆ Hn+l(X)

and

Hn+l
b (X) := Hn+l

�b (X)/Hn+l
�b−1(X),

we get a canonical identification

Hn+l
b (X) = Hl−b

(
Y, pHb

(
f∗QX [n]

))
and isomorphisms:

Hn+l
�b (X)

ϕ�
⊕
i�b

Hl−i
(
Y, pHi

(
f∗QX [n]

))
.

The cup product withη verifies η H l
�a(X) ⊆ H l+2

�a+2(X) (cf. 4.4) and induces maps, st

denotedη :H l
a(X) → H l+2

a+2(X). The cup product withL is compatible with the direct sum
decomposition induced by any isomorphismϕ (cf. 4.4.3) and induces mapsL :H l

a(X) →
H l+2

a (X).

THEOREM 2.1.4 (The Hard Lefschetz Theorem for Perverse Cohomology Groups). –Let
k � 0, b, j ∈ Z. Then the following cup product maps are isomorphisms:

ηk :Hj
−k(X) �Hj+2k

k (X), Lk :Hn+b−k
b (X)� Hn+b+k

b (X).

The previous result allows to describe the perverse filtration purely in terms of the nilp
linear mapL acting via cup-product on the cohomology ofX . For the precise statemen
involving the notion of weight filtration associated withL, see 4.5, 4.6 and Proposition 5.2
SinceL is of type(1,1), we get the following.

THEOREM 2.1.5 (The Hodge Structure Theorem). –For l � 0 andb ∈ Z, the subspaces

H l
�b(X) ⊆ H l(X)

are pure Hodge sub-structures. The quotient spaces

H l
b(X) = H l

�b(X)/H l
�b−1(X)

inherit a pure Hodge structure of weightl.

Note that the Hodge structure thus constructed onH l
b(X) is compatible with restriction to

zero-loci of sections ofη andL in the following sense. Leti :Xr
s → X be the inclusion of a

complete intersection ofr general sections ofη and s general sections ofL. The restriction
i∗ :H l(X) → H l(Xr

s ) mapsH l
�a(X) to H l

�a+r(X
r
s ) (cf. 4.2.3) and induces a morphism

pure Hodge structuresH l
a(X) → H l

a+r(Xr
s ).
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Remark2.1.6. – The isomorphismϕ may not be compatible with the Hodge structure, tha
the isomorphisms

H l(X)
ϕ�

⊕
b

H l
b(X)

are not necessarily of Hodge structures. This, though, can be achieved with a particular
of ϕ.

DefineP−j
−i := Kerηi+1 ∩KerLj+1 ⊆ Hn−i−j

−i (X), i, j � 0 andP−j
−i := 0 otherwise. In the

same way in which the classical Hard Lefschetz implies the Primitive Lefschetz Decompo
for the cohomology ofX , Theorem 2.1.4 implies the double direct sum decomposition of

COROLLARY 2.1.7 (The(η,L)-Decomposition). –Let i, j ∈ Z. There is a Lefschetz-typ
direct sum decomposition into pure Hodge sub-structures of weight(n− i− j), called the(η,L)-
decomposition:

Hn−i−j
−i (X) =

⊕
l,m∈Z

η−i+lL−j+mP j−2m
i−2l .

Using representatives inHn−i−j
�−i (X), i, j � 0, define bilinear formsSηL

ij on Hn−i−j
−j (X) by

modifying the Poincaré pairing

SηL
ij

(
[α], [β]

)
:=

∫
X

ηi ∧Lj ∧ α∧ β.

Using 2.1.4, one can define formsSηL
ij for all i and j. These forms are well defined an

nondegenerate (cf. 4.5).

THEOREM 2.1.8 (The Generalized Hodge–Riemann Bilinear Relations). –The (η,L)-de-
composition is orthogonal with respect toSηL

ij . The formsSηL
ij are, up to a sign made precis

in 4.5.2, a polarization of each(η,L)-direct summand.

The following two results are key in proving the Semisimplicity Theorem and in our op
are geometrically significant. For what follows see 3.4 and Lemma 4.3.6.

The homology groupsHBM
∗ (f−1(y)) = H∗(f−1(y)), y ∈ Y , are endowed with the perver

filtration, see 4.3.5. The natural cycle class mapcl :HBM
n−∗(f

−1(y)) →Hn+∗(X) is strict.

THEOREM 2.1.9 (The Generalized Grauert Contractibility Criterion). –Letb ∈ Z, y ∈ Y . The
natural class maps

clb :HBM
n−b,b

(
f−1(y)

)
→Hn+b

b (X)

is injective and identifiesHBM
n−b,b(f

−1(y)) ⊆ KerL⊆ Hn+b
b (X) with a pure Hodge substructure

compatibly with the(η,L)-decomposition. Each(η,L)-direct summand ofHBM
n−b,b(f

−1(y)) is

polarized up to sign bySηL
−b,0.

In particular, the restriction ofSηL
−b,0 to HBM

n−b,b(f
−1(y)) is nondegenerate.

By intersecting inX cycles supported onf−1(y), we get the refined intersection form (cf. 3.
HBM

n−∗(f−1(y)) → Hn+∗(f−1(y)) which is strict as well.

THEOREM 2.1.10 (The Refined Intersection Form Theorem). –Letb ∈ Z, y ∈ Y . The graded
refined intersection form

HBM
n−b,a

(
f−1(y)

)
→ Hn+b

a

(
f−1(y)

)
is zero ifa 	= b and it is an isomorphism ifa = b.
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Remark2.1.11. – Letb ∈ Z, y ∈ Y . If y lies on a positive-dimensional stratumSl for the
mapf (cf. 3.2), then the refined intersection form is identically zero (cf. 3.4.1). In this cas
geometrically interesting map is the one of the Splitting Criterion 4.1.3:HBM

n−l−b,b(f
−1(y)) →

Hn−l+b
b (f−1(y)). This map is the refined intersection form forf−1(y) in Xl for the map

Xl → Yl, whereYl is a codimension-l general complete intersection onY transversal toSl at y
andXl := f−1(Yl) (cf. 4.3.8).

The following two corollaries give examples of the kind of geometric applications stem
from the results of this paper. See also Example 2.4.

COROLLARY 2.1.12 (Contractibility Criterion). – Let f :X → Y be a projective and
surjective map of quasi-projective varieties,X nonsingular. Lety ∈ Y and assume thatf is
semismall overY \ y, e.g.f|X\f−1(y) is an isomorphism.

For everyb � 0 the natural mixed Hodge structureHn+b(f−1(y)) is pure of weightn + b.
The associatedη-direct summands are polarized up to sign by the formsSηL

−b0.

Proof. –We may compactify the morphism without changing the situation around and oy.
In particular, the perverse cohomology complexes will not change aroundy by this process
It follows that we may assume thatX is projective. By the Decomposition Theorem, t
Semisimplicity Theorem and semismallness (cf. 4.7.2 and 4.7.3)

f∗QX [n]�
⊕
l>0

ICSl
(L0,l)⊕ T 0 ⊕

⊕
i �=0

pHi
(
f∗QX [n]

)
[−i],

where T 0 and pHi(f∗QX [n]) are skyscraper sheaves aty. It follows that the natural ma
Hn+b(X) → Hn+b(f−1(y)) is surjective for everyb � 0, whence the purity statemen
Since Hj(ICSl

(L0,l)) = 0 for j � 0 (cf. 3.8), Hn(f−1(y)) = T 0 and Hn+b(f−1(y)) =
pHb(f∗QX [n]) for b > 0. It follows that, forb � 0, we haveHn+b(f−1(y)) = Hn+b

�b (f−1(y)) =
Hn+b

b (f−1(y)). The result follows from 2.1.10 and 2.1.9.�
Remark2.1.13. – If, for example,n = 4 andf−1(y) =

⋃
Sj is a configuration of surface

then the matrix[Sj ] · [Sk] is positive definite. The example ofP2 ⊆ P4 shows that the necessa
Contractibility conditions expressed by Corollary 2.1.12 are clearly not sufficient.

In [6] we study projective semismall (cf. 4.7.2) mapsf :X → Y with X a projective manifold
We show that the intersection formI associated with a component of a codimension2h
relevant stratum has a precise signature:(−1)hI > 0. The methods of [6] do not cover the ca
of semismall projective maps from a quasi-projective manifoldX . One may compactify th
morphism, but the condition of semismallness could be destroyed at the boundary. The m
of this paper by-pass this problem and we have the following

COROLLARY 2.1.14 (Signature Theorem for Semismall Maps). –Let f :X → Y be a
projective and surjective semismall map, withX nonsingular and quasi-projective. Then t
intersection formI associated with a component of a codimension2h relevant stratum is
(−1)hI > 0.

Proof. –As in the proof of 2.1.12, we may also assume thatX is projective. By slicing with
hyperplane sections onY (cf. Section 6 and [6]), we are reduced to the case whendimX = h,
i.e. to the zero-dimensional stratumS0. Let y ∈ S0. We have a decomposition similar to the o
in the proof of 2.1.12, whereT 0 � Hn(f−1(y)) is polarized up to sign by the intersection fo
onX , i.e. byI . �
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2.2. Purity and Hodge–Lefschetz for intersection cohomology

Let Hj
i,l(X) := Hj−i−n(Y, ICSl

(Li,l)) ⊆ Hj
i (X), 0 � l � dimY , i ∈ Z, j � 0. See 2.1.1(c).

In general, the pure-dimensional stratumSl is not connected and one may write

Hj
i,l(X) =

⊕
S

Hj
i,l,S(X)(6)

where the direct sum is over the connected componentsS of Sl.
A priori, it is not clear that the l.h.s. of (6) is a Hodge sub-structure ofHj

i (X) and that (6)
itself is a decomposition into Hodge sub-structures. We prove these facts in the following

THEOREM 2.2.1 (Purity Theorem). –Let j � 0 and i ∈ Z. The canonical direct sum decom
position

Hj
i (X) =

⊕
l

Hj
i,l(X) =

⊕
l,S

Hj
i,l,S(X)(7)

is by Hodge sub-structures, it isSηL-orthogonal, and it is compatible with the(η,L)-decompo-
sition and its polarization.

Remark2.2.2. – The spacesHn+b+d
b,l,S (X) behave like the cohomology of a collection

projective manifolds. Fixb ∈ Z, l � 0 andS a connected component ofSl, and letd ∈ Z vary.
We get a structure which satisfies Hodge–Lefschetz properties forL analogous to the ones stat
in Theorem 2.2.3. Similarly, if we fixd, l andS, and we letb ∈ Z vary, then we get simila
properties with respect toη. See 2.4, 2.5.

The following is the intersection cohomology counterpart of the classical Hodge Theo
projective manifolds.

THEOREM 2.2.3 (Hodge–Lefschetz for Intersection Cohomology). –
(a) (Purity of Intersection Cohomology). For everyj � 0, the intersection cohomology grou

IH j(Y,Q) carries a weight-j pure Hodge structure.
This structure is characterized by the property that, given any projective resol
f :X → Y , the resulting natural inclusion

IH j(Y,Q) → Hj
0(X)

is a map of weight-j pure Hodge structures.
Moreover, given a diagram of projective resolutions

X
g′′

g′ h

X ′′

f ′′

X ′ f ′

Y

the images of the natural inclusions

IH j(Y,Q)
f ′◦g′

−→ Hj
0(X)

f ′′◦g′′

←− IH j(Y,Q)

coincide.
(b) (Weak Lefschetz Theorem for Intersection Cohomology). Letr : Y1 ⊆ Y be the inclusion

of a subvariety hyperplane section ofY transversal to all the strata of a stratificatio
4e SÉRIE– TOME 38 – 2005 –N◦ 5
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of Y . Then

r∗ : IH j(Y,Q) → IH j(Y1,Q)

is an isomorphism forj � dimY − 2 and injective forj = dimY − 1.
(c) (Hard Lefschetz Theorem for Intersection Cohomology)The cup product map

Aj : IH dimY −j(Y,Q) → IH dimY +j(Y,Q)

is an isomorphism for everyj � 0. SettingPn−r
A := KerAr+1 ⊆ IH n−r(Y,Q), r � 0

there is a primitive Lefschetz decomposition

IH dimY −j(Y,Q) =
⊕
r�0

Ar P dimY −j−2r
A .(8)

(d) (Hodge–Riemann Bilinear Relations for Intersection Cohomology)Given a projective
resolutionf :X → Y of the singularities ofY , the formsSηL

0,−j polarize, up to sign, the

spacesPn−j
A . Moreover, the decomposition(8) is SηL

0,−j -orthogonal.

Remark2.2.4. – The Hodge–Lefschetz Theorem 2.2.3 is due to several authors. The
Lefschetz Theorem is due to Goresky and MacPherson [17]. The Hard Lefschetz Theor
Intersection Cohomology is proved in [1] using algebraic geometry in positive characterist
prove it as a corollary to the Hard Lefschetz Theorem on Perverse Cohomology Groups. T
that the Intersection Cohomology of a projective variety carries a canonical pure Hodge st
is proved by M. Saito in [26]. The relation with the cohomology of resolutions is stated
not proved in [28]. Polarizations associated with Intersection Cohomology appear implic
Saito’s work. The methods of the aforementioned papers are completely different from th
of this paper.

2.3. The algebraic case

In this section we point out that a series of simple reductions using Hironaka’s resolut
singularities and Chow’s Lemma allows to prove Theorem 2.1.1 for proper maps of alg
varieties. Since no new idea is necessary for this purpose, we omit the proofs. For details
p. 71–74.

THEOREM 2.3.1. –Letf :X → Y be a proper map of projective varieties. Then all the res
in 2.1hold if we replaceQX [n] with ICX .

Remark2.3.2. – In the singular case above, the refined intersection form must be repla
the mapsH∗(y,α!

yf∗ICX) → H∗(y,α∗
yf∗ICX), whereαy :y → Y is a point inY .

THEOREM 2.3.3. – Let f :X → Y be a proper map of algebraic varieties. Then t
Decomposition Theorem2.1.1(b) and the Semisimplicity Theorem2.1.1(c) hold for f if we
replaceQX [n] by ICX .

If, in addition, f is projective andη is f -ample, then the Relative Hard-Lefschetz Th
rem2.1.1(a)holds as well.

The results hold, with obvious modifications also left to the reader, for the push-forwa
any complexK �

⊕
i

pHi(K)[−i] such that eachpHi(K) �
⊕

ICZ(LZ), where theZ are
nonsingular locally closed subvarieties ofX and theLZ are self-dual local systems arising
direct summands of somepHb(g∗QZ′ [dimZ ′]) for some algebraic properg :Z ′ → Z.
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2.4. Example: Resolution of singularities of a threefold

Let f :X → Y be a generically finite and surjective map from a nonsingular three-dimens
projective varietyX . For ease of exposition, we assume thatf admits a stratificationY =
U � C � y where y is a point in the closure of the smooth curveC with the properties
(a)dimf−1(y) = 2, (b) dimf−1(c) = 1, c ∈ C. The mapf is locally topologically trivial, when
restricted to the strata.

Note thatf is semismall overY \ y. Let LU be the local system onU associated with
the topological coveringf−1(U) → U and LC be the local system onC associated with
H2(f−1(c)), c ∈C. Let D := f−1(y), Dj ⊆ D be the irreducible surface components. We h
thatH4(D) is spanned precisely by the fundamental classes of{Dj}. Denote by[Dj ] ∈H2(X)
the image of{Dj} via the natural class mapcl :H4(D) → H2(X). Let X1 ⊆ X be a genera
η-hyperplane section ofX and X1 be the zero locus of a general section ofL = f∗A. The
mapf| :X1 → Y is generically finite onto a surface and contracts toy the irreducible curve
Ej := Dj ∩ X1. The mapf| :X1 → Y has analogous properties, but contracts the irreduc
curves insidef−1(c), c ∈C ∩ f(X1).

The defect of semismallnessr(f) = 1 so thatpHi(f∗QX [3]) = 0, i 	= −1, 0, 1 and

pH−1(f∗QX [3]) pH0(f∗QX [3]) pH1(f∗QX [3])

H4(D)y ICY (LU )⊕ ICC(LC)⊕H3(D)y H4(D)y

If f−1(c) is irreducible, thenICC(LC)� ν∗QC̃
[1], whereν : C̃ →C is the normalization.

The Relative Hard Lefschetz Theorem, i.e.η : pH−1(f∗QX [3])� pH1(f∗QX [3]), becomes the
statement that the compositionH4(D) → H2(X)

η→ H4(X) → H4(D) is an isomorphism so
that the ensuing bilinear form onH4(D)

〈
{Dj},{Dk}

〉
=

∫
X

η ∧ [Dj ]∧ [Dk] =
∫

X1

[Ej ]∧ [Ek](9)

is nondegenerate. We havepH−i(f∗QX [3]) =P−i
η , i = 0,1.

The Decomposition Theorem reads:

f∗QX [3]�
(
H4(D)y[1]

)
⊕

(
ICY (LU )⊕ ICC(LC)⊕H3(D)y[0]

)
⊕

(
H4(D)y[−1]

)
.

The Semisimplicity Theorem implies the elementary fact thatLU andLC are semisimple.
The Hodge Structure Theorem gives Table 1 of Hodge (sub-)structures. The formsSηL

ij are
defined via

∫
X

ηi ∧Lj ∧ a∧ b =
∫

Xi
j
a|Xi

j
∧ b|Xi

j
.

Table 1

coh.deg. 0 1 2 3 4 5 6

H∗
�−1(X) 0 0 Im{H4(D) → H2} 0 0 0 0

H∗
�0(X) H0 H1 H2 H3 Ker{H4 → H4(D)} H5 H6

H∗
�1(X) H0 H1 H2 H3 H4 H5 H6
4e SÉRIE– TOME 38 – 2005 –N◦ 5
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Table 2

coh.deg. 0 1 2 3 4 5 6

H∗
−1(X) 0 0 P 0

−1 � H4(D) 0 0 0 0

H∗
0 (X) P−3

0 P−2
0 P−1

0 ⊕LP−3
0 P 0

0 ⊕LP−2
0 LP−1

0 ⊕L2P−3
0 L2P−2

0 L3P−3
0

H∗
1 (X) 0 0 0 0 ηP 0

−1 � H4(D) 0 0

The(η,L)-Decomposition Theorem and the Generalized Hodge–Riemann Bilinear Rel
give Table 2 ofSηL

ij -orthogonal decompositions of the pure Hodge structuresH3−i−j
−i (X). Each

termP−j
−i is a Hodge sub-structure polarized bySηL

ij . In general, the display above has seve
rows. Each row presents a horizontal shifted symmetry with respect to the action ofL. There is
an additional diagonal symmetry of the display due toη.

Each horizontal and diagonal row behaves like the cohomology of a projective manifold
the action of an ample line bundle.

These symmetries are explained by the Hard Lefschetz Theorem for Perverse Coho
Groups which gives the following display of isomorphisms

H4(D)

c1(η)

H0

c1(L)3

H1

c1(L)2

H2/H4(D)

c1(L)

H3 Ker{H4 →H4(D)} H5 H6

H4(D)

The Purity Theorem implies that the various pieces decompose further according to stra
polarized Hodge sub-structures in a fashion compatible with the(η,L)-decomposition (cf. 2.2.2)

By the Generalized Grauert Contractibility Criterion, the fibers off contribute to the piece
P 0
−1, P−1

0 andP 0
0 as we now explain.

(a) The class mapH4,−1(D) = H4(D) → H2
−1(X) is injective. The image is the Hodg

structureP 0
−1 polarized bySηL

10 which in turn coincides with the negative-definite (
This is Grauert’s Criterion for the contraction of the curvesEj onX1.

(b) The groupH2,1(f−1(c)) = {0} and the injectivity statement 2.1.9 is trivial forc ∈C. The
mapH2,0(f−1(c)) = H2(f−1(c)) → H4

0 (X) lands inLP−1
0 . This map is not the zer

map: its image is isomorphic to the invariantsH2(f−1(c))π1(C,c). The fact thatSηL
0,−1

is a polarization merely reflects the Grauert criterion for the contraction of the c
in f−1(c), c ∈C ∩ f(X1), given by the mapf|X1 :X1 → Y .

(c) The class mapH3,0(D) = H3(D) → H3(X) is injective. The image is a split Hodge su
structure ofP 0

0 . Both Hodge structures are polarized bySηL
00 , i.e. by

∫
X

. In fact, by the
Contractibility Criterion 2.1.12: ifD is to appear in such a morphismf , then its a-priori
mixed Hodge structuresHi(D) must be pure for everyi � 3.

2.5. Example: Families of varieties

Let f :X → C be a surjective map of projective manifolds,dimX = m + 1, dimC = 1.
There is a stratification off given by C = U � S, where S is a finite set. Denote b

g :f−1(U) =: U ′ → U and byβ :U → C ← S :α the resulting maps. IfL is a local system
ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE
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onU , thenICC(L) = (β0
∗L)[1], where we denote byβ0

∗ the sheaf-theoretic direct image (i.e. n
the derived functor). We haver(f) = m and

pHj
(
f∗QX [m + 1]

)
� β0

∗(R
m+jg∗QU ′)[1]⊕Kj , j ∈ [−m,m],

0 otherwise,

where theKj are sheaves supported onS.
The Relative Hard Lefschetz Theorem translates into

ηj :Rm−jg∗QU ′ � Rm+jg∗QU ′ , ηj :K−j � Kj .

The first isomorphism is the classical Hard Lefschetz Theorem for the fibers of the smoothg.
The Decomposition Theorem reads

f∗QX [m + 1]�
⊕

j

((
β0
∗R

m+jg∗QU ′
)
[1][−j]⊕ α∗K

j [−j]
)
.

The Semisimplicity Theorem gives the well-known semisimplicity of the local sys
Rm+jg∗QU ′ . We omit drawing tables as in 2.4. We point out that the stalksKj

p , p ∈ S, are split

Hodge sub-structures ofP 0
−j , polarized up to sign by the formsSηL

j0 . By taking cohomology
sheaves we find isomorphismsRif∗QX � β0

∗β
∗Rig∗QU ′ ⊕α∗K

i−m. It follows that the natura
adjunction mapRif∗QX → β0

∗β
∗Rig∗QU ′ is surjective. By taking stalks atp ∈ S we get that

Hi
(
f−1(p)

)
→ Hi

(
g−1(u)

)Z
, u ∈ U

is surjective, i.e. that the classes inHi(g−1(u)) which are invariant under the local monodrom
aroundp come fromHi(f−1(p)) or, equivalently, fromHi(f−1(Up)), Up a small Euclidean
neighborhood ofp. This statement is known as theLocal Invariant Cycle Theorem.We note
that, compared with the sharp versions of this theorem, due to various authors, see for i
[30,5,15] and [18], this proof works only for projective (as opposed to Kähler) families o
quasi-projective base (as opposed to over the disk).

2.6. The structure of the proof

The set-up is as in 2.1. The proof of the results in 2.1 is by a double induction on the de
semismallness and on the dimension of the target of the mapf :X → Y .

The Purity Theorem 2.2.1 is proved in 7.1. The Hodge–Lefschetz Theorem 2.2.3 is p
in 7.2.

The starting point of the proof by induction is the following

Fact 2.6.1. – Ifdimf(X) = 0, thenL and the perverse filtration are trivial and all the res
of 2.1 are either trivial or hold by classical Hodge theory. See Theorem 3.1.2.

The inductive hypothesis takes the following form

Assumption2.6.2. – LetR � 0 and m > 0. Assume that the results of 2.1 hold for eve
projective mapg :Z ′ → Z of projective varieties withZ ′ nonsingular such that eitherr(g) < R,
or dimf(Z) < m andr(g) � R.

We prove that if Assumption 2.6.2 holds, then the results of 2.1 hold for every mapf :X → Y
as in 2.1 withr(f) � R anddimf(X) � m.
4e SÉRIE– TOME 38 – 2005 –N◦ 5
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4.1.3:
In view of Fact 2.6.1,all the results in 2.1 follow by induction.
What follows is an outline of the structure of the proof of the results of this paper.

Remark2.6.3. – We assume 2.6.2 and prove the results in 2.1 for the mapf . Once a resul
has been established forf we use it in the proof of the results that follow.

• Step 1.We prove the Relative Hard Lefschetz Theorem 2.1.1(a) in Proposition 5.1.3. E
the defect of semismallness is zero and there is nothing to prove, or we consider the un
hyperplane section morphismg (cf. 4.7). In this case, the defect of semismallnessr(g) <
r(f) and the inductive hypothesis 2.6.2 apply. The rest of the proof follows a clas
path: one is reduced to the casei = 1 and concludes by using the inductive semisimplic
statement forg. As is well-known (cf. [10]), the Decomposition Theorem 2.1.1(b) i
formal homological consequence of the Relative Hard Lefschetz Theorem 2.1.1(a
Weak-Lefschetz-type result 4.7.8 implies the Semisimplicity Theorem 2.1.1(c) fori 	= 0.
The critical casei = 0 is proved at the end of the inductive procedure. See Step 6.

• Step 2. We prove the Hard Lefschetz Theorem for Perverse Cohomology Groups
in 5.2. The statement forη follows from the Relative Hard Lefschetz after taki
hypercohomology. Using hyperplane sectionsX1 on X (cf. 4.7.6) andY1 on Y (cf. 4.7.7),
the statement forL is reduced to checking thatL :Hn−1

0 (X) � Hn+1
0 (X). At this stage

we do not know yet thatHn−1
0 (X) has a Hodge structure, so that care is needed w

using Hodge-theoretic statements. We use the mapX1 = f−1(Y1) → Y1 and the inductive
Generalized Hodge–Riemann Bilinear Relations 2.1.8 to conclude.

• Step 3. The Hodge Structure Theorem 2.1.5 is proved in 5.2. The Hard Lefs
Theorem for Perverse Cohomology Groups implies that the filtrationW tot (cf. 4.6) on⊕

j Hj(X) coincides with the weight filtrationWL for the nilpotent operatorL. Since
the latter is clearly Hodge-Theoretic, so is the former, whence Theorem 2.1.5. The(η,L)-
Decomposition 2.1.7 is then a formal algebraic consequence of what has alread
proved.

• Step 4.The Generalized Hodge–Riemann Bilinear Relations 2.1.8 are proved in the
P j

i 	= P 0
0 in 5.3 using the inductive hypothesis. The crucial caseP 0

0 is proved in 5.4. Le
ε > 0 and Lε := L + εη :Hn(X) → Hn+2(X), Λε := KerLε ⊆ Hn(X). We consider
the pure Hodge structureΛ = limε→0 Λε ⊆ KerL ⊆ Hn(X). Since, by classical Hodg
Theory (cf. 3.1.2), everyΛε is polarized (up to sign) by the intersection form, the spaceΛ is
semipolarized by the same form, i.e. the relevant bilinear form has a nontrivial radica
it is positive semidefinite. At this point something quite remarkable happens:Λ ⊆Hn

�0(X),
i.e. Λ = Λ�0 and the radical of the semipolarization isΛ�−1 = Λ ∩ Hn

�−1(X). It follows

thatΛ0 := Λ�0/Λ�−1 ⊆ Hn
0 (X) is polarized bySηL

00 . Finally, sinceP 0
0 ⊆ Λ0 is a Hodge

sub-structure, it is automatically polarized (cf. 3.1.1).
• Step 5. The Generalized Grauert Contractibility Criterion 2.1.9 is proved in 6.3

the context of proving the semisimplicity ofpH0(f∗QX [n]), i.e. the remaining case o
Theorem 2.1.1(c). By slicing the strata, we reduce the proof to the key case wh
perversity index is zero and the stratum is zero-dimensional. To deal with this case w
Deligne’s Theory of Mixed Hodge structures to infer the injectivity part of the statem
The relevant graded piece of the homology of the fiber is then a Hodge sub-str
of the corresponding perverse cohomology group ofX , compatibly with the(η,L)-
Decomposition. The nondegeneration statement follows from the Generalized H
Riemann Bilinear Relations and the elementary 3.1.1.

• Step 6.We prove thatpH0(f∗QX [n]) is semisimple in Section 6. We first prove The
rem 6.3.2 which states that the complex in question is a direct sum of intersection
mology complexes of local systems on strata. The proof uses the Splitting Criterion
ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE
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the criterion is met by virtue of the Generalized Grauert Contractibility Criterion. The
fined Intersection Form Theorem 2.1.10 follows from Theorem 6.3.2 and the Splitting
terion 4.1.3. We prove Theorem 6.4.2, i.e. that the local systems above are sem
by exhibiting them as quotients of local systems associated with certain auxiliary s
proper maps.

The Purity Theorem 2.2.1 is proved in 7.1 by a similar induction, using the results of 2
well as Deligne’s theory of Mixed Hodge structures.

3. Notation and preliminary results

We work overC and denote rational singular cohomology groups byH∗(−).

3.1. The topology and Hodge Theory of algebraic varieties

In this section we collect classical results concerning the topology and the Hodge the
projective manifolds. For a comprehensive introduction to Hodge theory and its applicati
Algebraic Geometry, see [32].

Let l ∈ Z, H be a finitely generated abelian group,HQ := H ⊗Z Q, HR = H ⊗Z R, HC =
H ⊗Z C.

A pure Hodge structure of weightl on H , HQ or HR, is a direct sum decompositionHC =⊕
p+q=l H

pq such thatHpq = Hqp. The Hodge filtration is the decreasing filtrationF p(HC) :=⊕
p′�p Hp′q′

. A morphism of Hodge structuresf :H →H ′ is a group homomorphism such th
f ⊗ IdC is compatible with the Hodge filtration, i.e. such that it is a filtered map. Such map
automatically strict. The category of Hodge structures of weightl is abelian.

Let C be the Weil operator, i.e.C :HC � HC is such thatC(x) = ip−qx, for everyx ∈ Hpq .
It is a real operator. Replacingip−q by zpzq we get a real actionρ of C∗ on HR. A polarization
of the real pure Hodge structureHR is a real bilinear formΨ on HR which is invariant unde
the action given byρ restricted toS1 ⊆ C and such that the bilinear form̃Ψ(x, y) := Ψ(x,Cy)
is symmetric and positive definite. IfΨ is a polarization, thenΨ is symmetric ifl is even, and
antisymmetric ifl is odd. In any case,Ψ is nondegenerate. In addition, for every0 	= x ∈ Hpq ,
(−1)lip−qΨ(x,x) > 0, whereΨ also denotes theC-bilinear extension ofΨ to HC. The following
remark is used several times in this paper.

Remark3.1.1. – IfH ′ ⊆ H is a Hodge sub-structure, thenHR is fixed byC. It follows that
Ψ|H′

R

is a polarization, hence it is nondegenerate.

Let X be a nonsingular projective variety of dimensionn, η be an ample line bundle onX .
For everyr � 0 definePn−r = Kerηr+1 ⊆ Hn−r(X,Q). Classical Hodge Theory states th
for every l, H l(X,Z) is a pure Hodge structure of weightl, Pn−r is a rational pure Hodg
structure of weightn− r polarized by a modification of the Poincaré pairing onX .

THEOREM 3.1.2. –
(a) (The Hard Lefschetz Theorem). For everyr � 0 one has

ηr :Hn−r(X,Q)� Hn+r(X,Q).

(b) (The Primitive Lefschetz Decomposition). For every r � 0 there is the direct sum
decomposition

Hn−r(X,Q) =
⊕
j�0

ηjPn−r−2j
4e SÉRIE– TOME 38 – 2005 –N◦ 5
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where each summand is a pure Hodge sub-structure of weightn − r and all summand
are mutually orthogonal with respect to the bilinear form

∫
X

ηr ∧−∧−.
(c) (The Hodge–Riemann Bilinear Relations). For every 0 � l � n, the bilinear form

(−1)
l(l+1)

2
∫

X
ηn−l ∧−∧− is a polarization of the pure weight-l Hodge structureP l ⊆

H l(X,R). In particular,

(−1)l(l−1)/2ip−q

∫
X

ηn−l ∧ α∧ α > 0, ∀0 	= α ∈ P l ∩Hpq(X,C).

A local systemL on an algebraic varietyY is said to besemisimpleif every local subsystem
L′ of L admits a complement, i.e. a local subsystemL′′ of L such thatL�L′ ⊕L′′.

Remark3.1.3. – If Y is normal andY ′ ⊆ Y is a Zariski-dense open subset, thenL is
semisimple if and onlyL|Y ′ is semisimple. In fact, the natural mapπ1(Y ′, y′) → π1(Y, y′) is
surjective for anyy′ ∈ Y ′.

THEOREM 3.1.4 (Decomposition Theorem for proper smooth maps). –Let f :Xn → Y m be
a smooth proper map of smooth algebraic varieties of the indicated dimensions andη be an
ample line bundle onX . Then

ηi :Rn−m−if∗QX �Rn−m+if∗QX , ∀i � 0, Rf∗QX �
⊕
i�0

Rif∗QX [−i]

and the local systemsRjf∗QX are semisimple onY .

Proof. –See [9] and [11, Théorème 4.2.6].�
THEOREM 3.1.5 (Mixed Hodge structure on cohomology). –Let X be an algebraic variety

For eachj there is an increasing weight filtration

{0} = W−1 ⊆ W0 ⊆ · · · ⊆W2j = Hj(X,Q)

and a decreasing Hodge filtration

Hj(X,C) = F 0 ⊇ F 1 ⊇ · · · ⊇ Fm ⊇ Fm+1 = {0}

such that the filtration induced byF • on the complexified graded pieces of the weight filtra
endows every graded pieceWl/Wl−1 with a pure Hodge structure of weightl.

This structure is functorial for maps of algebraic varieties and the induced maps st
preserve both filtrations.

We shall need the following two properties of this structure. See [12, 8.2] for more.

THEOREM 3.1.6. – Let Z ⊆ U ⊆ X be embeddings whereU is a Zariski-dense ope
subvariety of the nonsingular varietyX andZ is a closed subscheme ofX . Then

Im
(
Hj(X) →Hj(Z)

)
= Im

(
Hj(U) → Hj(Z)

)
, ∀j � 0.

Let g :T → Z be a proper algebraic map of proper schemes,T nonsingular. Then

Ker
(
g∗ :Hj(Z) →Hj(T )

)
= Wj−1

(
Hj(Z)

)
, ∀j � 0.
ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE
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3.2. Whitney stratifications of algebraic maps

The recent book [14] provides an accessible introduction to many of the topics treated
and in the following sections. It is known that every algebraic varietyY of dimensiond admits a
Whitney stratificationY where the strata are locally closed algebraic subsets with afinitenumber
of irreducible nonsingular components. See [2, I.1, I.4], [17, I] and the references con
therein. In particular,Y admits a filtrationY = Yd ⊇ Yd−1 ⊇ Yd−2 ⊇ · · · ⊇ Y1 ⊇ Y0 ⊇ Y−1 = ∅
by closed algebraic subsets subject to the following properties.

(1) Sl := Yl \ Yl−1 is either empty or a locally closed algebraic subset of pure dimensil;
the connected components ofSl are a finite number of nonsingular algebraic varieties.
have Zariski-dense open setsUl := Y \ Yl−1 =

∐
l′�l Sl′ , such thatUl = Ul+1 � Sl. Note

thatUd is a nonsingular Zariski-dense open subset ofY and thatU0 = Y .
(2) (Local normal triviality) Lety ∈ Sl, N be a normal slice throughSl at y, L be the link

of S aty, N := N \L be the (open) normal slice. The spacesN , L andN inherit Whitney
stratifications.N (N , respectively) is homeomorphic in a stratum-preserving mann
the conec(L) (c(L) \L, respectively) over the linkL with vertex identified toy. The cone
is stratified using the cone structure and the given stratification of the link. The poy
admits an open euclidean neighborhoodW in Z which is homeomorphic in a stratum
preserving manner toCl ×N .

DEFINITION 3.2.1 (Stratification ofY ). – In this paper, the termstratification ofY indicates
a finite, algebraic Whitney stratification ofY . The resulting open and closed embeddings

denoted bySl
αl−→ Ul

βl←− Ul+1.

Remark3.2.2. – LetY ⊆ PN be a quasi-projective variety,Y a stratification ofY . Bertini
Theorem implies that, for everyl > 0 for which Sl is not empty, the normal sliceN through a
point y ∈ Sl can be chosen to be the trace, in a suitable euclidean neighborhood ofy in Y , of a
complete intersection ofl hyperplanes ofPN passing throughy, transversal to all strata ofY.

The Thom Isotopy Lemmas, adapted to the algebraic setting, yield the following resu
[17, I.7].

THEOREM 3.2.3. – Let f :X → Y be an algebraic map of algebraic varieties. There e
finite algebraic Whitney stratificationsX of X and Y of Y such that, given any connecte
componentS of aY stratumSl onY :

(1) f−1(S) is an union of connected components of strata ofX each of which is mappin
submersively toS; in particular, every fiberf−1(y) is stratified by its intersection wit
the strata ofX.

(2) ∀y ∈ S there exists an euclidean open neighborhoodU of y in S and a stratum-preservin
homeomorphismh :U × f−1(y) � f−1(U) such thatf ◦ h is the projection toU .

DEFINITION 3.2.4 (Stratification forf ). – A pair of stratificationsX and Y as in Theo-
rem 3.2.3 is called astratification forf .

If f is an open immersion, then a stratificationY induces one onX . If f is a closed immersion
one can choose a finite Whitney stratificationX so that every stratum of it is the intersection ofX
with strata ofY of the same dimension. In either case, one obtains a stratification forf .

3.3. The categoryD(Y )

Let Y be an algebraic variety andDb(Y ) be the bounded derived category of sheave
rational vector spaces onY . We refer to [2, §V] and to [19] for an account of the formalism
derived categories and Poincaré–Verdier Duality.
4e SÉRIE– TOME 38 – 2005 –N◦ 5
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DEFINITION 3.3.1 (Cohomologically-constructible). – Let Y be stratification ofY . We say
thatK ∈ Ob(Db(Y )) is Y-cohomologically-constructible(in short,Y-cc) if ∀j ∈ Z and∀l, the
sheavesHj(K)|Sl

are locally constant and the stalks are finite dimensional.

Let D(Y ) be the full sub-category ofDb(Y ) consisting of those complexesK which areY-cc
with respect tosomestratificationY of Y .

The categoryD(Y ) is triangulated and it is preserved by the truncation, Verdier Duality
Rhom functors. The dualizing complex ofY is denoted byωY ∈ Ob(D(Y )) and the Verdier
dual of a complexK byD(K) = Rhom(K,ωY ). In fact,Y-cc complexes are stable under the
constructions. Bytrianglewe mean a distinguished triangle.

The four functors(Rf!, f
!, f∗,Rf∗), are denoted here simply by(f!, f

!, f∗, f∗).
One has the following properties; see [2, V.10.13 and 16]: ifF is Y-cc andG is X-cc, then

f∗F , f !F areX-cc andf∗G andf!G areY-cc. In particular,f!f
!F , f∗f

∗F areY-cc andf !f!G,
f∗f∗G areX-cc.

The following facts are used in the sequel, often without explicit mention.
The pairs (f!, f

!) and (f∗, f∗) are pairs of adjoint functors so that there are nat
transformationsId→ f∗f

∗, f∗f∗ → Id, f!f
! → Id andId → f !f!.

Let α :Z → Y be the embedding of a closed algebraic subset,β :U → Y be the embeddin
of the open complement andK ∈Ob(D(Y )). There are natural isomorphism:α! � α∗, β! � β∗

and dual triangles:

α!α
!K → K → β∗β

∗K
[1]−→, β!β

!K → K → α∗α
∗K

[1]−→,

whose associated long exact sequences in hypercohomology are the ones of the pairsHl(Y,U,K)
andHl(Y,Z,K), respectively.

There are canonical isomorphismsf !ωY � ωX , DD � IdD(Y ), Df∗ � f!D andDf∗ � f !D.
Let f be proper and consider a Cartesian diagram

X ′ u′

f ′

X

f

Y ′ u
Y

Sincef! � f∗, the Change of Coefficients Formulareads:

K
L

⊗ f∗K
′ � f∗(f∗K

L

⊗K ′), ∀K ∈Ob
(
D(Y )

)
, ∀K ′ ∈Ob

(
D(X)

)
and theBase Change Theorem for Proper Mapsreads:

u∗f∗ � f ′
∗u

′∗, u!f∗ � f ′
∗u

′!.

3.4. The intersection form on the fibers of the mapf :X → Y

In this section we introduce the intersection form on the fibers of an algebraic mapf :X → Y .
We could not find a reference serving the needs of the present paper. Lemma 4.3
Theorem 2.1.10 describe important properties of the intersection form.

Let Z be an algebraic set,c :Z → pt be the constant map. We haveωZ � c!Qpt. Define the
Borel–Moore homology groups with rational coefficients ofZ as

HBM
l (Z) := H−l(Z,ωZ).
ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE
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We have thatHBM
l (Z) � H l

c(Z)∨. If Z is compact, thenHBM
l (Z) � Hl(Z). Let i :Z → W

be a map of algebraic sets. Ifi is proper, then the natural adjunction map, the identifica
i∗ � i! and the isomorphism,ωZ � i!ωW , give the mapi∗ωZ → ωW . The resulting maps in
hypercohomologyi∗ :HBM

l (Z) → HBM
l (W ) are the usual proper-push-forward maps. Ifi is an

open immersion, then using the natural adjunction map and the identificationi∗ � i!, we get a
mapωW → i∗ωZ whose counterparts in hypercohomology are the restriction to an open se
HBM

l (W )→ HBM
l (Z).

Let y ∈ Y and i :f−1(y) → X . Using the isomorphismωX [−n] � QX [n], we get a natura
sequence of maps

i!ωf−1(y)[−n]→ ωX [−n] � QX [n]→ i∗Qf−1(y)[n]

where the first and third map are each other’s dual. Taking degreel hypercohomology we ge
maps

HBM
n−l

(
f−1(y)

)
→ HBM

n−l(X) �Hn+l(X)→ Hn+l
(
f−1(y)

)
.

The resulting pairing

HBM
n−l

(
f−1(y)

)
×Hn+l

(
f−1(y)

)
→ Q(10)

is called therefined intersection form onf−1(y) ⊆ X . Note that we may replaceX by any
euclidean open neighborhood off−1(y). Geometrically, this form corresponds to intersect
locally finite cycles supported onf−1(y) with finite cycles of complementary dimension inX
supported onf−1(y).

Remark3.4.1. – If y lies on a positive dimensional stratumSl, l > 0, then the refined
intersection form is trivial: in fact, by the local triviality of the stratification, a cycle suppo
on f−1(y) can be moved to a homologous one supported on a nearby fiberf−1(y′), y′ 	= y,
y′ ∈ Sl. See also 2.1.11.

We now assume thatf is proper. We have the canonical identificationHBM
l (f−1(y)) �

Hl(f−1(y)) and the usual base-change identifications:

f−1(y) i

Φ

X

f

y α
Y

α∗f∗ �Φ∗i
∗, α!f∗ � Φ∗i

!

giving rise to a self-dual diagram of adjunction maps:

α!α
!f∗ωX [−n]→ f∗ωX [−n]� f∗QX [n]→ α∗α

∗f∗QX [n]

which, after taking hypercohomology, give the refined intersection form (10) onf−1(y).

Remark3.4.2. – We shall consider the mapα!α
!f∗QX [n] → f∗QX [n] in connection

with the Splitting Criterion 4.1.3. On the other hand, the map that arises geometrica
α!α

!f∗ωX [−n] → f∗ωX [−n]. Using thatα!α
! → Id is a natural transformation of additiv
4e SÉRIE– TOME 38 – 2005 –N◦ 5
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functors and the isomorphismωX [−n]� QX [n], one has a commutative diagram:

α!α
!f∗ωX [−n]

�

f∗ωX [−n]

�

α!α
!f∗QX [n] f∗QX [n]

The two horizontal maps are thus equivalent and one can check the hypotheses of the S
Criterion 4.1.3 on the top one.

3.5. The local structure of aY-cc complex along a stratum

The references are [17, 1.4], [2, V.3. and Lemma V.10.14]. LetY be a projective variety,Y
be a stratification,y ∈ S ⊆ Sl be a point in a connected componentS of a stratumSl, N be a
normal slice throughS aty. LetW be a standard open neighborhood ofy in Y , homeomorphic in
a stratum-preserving manner toCl ×N . Let π :W →N be the corresponding map,Ṅ := N \ y,
Ẇ := W \ (S ∩ W ). We have a commutative diagram of Cartesian squares, wherea, α, iy ,
andiN are closed immersions,b andβ are open immersions,c, π andπ̇ are trivial topological
Cl-bundles,c ◦ αy = Idy andπ ◦ iN = IdN :

S ∩W
α

c

W

π

Ẇ

π̇

β

y

αy

a

iY

N

iN

Ṅb

The following rules apply:α∗ � α!, α∗α∗ � Id � α!α∗, π∗ � π![−2l], c∗ � c![−2l],
β∗π̇

∗ � π∗b∗. If K has locally constant cohomology sheaves onS, thenα!
yK � α∗

yK[−2l].
Let K beY-cc. OnW , we have that:K � π∗π∗K � π∗K|N . That is,K has, locally at a poin

of any stratum, a product structure along the stratum. See [2, Lemma V.10.14].
The sheavesHi(α∗K) and Hi(α!K) on S ∩ W are constant with representative sta

Hi(α∗K)y � Hi(N,K|N )�Hi(a∗K|N ), andHi(α!K)y � Hi(N,Ṅ ;K|N )�Hi(a!K|N ).

Remark3.5.1. – Sinceπ∗ is fully faithful, if K is self-dual, thenK|N [−l] is self-dual. IfK
is perverse (cf. 3.6) onY , then, using the characterization of perverse sheaves in Remark
and Lemma 3.5.4, one shows thatK|N [−l] is perverse onN .

Remark3.5.2. – Letα :Y ′ → Y be a closed immersion of algebraic varieties. We have
α! � α∗ are fully faithful so that for everyK ∈ Ob(D(Y )), the composition of the adjunctio
mapsα!α

!K → K → α∗α
∗K yields a natural map:α!K → α∗K.

LEMMA 3.5.3. – Let Y be an algebraic variety,Y be a stratification ofY , K be Y-cc,
α :S → Y be the embedding of a connected component of a stratumSl, y ∈ S.

The natural mapα!K → α∗K coincides, when restricted to a standard neighborhoodW of y
in Y , with c∗ of the analogous mapa!K|N → a∗K|N .

The same is true for the induced mapsHj(α!K) → Hj(α∗K), Hj(α!K)y → Hj(α∗K)y

induced on the cohomology sheaves and on their stalks aty.
Finally: Hj(α!K)y �H−j−2l(i∗yD(K))∨ �H−j(a∗D(K|N ))∨.
ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE
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Proof. –The question being local aroundy ∈ Y , we may work onW . We may assume tha
K = π∗K|N and thatS is closed, so that, sinceα! � α∗ are fully faithful, it is enough to stud
the mapα!K → α∗K.

We haveα!π∗K|N � α!π!K|N [−2s] � c!a!K|N [−2s] � c∗(a!K|N ), i.e. (α!α
!K)|S is a pull-

back from p and so are its cohomology sheaves. The statement concerningα!K → α∗K,
the induced maps on the cohomology sheaves and associated stalks aty follow. The duality
statements stem from Poincaré–Verdier Duality ony and the isomorphismα∗

yα!K � i!yK[2l],
which holds in view of the fact thatα!K has locally constant cohomology sheaves onS. �

A global counterpart of a normal slice is the notion of stratified normally nonsing
inclusion; see [17, Theorem I.1.11]. The embeddingZ → Y of a subvariety is said to be
normally nonsingular inclusionif there exists a neighborhoodW of Z in Y and a retraction
π :W → Z which is locally homeomorphic to a projection: every pointz ∈ Z has a neighborhoo
U ⊆ Z and a homeomorphismπ−1(U) � U ×Cl compatible with the maps toU . In addition, the
homeomorphismπ−1(U) � U × Cl can be chosen so that it is stratum-preserving with res
to the induced stratification onπ−1(U) and to the stratification onU × Cl given by the produc
of the trivial stratification onCl with that induced onU by the transversality assumption.

A normally nonsingular inclusion can produced by intersecting a projective varietyY with a
subvariety of the ambient projective space, e.g. a hypersurface, which intersects trans
every stratum of a given stratificationY of Y (cf. 3.2.2). The universal hyperplane sect
construction in 4.7 is an example. A normally nonsingular inclusion carries a cohomology

The following fact is well-known and will be used often in this paper.

LEMMA 3.5.4. – Let i :Z → Y be a normally nonsingular inclusion of complex codim
sion d of complex varieties, transversal to every stratum of a stratificationY of Y , andK be
Y-cc. Letπ :W → Z be a retraction of a tubular neighborhood ofZ in Y ontoZ. Then we have
(a)K|W � π∗π∗(K|W ) � π∗K|Z and (b) i!K � i∗K[−2d].

Proof. –We denoteK|W simply byK.
(a) By virtue of the local triviality assumption, the natural adjunction mapπ∗π∗(K) → K is

an isomorphism by [2, Lemma V.10.14]. The second isomorphism follows from the first on
the identificationi∗π∗ � Id∗

Z :π∗π∗K � π∗(i∗π∗)π∗K � π∗i∗K = π∗K|Z .
(b) We use the natural identificationsD2 � Id, i! � DZi∗DW and the fact thatπ! � π∗[2d],

for π is a locally trivialCd-bundle. Denote the dualizing complexes ofW andZ by ωW andωZ .
One hasωW � π!ωZ . We have i!K � DZi∗Rhom(K,ωW ) � DZRhom(i∗K, i∗π!ωZ) �
(DZRhom(i∗K, i∗π∗ωZ))[−2d] � (DZRhom(i∗K,ωZ))[−2d]�D2(i∗K)[−2d]. �
3.6. Perverse sheaves

Let Y be an algebraic variety. We consider thet-structure onD(Y ) associated with the middl
perversity see [1], [21, §10]. The associated heart is denoted byPerv(Y ) and it is a fullabelian
sub-category ofD(Y ). Its objects are calledperverse sheaves, despite the fact that they a
complexes. In short, we have the following structure.

• Two full sub-categoriesD�0(Y ) andD�0(Y ) of D(Y ):

Ob
(
D�0(Y )

)
=

{
K ∈D(Y ) | dimsuppHj(K) � −j, ∀j

}
,

Ob
(
D�0(Y )

)
=

{
K ∈D(Y ) | dimsuppHj

(
D(K)

)
� −j, ∀j

}
.

SetD�m(Y ) := D�0(Y )[−m], D�m(Y ) := D�0(Y )[−m].
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Remark3.6.1. – These conditions can be re-formulated using a stratificationY as follows.
Let K beY-cc andαl :Sl → Y be the corresponding embedding. We have:

K ∈ Ob(D�0(Y )) if and only if Hj(α∗
l K) = 0, ∀l andj s.t. j > −l. This is known as the

condition of support.
F ∈ Ob(D�0(Y )) if and only if Hj(α!

lF ) = 0, ∀l and j s.t. j < −l. This is known as the
condition of co-support.

• If P ∈ Perv(Y ), thenHi(P ) = 0 for i /∈ [−dimY,0]. More precisely, ifP is Y-cc and
0 � s � d, thenHi(P|Us

) = 0 for i /∈ [−dimY,−s].
If P ∈ Perv(Y ) is Y-cc and is supported on a closeds-dimensional stratumSs, then
P �H−s(P )[s].

• If F ∈Ob(D�m(Y )) andG ∈Ob(D�m+t(Y )) for t > 0, then

HomD(Y )(F,G) = 0.(11)

• There are theperverse truncationsfunctors, defined up to unique isomorphis
pτ�m :D(Y ) → D�m(Y ), andpτ�m :D(Y )→ D�m(Y ), adjoint to the inclusion functors
that is

HomD(Y )(F,G) = HomD�m(Y )(F, pτ�mG) if F ∈Ob
(
D�m(Y )

)
and

HomD(Y )(G,F ) = HomD�m(Y )(
pτ�mG,F ) if F ∈Ob

(
D�m(Y )

)
.

There are adjunction mapspτ�mK → K andK → pτ�mK. By the boundedness hypothe
onD(Y ), pτ�mK � 0 if m� 0 andpτ�mK � 0 if m � 0.

• If K is Y-cc, then so arepτ�mK andpτ�mK.
• There are canonical isomorphisms of functors

pτ�m ◦ [l]� [l] ◦ pτ�m+l,
pτ�m ◦ [l]� [l] ◦ pτ�m+l.

• For everyK andm there is a functorial triangle

pτ�mK → K → pτ�m+1K
[1]−→ .

• The heartPerv(Y ) := D�0(Y ) ∩ D�0(Y ) of the t-structure is an abelian category whi
objects are calledperverse sheaves.An objectK of D(Y ) is perverse if and only if the tw
natural maps coming from adjunctionpτ�0K → K andK → pτ�0K are isomorphisms.

• The functor

pH0(−) :D(Y ) → Perv(Y ), pH0(K) := pτ�0
pτ�0K � pτ�0

pτ�0K,

is cohomological. Define
pHi(K) := pH0

(
K[i]

)
.

These functors are calledthe perverse cohomology functors.

Any triangleK ′ →K → K ′′ [1]−→ in D(Y ) gives a long exact sequence inPerv(Y ):

· · · → pHi(K ′) → pHi(K) → pHi(K ′′) → pHi+1(K ′)→ · · · .
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If K is Y-cc, then so arepHi(K), ∀i ∈ Z.
By boundedness and the Five Lemma, a mapφ :K → K ′ is an isomorphism iff
pHi(φ) : pHi(K) → pHi(K ′) is an isomorphism for everyi.

• Poincaré–Verdier Duality exchangesD�0(Y ) with D�0(Y ) and fixesPerv(Y ). There are
canonical isomorphisms of functors

pτ�0 ◦ D �D ◦ pτ�0,
pτ�0 ◦ D �D ◦ pτ�0, D ◦ pHj � pH−j ◦ D.

3.7. t-exactness

A functor T :D1 → D2 of triangulated categories witht-structures is said to beleft (right,
respectively) t-exactif T (D�0

1 ) ⊆ D�0
2 (T (D�0

1 ) ⊆ D�0
2 , respectively) and it is said to bet-

exactif it is left and rightt-exact. IfT is t-exact, then it preserves the hearts of the two catego
In particular, if T is t-exact, then there is a natural isomorphismpHl(T (K)) � T (pHl(K)),
K ∈Ob(D1). See [1, especially §4], and [21, §10].

Let f :X → Y be an algebraic map of algebraic varieties. We consider the triangu
categoriesD(X) andD(Y ) with their middle-perversityt-structure. Verdier Duality is an auto
equivalence of categories. It exchangesf ! with f∗, f! with f∗ and D�0(−) with D�0(−).
Consequently, statements about the left (right, respectively)t-exactness of the four functo
(f!, f

!, f∗, f∗) are equivalent to the analogous statements of right (left, respectively)t-exactness
of the four functors(f∗, f∗, f !, f!). Similarly, f∗[j] is left t-exact if and only iff ![−j] is right
t-exact, etc.

If f is affine, thenf∗ is right t-exact andf! is left t-exact (cf. [1, 4.1.1]). This is a convenie
re-formulation of the theorem on the cohomological dimension of affine spaces and it im
the Weak Lefschetz Theorem (cf. 4.7).

If f is quasi-finite and affine, thenf∗ andf! aret-exact. Iff is smooth of relative dimensiond,
thenf∗[d]� f ![−d] and they aret-exact. If, in addition,f is surjective and with connected fibe
then the induced functorf∗[d] :Perv(Y ) → Perv(X) is fully faithful.

3.8. Intersection cohomology complexes, semisimple objects and intermediate extension

Recall thatP ∈ Ob(Perv(Y )) is said to besimple if it has no nontrivial sub-objects an
hence no nontrivial quotients.P is said to besemisimpleif it is isomorphic to a direct sum o
simple objects. The categoryPerv(Y ) is abelian,artinian, i.e. everyP ∈ Perv(Y ) admits a
finite filtration by sub-objects whose successive quotients are simple, andnoetherian, i.e. any
increasing filtration ofP by sub-objects stabilizes.

Let β :U → Y be a Zariski-dense open subset ofY . Given P ∈ Ob(Perv(U)), there is an
objectβ!∗P ∈ Perv(Y ) with the property that it extendsP and it has no nontrivial sub-obje
and quotient supported on a closed subvariety ofY \ U . It is unique up to isomorphism and
calledthe intermediate extension ofP . See [1, 1.4.25, 2.1.9, 2.1.11].

Given any stratificationY of Y for whichY \U is a union of connected components of stra
β!∗P is, up to isomorphism, the unique extensionP̃ of P in D(Y ) such that, given any connecte

component,S
i−→ Y \U , of a stratum contained inY \U , we haveHj(i∗P̃ ) = 0, ∀j � −dimS

andHj(i!P̃ ) = 0, ∀j � −dimS.

Remark3.8.1. – The intermediate extensionβ!∗P can be described explicitly in terms
stratifications and successive push-forwards and truncations: letY be a stratification ofY
inducing stratifications onU andY \ U with respect to whichP is YU -cc. The construction
is by induction on the strata: ifU = Ul+1, thenβl!∗P � τ�−l−1βl∗P .
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Let L be a local system on an open setU contained in the regular part ofY . Theintersection
cohomology complex associated withL is IC Y (L) := β!∗(L[dimY ]) ∈Ob(Perv(Y )).

The case ofL = QU is of particular interest and gives rise to the intersection cohomo
complexIC Y of Y . The groupsHj(Y, IC Y ) � IH dimY +j(Y,Q) are the rationalintersection
cohomology groupsof Y (cf. [16]).

If Y is smooth, or at least a rational homology manifold, thenIC Y � QY [dimY ].
The complexIC Y (L) is characterized, up to isomorphism, by the following conditions:
• Hj(IC Y (L)) = 0; for all j < −dimY ;
• H−dimY (IC Y (L)|U ) �L;
• dimsuppHj(IC Y (L)) < −j, if j > −dimY ;
• dimsupp(Hj(D(IC Y (L)))) <−j, if j >−dimY .

The last two conditions can be re-formulated using stratifications as follows. LetY be a
stratification with respect to whichIC Y (L) is Y-cc,αl :Sl → Y be the embedding. We have:

Hj(α∗
l IC Y (L)) = 0, ∀l and j > dimY s.t.j � −l;

Hj(α!
lIC Y (L)) = 0, ∀l and j > −dimY s.t.j � −l.

One hasD(IC Y (L)) � IC Y (L∨). Given a closed subvarietyi :Y ′ → Y and a complex of type
IC Y ′(L′) ∈ Perv(Y ′), we denotei∗IC Y ′(L′) simply by IC Y ′(L′). It is an object ofPerv(Y )
satisfying the conditions above, withY ′ replacingY .

An objectP ∈ Perv(Y ) is simple if and only ifP � IC Y ′(L′), for some closed subvarie
Y ′ ⊆ Y and some simple local systemL′ defined on an open subvariety of the regular part ofY ′.
A semisimpleP is a finite direct sum of such objects.

Remark3.8.2. – If Y ′ and Y ′′ are distinct, then the properties of intermediate extens
imply thatHomD(Y )(IC Y ′(L′), IC Y ′′(L′′)) = 0.

4. Preparatory results

In this section we collect a series of results needed in the sequel for which we could n
an adequate reference.

4.1. A splitting criterion in Perv(Y )

One of the key results of this paper is the geometric proof of the Semisimplicity The
for the perverse sheafpH0(f∗QX [n]). Every perverse sheaf can be written as a finite exten
of intersection cohomology complexes. We prove, using induction on a stratification, th
the extensions are trivial. The set-up is as follows. LetY be an algebraic variety ands ∈ N

be such that there is a stratificationY with Y = U � S, U = �l>sYl andS = Ss. Denote by

S
α−→ Y

β←− U the corresponding closed and open embeddings. LetP ∈ Ob(Perv(Y )) be
Y-cc.

Consider the truncation triangle

τ�−s−1P → τ�−sP
τ−→ τ�−sPl

[1]−→ .

The conditions of support in 3.6 imply thatτ�−s−1β
∗P � β∗P, P � τ�−sP and thatτ�−sP �

H−s(P )[s] is a (shifted) local system supported onS. Using the long exact sequences associa
with the truncation triangle and with the triangles obtained from it by applyingα∗ andα!, one
ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE
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checks that the complexτ�−s−1P is perverse. We get a short exact sequence inPerv(Y ):

0 → τ�−s−1P → P
τ−→H−s(P )[s] → 0.(12)

The deviation ofτ�−s−1P from being the intermediate extensionτ�−s−1β∗β
∗P � β!∗β

∗P is
measured by the mapτ�−s−1P → τ�−s−1β∗β

∗P which arises from truncating the adjuncti
mapP → β∗β

∗P .
SinceP � τ�−sP , the adjunction map admits a canonical lifting

l :P → τ�−sβ∗β
∗P.

We are looking for a condition implying thatP is a direct sum of intersection cohomolo
complexes, or equivalently, thatP � β!∗β

∗P ⊕H−s(P )[s] holds for every stratumSs. In this
context the following assumption is natural (cf. Remark 4.1.2).

Assumption4.1.1. – dimQ (H−s(α!α
!P ))y = dimQ (H−s(α∗α

∗P ))y, y ∈ S.

Remark4.1.2. – Assumption 4.1.1 is automatically satisfied if, for example,P is a direct sum
of intersection cohomology complexes (this is what we are aiming to prove forpH0(f∗QX [n]))
or if P is self-dual (in our case, this is automatic by Verdier duality). In the former case, b
P must be isomorphic toβ!∗β

∗P ⊕H−s(P )[s] and 4.1.1 follows from the natural isomorphism
α∗α∗ � Id� α!α∗. In the latter case, we apply the duality statement of Lemma 3.5.3.

The triangleα!α
!P → P → β∗β

∗P → gives

H−s−1(P ) a−→H−s−1(β∗β
∗P ) →H−s(α!α

!P ) ι−→H−s(P ) b−→H−s(β∗β
∗P ).(13)

LEMMA 4.1.3 (Splitting Criterion). –Assume4.1.1. The following are equivalent:
(1) P � β!∗β

∗P ⊕H−s(P )[s].
(2) ι :H−s(α!α

!P ) →H−s(P ) is an isomorphism.
(3) The mapl :P → τ�−sβ∗β

∗P has a liftingl̃ :P → β!∗β
∗P .

If (3) holds, then the lifting̃l is unique and gives the natural isomorphism(cf. (12))

(l̃, τ) :P � β!∗P ⊕H−s(P )[s].

Proof. –By the characterization of intermediate extensions (cf. 3.8) and the fact
α!α∗ � Id, (1) implies (2).

Apply the functorHomD(Y )(P,−) to the triangle

τ�−s−1β∗β
∗P → τ�−sβ∗β

∗P →H−s(β∗β
∗P )[s]

[1]−→ .

By (11), Hom−1
D(Y )(P,H−s(β∗β

∗P )[s]) = {0}. The associated long exact sequence sh

that if l̃ exists, then it is unique. Furthermore,l̃ exists if and only if the image ofl in
HomD(Y )(P,H−s(β∗β

∗P )[s]) is zero. This is equivalent tob = 0 (cf. (13)) and hence toι being
surjective hence an isomorphism (cf. 4.1.1). This shows that (2) and (3) are equivalent.

Assume that̃l exists. We have an exact sequence in the abelian categoryPerv(Y ):

0 → K → P
l̃−→ β!∗β

∗P → C → 0.(14)
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Since l̃ is an isomorphism overU , the complexesC and K are supported onS. Since
intermediate extensions do not admit quotients supported onS, the complexC = 0. By the
conditions of support 3.6,K � H−s(K)[s] � H−s(P )[s] is a shifted local system onS. The
sequence (14) reduces to the triangle

K → P
l̃−→ β!∗β

∗P
[1]−→(15)

whose long exact sequence contains

0 →H−s−1(P ) ã−→H−s−1(β∗β
∗P ) c−→H−s(K)→H−s(P ) → 0.

Sinceι is injective and̃l is a lifting of l, we have thata = ã is surjective, so thatc = 0.
SinceHomD(Y )(τ�−s−1β∗β

∗P,K[1])�HomSh(Y )(H−s−1(β∗β
∗P ),H−s(P )), we see tha

c = 0 implies that the triangle (15) splits, i.e. that there is some isomorphismP � β!∗β
∗P ⊕

H−s(P )[s]. It follows that l̃ ⊕ τ is an isomorphism on cohomology sheaves, hence
isomorphism. The fact that (3) implies (1) is now trivial.�

Remark4.1.4. – Condition (2) of Lemma 4.1.3 is a local condition. The reader may com
this condition with the splitting criterion along a principal divisor used by M. Saito in [
Lemme 5.1.4.

4.2. The perverse filtration

The perverse truncation functors define increasing filtrations in hypercohomology.

DEFINITION 4.2.1. – LetK ∈ Ob(D(Y )) andj ∈ Z. Theperverse filtrationon Hj(Y,K) is
defined by setting:

H
j
�i(Y,K) := Im

{
Hj(Y, pτ�iK)→ Hj(Y,K)

}
.(16)

The graded pieces are

H
j
i (Y,K) := H

j
�i(Y,K)/H

j
�i−1(Y,K).(17)

We have canonical maps,a injective,b surjective:

Hj
(
Y, pHi(K)

) a←− Coker
{
Hj(Y, pτ�i−1K) → Hj(Y, pτ�iK)

} b−→ H
j
i (Y,K).(18)

Given a mapφ :K → K ′ in D(Y ), the mapHj(φ) is filtered, but not necessarily strict.
Let f :X → Y be a map of algebraic varieties,n := dimX . There is a canonical isomorphis

Hn+j(X) � Hj(Y, f∗QX [n]).

DEFINITION 4.2.2 (Perverse filtration and cohomology groups). – Let i, j ∈ Z and set:

Hn+j
�i (X) := H

j
�i

(
Y, f∗QX [n]

)
, Hn+j

i (X) := Hn+j
�i (X)/Hn+j

�i−1(X).

We call the groupsH l
b(X) theperverse cohomology groups ofX (relative tof ).

Note that, in view of the natural equivalencepτ�i ◦ [l]� [l] ◦ pτ�i+l, we have

Hn+j
�i (X) 	= H

n+j
�i (Y, f∗QX) = Hn+j

�i+n(X).

The dimensional shift in Definition 4.2.2 is convenient for our purposes.
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Remark4.2.3. – Letr :Zm → Xn, f :X → Y be maps of algebraic varieties of the indica
dimensions,g := f ◦ r. The natural mapf∗QX [n] → g∗QZ [m][n−m] and the rulepτ�i ◦ [l] �
[l] ◦ pτ�i+l imply that the natural restriction map satisfies (cf. 4.3.9):

r∗ :H l
�b(X) →H l

�b+n−m(Z).

4.3. p-splitness and some consequences

In our inductive approach to the results of this paper, the Decomposition Theorem 2.1.
established rather early (cf. 5.1.3). In this section, we collect some simple consequence
Decomposition Theorem which are used in the remainder of the proof by induction.

DEFINITION 4.3.1 (p-split). – A complexK ∈ D(Y ) is said to bep-split if there is an
isomorphism

φ :K �
⊕

i

pHi(K)[−i].

Remark4.3.2. – We can and shall always consider isomorphisms satisfying the add
conditionpHi(ϕ) = IdpHi(K). Givenφ, the map

ϕ :
(∑

i

pHi(φ−1)[−i]
)
◦ φ :K →

⊕
i

pHi(K)[−i]

is one such isomorphism.

Remark4.3.3. – Ifφ :K �
⊕

i Pi[−i] is an isomorphism withPi ∈ Perv(Y ) for everyi ∈ Z,
thenpHi(φ) : pHi(K) � Pi for everyi ∈ Z andK is p-split.

In the remainder of this section,f :X → Y is a proper map of algebraic varieties,X is
nonsingular,n := dimX , A is an ample line bundle onY andL := f∗A.

Remark4.3.4. – Iff∗QX [n] is p-split, then forb, j ∈ Z we have isomorphisms:

Hn+j
�b (X)

ϕ�
⊕
i�b

Hj−i
(
Y, pHi(f∗QX [n])

)
,

Hn+j(X)
ϕ�

⊕
b

Hn+j
b (X).

On the other hand, the mapsa and b in (18) are isomorphism and we get acanonical
identification:

a ◦ b−1 :Hn+j
b (X) = Hj−b

(
Y, pHb

(
f∗QX [n]

))
.(19)

The isomorphism induced byϕ coincides with the one above (cf. 4.3.2).

Let R :D(Y ) → D(Y ) be a functor of triangulated categories,ν :R → Id (Id → R,
respectively) be a natural transformation of functors of triangulated categories compatib
coproducts andK ∈Ob(D(Y )) bep-split. The splitting ofK induces a filtration onH∗(R(K)).
This filtration is independent of the splittingϕ and need not to coincide with the perve
filtration. The mapsH∗(Y, ν) are strict.

DEFINITION 4.3.5. – GivenR and K p-split as above, the filtration onH∗(Y,R(K))
described above is called theinduced filtration.
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LEMMA 4.3.6. – Assume thatf∗QX [n] is p-split. Let U ⊆ Y be an euclidean ope
neighborhood ofy ∈ Y andU ′ = f−1(U). The natural maps

HBM
n−l

(
f−1(y)

)
→ HBM

n−l(U
′) → HBM

n−l(X) � Hn+l(X) → Hn+l(U ′)→ Hn+l
(
f−1(y)

)
are strict with respect to the induced filtrations for everyl ∈ Z.

For everyb ∈ Z:

HBM
n−b,�b

(
f−1(y)

)
= HBM

n−b

(
f−1(y)

)
, Hn+b

�b−1

(
f−1(y)

)
= {0}.

In particular, the map induced on the graded space

HBM
n−b,a

(
f−1(y)

)
→ Hn+b

a

(
f−1(y)

)
is the zero map for everya 	= b.

Proof. –Let α :y → Y andβ :U → Y be the embeddings. Note thatf∗ωX [−n] � f∗QX [n] is
p-split and that the induced filtration onH∗(f−1(U)) coincides with the perverse filtration. Th
strictness assertions follow from the discussion preceding 4.3.5 applied to the duality func
to the two adjunction maps associated withα andβ.

The third statement follows immediately from the second one which in turn follows from
conditions of (co-)support (cf. Remark 3.6.1):

Ht
(
Y,α!α

!pHl
(
f∗QX [n][−l]

))
= {0}, ∀l > b,

Ht
(
Y,α∗α

∗pHl
(
f∗QX [n]

)
[−l]

)
= {0}, ∀l < b. �

Remark4.3.7. – Theorem 2.1.9 states that the refined intersection product induces is
phismsHBM

n−b,b(f
−1(y)) � Hn+b

b (f−1(y)) (cf. 2.1.11).

LEMMA 4.3.8. – Let

X ′m v

f ′

Xn

f

Y ′ u
Y

be a Cartesian diagram of maps of algebraic varieties of the indicated dimensions,f proper. Let
X andY be a stratification forf . Assume thatf∗QX [n] is p-split and that eitheru is smooth, or
it is a normally nonsingular inclusion.

Thenf ′
∗QX′ [m] is p-split, pHi(f ′

∗QX′ [m])� u∗pHi(f∗QX [n])[m−n], for everyi ∈ Z and
the natural mapv∗ :Hk(X) → Hk(X ′) is compatible with the direct sum decomposition
perverse cohomology groups and it is strict.

Let y′ ∈ Y ′ andy = u(y′). Then the filtrations induced byf andf ′ on the(co)-homology of
f−1(y) = f ′−1(y′) coincide.

Proof. –Let ϕ :
⊕

i
pHi(f∗QX [n])[−i]� f∗QX [n] be a splitting. By base change,

u∗ϕ :u∗
(⊕

i

pHi
(
f∗QX [n]

)
[−i][m− n]

)
�−→ u∗f∗QX [n][m− n] � f ′

∗QX′ [m].(20)

By 3.7 and by Remark 3.5.1, respectively, the hypotheses imply thatu∗[m−n] is t-exact so tha
the left-hand side is a direct sum of shifted perverse sheaves. The first two statements fol
4.3.3).
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The pull-back mapv∗ on cohomology stems from adjunction and base change,f∗QX →
f∗v∗v

∗QX � u∗f
′
∗v

∗QX � u∗u
∗f∗QX , and preserves direct sum decompositions so thav∗

is strict.
The last statement follows from (20).�
Remark4.3.9. – The same conclusions hold ifu = u′′ ◦ u′, with u′ smooth andu′′ a

Y-transverse embedding intoY . Note how the last statement improves on Remark 4.2.3.

4.4. The cup product with a line bundle

Let µ be a line bundle onX and denote by the same symbol its first Chern classµ ∈ H2(X) �
HomD(X)(QX ,QX [2]). For everyK ∈ Ob(D(X)), the isomorphismK � K

L

⊗ QX defines a
mapµ :K →K[2].

Remark4.4.1. – Supposes ∈ Γ(X,µ) is a section whose zero locus defines a norm
nonsingular codimension one inclusioni :{s = 0} → X ; see 3.5. By Lemma 3.5.4 the m
µ :K →K[2] can be described geometrically as the composition:

K → i∗i
∗K � i!i

!K[2]→ K[2].

If K = QX , thenµ is the cohomology class associated with the normally nonsingular inclusi
and we find one of the classical definitions of first Chern class.

The resulting mapHi(X,µ) :Hi(X,K)→ Hi+2(X,K) is the cup product withµ.
By functoriality, we get maps

f∗µ :f∗K → f∗K[2],
pτ�if∗µ : pτ�if∗K → (pτ�i+2f∗K)[2],

pHi(f∗µ) : pHi(f∗K)→ pHi+2(f∗K).

Applying the functorH∗(Y,−), we obtain the cup product withµ

H(X,µ) = H(Y, f∗µ) :H∗
�a(X,K)→ H∗+2

�a+2(X,K)

which is filtered in an obvious sense and defines a cup product map on the graded obje
denoted

µ :H∗
a(X,K)→ H∗+2

a+2(X,K).(21)

Let ϕ :K �
⊕

i
pHi(K)[−i] be ap-splitting as in 4.3.2. We have

ϕ[2] ◦ f∗µ ◦ϕ−1 =: µ̃ =
∑
ij

µ̃ij :
⊕

i

pHi(K)[−i]→
⊕

j

pHj(K)[−j][2].

By the choice ofϕ, µ̃i,i+2 = pHi(f∗µ). By (11), µ̃ij = 0 for j > i + 2. In general,̃µij 	= 0 for
j < i + 2; e.g. if f = IdX , thenµ = µ̃ = µ̃00. It is immediate to verify the following importan
compatibility:
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LEMMA 4.4.2. – Letf∗K bep-split (cf. 4.3.2), then the isomorphismH∗−i(Y, pHi(f∗K)) �
H∗

i (X,K) of 4.3.4is compatible withµ, i.e. the following diagram is commutative

H∗
i (X,K)

µ

�

H∗+2
i+2 (X,K)

�

H∗−i(Y, pHi(f∗K))
H∗−i(Y,pHi(f∗µ))

H∗−i(Y, pHi+2(f∗K))

Remark4.4.3. – Letν be a line bundle onY , denote the first Chern class inH2(Y ) by ν
and letµ = f∗ν. Thenf∗µ = f∗f

∗ν :f∗K → f∗K[2] coincides withν, as it can be seen b
considering a sections ∈ Γ(Y, ν) such that{s = 0}→ Y andf−1({s = 0}) = {f∗s = 0}→ X
are normally nonsingular. This also follows from the Change of Coefficients Formula in 3
particular, if f∗K �

⊕
i

pHi(f∗K)[−i] is p-split, thenf∗µ = f∗f
∗ν = ν is a direct sum map

sendingpHi(f∗K) to pHi(f∗K)[2]. In this case,pHi((f∗µ)r) : pHi(f∗K) → pHi+2r(f∗K) is
the zero map, for everyr > 0 and the cup product map with a pull-back is filtered strict

f∗ν :H∗
i (X) → H∗+2

i (X)

with a compatibility analogous to the one in Lemma 4.4.2.

THEOREM 4.4.4. – Suppose that

pH−i
(
f∗(µ)i

)
: pH−i

(
f∗QX [n]

)
� pHi

(
f∗QX [n]

)
, ∀i � 0.

Then:
(a) f∗QX [n] is p-split.
(b) Let i � 0, k � l and define

P−i
µ := Ker

{
pH−i

(
f∗(µ)i+1

)
: pH−i

(
f∗QX [n]

)
→ pHi+2

(
f∗QX [n]

)}
,

µkP−l
µ := Im

{
pH−l(f∗µk) :P−l

µ → pH−l+2k
(
f∗QX [n]

)}
.

(Note that the map above is a split monomorphism). There is a direct sum decompositio:

pH−i
(
f∗QX [n]

)
�

⊕
k�0

µkP−i−2k
µ , pHi

(
f∗QX [n]

)
�

⊕
k�0

µi+kP−i−2k
µ .

(c) Let i � 0, j ∈ Z. The isomorphisms

Hn+j
−i (X) � Hj

(
Y, pH−i

(
f∗QX [n]

)
[i]

)
�

⊕
k�0

Hj+i
(
Y,µkP−i−2k

µ

)

identify:
(1) Kerµi+1 ⊆ Hn+j

−i (X) with the summandHj+i(Y,P−i
µ ) and

(2) the image of the injectionµk :Hn+j−2k
−i−2k (X) → Hn+j

−i (X) restricted to
Hj+i(Y,P−i−2k

µ ), with the summandHj+i(Y,µkP−i−2k
µ ).

Proof. –For (a) and (b) see [9]. The rest follows from the constructions and Lemma 4.4.2�
Remark4.4.5. – Given ϕ :f∗QX [n] �

⊕
i

pHi(f∗QX [n])[−i], the space
ϕ−1H−i(Y,P−i

η [i])) ⊆ Hn−i
�−i(X) is not contained inKerηi+1, i.e. the space ofclassical
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primitive classes. What is true is thatHl(Y,P−i
η [i]) is the kernel ofηi+1 :Hn+l

−i (X) →
Hn+l+2i+2

i+2 (X).

Remark4.4.6. – In the sequel of this paper, for simplicity of notation, we shall denote b
same symbol all the cup product morphisms, without indicating which functor has been ap
e.g. we will useµ instead off∗µ, pτ�if∗µ, pHi(f∗µ) etc.

4.5. Weight filtrations

For the notions introduced in this section see [13] and [31]. An increasing filtrationW on a
finite dimensional vector spaceH is a collection of subspacesWi ⊆ W such thatWi−1 ⊆ Wi for
everyi ∈ Z. The associated graded spaces areGrW

i H := Wi/Wi−1 The pair(H,W ) is called a
filtered space.

A splittingof (H,W ) is an isomorphismH �
⊕

GrW
i H .

Let j ∈ Z. Theshiftedfiltration W [j] is defined by settingW [j]i := Wj+i.
A filteredmapϕ : (H,W ) → (H ′,W ′) is a linear mapϕ :H → H ′ such thatϕ(Wi) ⊆ W ′

i . It
induces linear mapsGrϕ :GrW

i H →GrW ′

i H ′ which we simply denote byϕ.
A filtered mapϕ is calledstrict if ϕ(Wi) = ϕ(H)∩W ′

i .
Given a spaceH ′ which is either a subspace or a quotient ofH , one easily defines an induce

filtration W (H ′) so that the maps in sight are filtered. In particular, given two filtrationsW and
W ′ onH , the associated graded spacesGrW

i H := Wi/Wi−1 are naturally filtered byW ′.
Given a finite dimensional vector spaceH and a nilpotent endomorphismN , there is a unique

filtration W with the properties that (i)NWi ⊆ Wi−2 and, denoting again byN the induced map
on graded spaces, (ii)N i :GrW

i H �GrW
−iH , for everyi � 0 (cf. [13]).

Set N i = 0, P−i = 0 if i < 0, P−i = KerN i+1 ⊆ GrW
i , if i � 0. There is the Lefschet

decomposition

GrW
i =

⊕
l∈Z

N−i+lP i−2l, i ∈ Z.(22)

This unique filtration is called theweight filtration of N and is given by the “convolutio
formula”

Wk =
∑

i+j=k

KerN i+1 ∩ ImN−j .(23)

We denote the weight filtration ofN by WN and the graded spaces byGrN
i .

Let S be a nondegenerate bilinear form onH which is either symmetric or skew-symmet
and satisfies

S(Na, b) + S(a,Nb) = 0.(24)

When (24) holds, one says thatN is an infinitesimal automorphismof (H,S). In this case, the
weight filtration is self-dual, i.e.

(
WN

i

)⊥ = WN
−i−1, i ∈ Z(25)

andS descends to nondegenerate forms onGrN
i H for everyi ∈ Z. More precisely,

SN
i

(
[a], [b]

)
:= S

(
a,N ib

)
, for i � 0(26)

and one requires thatN i :GrN
i H � GrN

−iH is an isometry for everyi � 0. This is achieved
as follows: if [a], [b] ∈ GrN

−iH , we have[a] = N i[a′] and[b] = N i[b′] for uniquely determined
4e SÉRIE– TOME 38 – 2005 –N◦ 5



THE HODGE THEORY OF ALGEBRAIC MAPS 725

ms
n

he

y

[a′], [b′] ∈GrN
i H ; set

SN
−i

(
[a], [b]

)
:= SN

i

(
[a′],N i[b′]

)
, i > 0.(27)

The Lefschetz decomposition (22) isSN
i -orthogonal for everyi ∈ Z.

Let (H,W ) be a filtered space. For everyi ∈ Z, a nilpotent endomorphismN of (H,W )
descends to a nilpotent mapGr iN :GrW

i H → GrW
i H and yields the weight filtrationWGriN

onGrW
i H .

Let k ∈ Z be fixed. There is at most one filtrationW ′ of H , called theweight-k filtration of N
relative toW , such that (i)NW ′

i ⊆W ′
i−2 and (ii)W ′(GrW

k H) = WGrkN . See [31].
Let (H,S) be as above,N and M be commuting nilpotent infinitesimal automorphis

of (H,S). By the convolution formula (23) forWN , one hasMWN
j ⊆ WN

j . For ease of notatio

we denote the map induced byM onGrN
j H simply byM .

Assume thatWM [j] is the weight-j filtration of M relative toWN on H for everyj ∈ Z. In
particular, this means that

M i :GrM
j+iGrN

j H �GrM
j−iGrN

j H, i � 0.(28)

SetP−j
−i = KerM i+1 ∩ KerN j+1 ⊆ GrM

j+iGrN
j H if i, j � 0 and zero otherwise. We have t

double Lefschetz decomposition

GrM
j+iGrN

j H =
⊕

l,m∈Z

M−i+lN−j+mP j−2m
i−2l , i, j ∈ Z.(29)

The nondegenerate formsSN
j descend to nondegenerate formsSMN

ij on GrM
j+iGrN

j H . For
i, j � 0 we have

SMN
ij

(
[a], [b]

)
= S

(
a,M iN jb

)
,(30)

wherea, b ∈ WM
j+iH ∩ WN

j H are representatives of[a], [b] ∈ GrM
j+iGrN

j H . For the remaining
values ofi andj, SMN

ij is defined by imposing that (28) is an isometry (cf. (27)).
The decomposition (29) isSNM

ij -orthogonal.

Remark4.5.1. – Letn ∈ Z be fixed and assume that the spacesGrM
j+iGrN

j H are pure Hodge
structures of weight(n− i− j) and that the induced maps

N :GrM
j+iGrN

j H →GrM
j−2+iGrN

j−2H,(31)

M :GrM
j+iGrN

j H →GrM
j+i−2GrN

j H(32)

are of pure type(1,1). Then (29) is a direct sum of pure Hodge substructures.

Remark4.5.2. – If in addition the form(−1)n−i−jSMN
ij is a polarization ofP−j

−i for every
pair of indices(i, j) 	= (0,0) such thati, j � 0, then(−1)i+j−m−l−1SMN

ij is a polarization of

the summandsM−i+lN−j+mP j−2m
i−2l in (29) except, possibly, forP 0

0 . In this case, we simpl
say that the formsSMN

ij polarize the summand spaces in questionup to sign.

4.6. Filtrations on H∗(X) =
⊕

j Hj(X)

Let f :X → Y be a map of projective varieties,X nonsingular,n = dimX , η be an ample
line bundle onX , A be an ample line bundle onY andL = f∗A. Let

H∗(X) :=
⊕

H l(X)(33)

l
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and define thetwisted Poincaré formby setting:

S
(∑

αl,
∑

βl

)
:=

∑
l

(−1)l(l−1)/2

∫
X

αl ∧ β2n−l.(34)

Note that the bilinear formS on H∗(X) is (−1)n-symmetric, thatη andL act via cup produc
as nilpotent, commuting operators onH∗(X) with ηn+1 = Ln+1 = 0 and thatη and L are
infinitesimal automorphisms of(H∗(X), S) (cf. 4.5).

The line bundlesη andL act via cup product on the cohomology ofX in a nilpotent fashion
and induce the weight filtrationsW η andWL onH∗(X).

By the classical Hard Lefschetz Theorem 3.1.2 the weight filtrationW η for η is the filtration
by degreeW deg:

W η
i = W deg :=

⊕
l�n−i

H l(X).

We also consider thetotal filtration onH∗(X):

W tot
i :=

⊕
b∈Z

Hn+b
�b+i(X).

Clearly,

Grη
j+iGr tot

j H∗(X) = Hn−i−j
−i (X), i, j ∈ Z(35)

and (21) implies:

ηW deg
i ⊆ W deg

i−2 , ηW tot
j ⊆ W tot

j .(36)

One of the main results of this paper is thatWL = W tot, i.e. that, roughly speaking, the perver
filtration coincides with the weight filtration induced byL = f∗A (cf. 5.2.4).

4.7. The Universal Hyperplane section and the defect of semismallness

The universal hyperplane section plays a very important role in our inductive proof o
Relative Hard Lefschetz Theorem. In this section we prove that the defect of semismallner(f)
of a map decreases when taking a map naturally associated with the universal hyperplane
We also prove Weak Lefschetz-type results.

Let X ⊆ P be an embedded quasi-projective variety and consider the universal hype
section diagram

X = {(x, s) | s(x) = 0} i

g

X × P∨

f ′

Y = Y × P∨

Let j : (X × P∨) \ X → X × P∨ be the open embedding. The morphismu := f ′ ◦ j is affine.
In the special caseX = P with f = IdP we getP := {(p, s) | s(p) = 0} ⊆ P × P∨ which is

nonsingular of codimension one and for which the natural projectionP → P is smooth.
A stratificationX of X with strataSl induces a stratification onX × P∨ with strataSl × P∨.

The following is elementary and left to the reader. See 3.8 and Lemma 3.5.4(b).
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PROPOSITION 4.7.1. – The embeddingi :X → X × P∨ is transversal with respect to th
stratification induced by any stratification ofX , i.e. the intersectionP ∩ (X × P∨) = X is
transversal along every stratumSl × P∨ of X × P∨. In particular,

ICX � i∗ICX×P∨ [−1]� i∗p′
∗ICX [d][−1].

Let f :X → Y be as in 2.1. We recall the definition of the defect of semismallness o
mapf . It plays a crucial role in Goresky–MacPherson’s version of the Weak Lefschetz The
in [17]. SetY i = {y ∈ Y | dimf−1(y) = i}.

DEFINITION 4.7.2. – Thedefect of semismallnessof the mapf is the integer

r = r(f) := max
i|Y i �=∅

{
2i + dimY i − dimX

}
.

Note thatr(f) � 0. If r(f) = 0, then we sayf is semismall. Note that this implies thatf is
generically finite. Ifr(f) = 0 and the maximum is realized only fori = 0, then we say thatf is
small.

Remark4.7.3. – Letf be as in 2.1. Iff is semismall, thenf∗QX [n] � pH0(f∗QX [n])
and Theorems 2.1.1(a), (b) hold trivially. In fact,r(f) = 0 implies thatf∗QX [n] satisfies the
conditions of support of Remark 3.6.1 (cf. [3]). The conditions of co-support are automatic
f∗QX [n] is self-dual.

The geometric quantityr(f) plays a crucial role in our proof by induction. The key poin
that if it is not zero, then it decreases by taking hyperplane sections.

LEMMA 4.7.4 (r(f) goes down). –
(a) If r(f) > 0, thenr(g) < r(f).
(b) If r(f) = 0, theng is small.

Proof. –For s ∈ P∨, let Xs := {x ∈ X | s(x) = 0} be the corresponding hyperplane secti
If (y, s) ∈ Y , then the projectionp :X →X identifiesg−1(y, s) with f−1(y)∩Xs. Set

Yi ′ =
{
(y, s): dimf−1(y) = i = dimf−1(y)∩Xs

}
.

The point(y, s) ∈ Yi ′ if and only if Xs contains a top dimensional component off−1(y). It is a
closed algebraic subset ofYi. Set

Yi ′′ =
{
(y, s) | dimf−1(y) = i + 1 and dimf−1(y)∩Xs = i

}
.

It is an open algebraic subset ofYi. We have that

Yi = Yi ′ �Yi ′′.

Since the set of hyperplanes in a projective space containing a given irreducible subva
dimensiond is a linear space of codimension at leastd + 1, the definition ofr(f) implies
that dimYi ′ � dimY i + dimP∨ − (i + 1) � r(f) − 2i + dimX + dimP∨ − (i + 1) =
r(f)− 3i + dimX . It follows that

2i + dimYi ′ − dimX � r(f)− i, ∀i � 0.
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Since the general hyperplane section does not contain any irreducible component off−1(y),
we have thatdimYi ′′ = dimY i+1 + dimP∨ � r(f) + −2(i + 1) + dimX + dimP∨ =
r(f)− 1− 2i + dimX . It follows that

2i + dimYi ′′ − dimX � r(f)− 1, ∀i � 0.

Suppose that eitherY 0 is empty, ordimY 0 − dimX < r(f). Then the first inequality above
strict for i = 0. Combining it with the second inequality, we get thatr(g) � r(f)− 1.

Suppose thatY 0 is not empty and thatdimY 0 − dimX = r(f). Thenr(f) = 0. The two
inequalities above giver(g) � r(f), hencer(g) = 0. Moreover,dimYi−2i+dimX < 0, ∀i > 0
so thatg is small. �

A similar argument, based on “Hironaka’s principle of counting constants”, as expl
in [29], proves the following proposition, left to the reader:

PROPOSITION 4.7.5. – Let X be nonsingular andη be an ample line bundle onX . There
existsm0 � 0 such that for everym � m0, having denoted byXk the transversal intersectio
of k general hyperplane sections in|mη|, k � 1 and byfk :Xk → Y the resulting morphism, w
have:

(a) If r(f) � k, thenr(fk) � r(f)− k.
(b) If r(f) = 0, thenf1 :X1 → Y is small.

The left t-exactness of affine maps has important implications for the topology of alge
varieties.

LEMMA 4.7.6 (Leftt-exactness and Weak Lefschetz). –Let

X ′ i

g

X

f

X \X ′

u

j

Y

(37)

be a commutative diagram of algebraic varieties withi a closed embedding,f proper,u affine
and letP ∈ Perv(X). Then

(i) the natural mappHl(f∗P ) → pHl(g∗i∗P ) is iso for l � −2 and mono forl = −1;
(ii) the natural mappHl(g∗i!P ) → pHl(f∗P ) is iso for l � 2 and epi forl = 1.

Proof. –By applying f∗ � f! to the trianglej!j
!P → P → i∗i

∗P → and by using the
isomorphismsu! � f!j!, j! � j∗, f∗i∗ � g∗ one gets the triangleu!j

∗P → f∗P → g∗i
∗P →.

Sincej∗P ∈ Perv(X \ X ′) andu! is left t-exact, (i) follows by taking the long exact sequen
of perverse cohomology onY .

(ii) is obtained by first applying (i) toD(P ) ∈ Perv(X) and then by applying the rule
DpHl(−) � pH−l(D(−)), Df∗D � f! � f∗ andDg∗i

∗D � g!i
!DD � g∗i

!. �
We shall need the following immediate consequence of Lemma 4.7.6.

PROPOSITION 4.7.7. – LetY be a projective variety,i :Y1 → Y be a hyperplane section an
P ∈ Perv(Y ). Then the natural maps

i∗ :Hj(Y,P ) → Hj(Y1, i
∗P ), i∗ :Hl(Y1, i

!P ) → Hl(Y,P )

are isomorphisms forj � −2 and l � 2, injective forj = −1 and surjective forl = 1.
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Proof. –Apply Lemma 4.7.6 and take hypercohomology.�
Consider the universal hyperplane section in 4.7. There is the commutative diagram

X

f

X × P∨p′

f ′X

i

g

X × P∨ \ X
j

u

Y Y = Y × P∨p

whereu := f ′ ◦ j is an affine morphism.

PROPOSITION 4.7.8 (The Relative Weak Lefschetz Theorem). –Let K ∈ Perv(X), K ′ :=
p′∗K[d], M := i∗K ′[−1]. Then

(i) p∗pHl(f∗K)[d]→ pHl+1(g∗M) is iso for l � −2 and mono forl = −1;
(ii) pHl−1(g∗M) → p∗pHl(f∗K)[d] is iso for l � 2 and epi forl = 1.

Proof. –Sincep′∗[d] is t-exact, (i) follows from Lemma 4.7.6(i) applied toK ′ in the set-up
of 4.7, keeping in mind thatf ′

∗p
′∗ � p∗f∗ andp∗[d](pHl(f∗K))� pHl(p∗[d](f∗K)).

By transversality, 4.7.1 and Lemma 3.5.4(b),i!K ′ � i∗K ′[2] and (ii) follows from Lem-
ma 4.7.6(ii). �

The following complements Proposition 4.7.8; see [1, 5.4.11].

PROPOSITION 4.7.9. – p∗[d]pH−1(f∗K) can be identified with the biggest perverse subsh
of pH0(g∗M) coming fromY , andp∗[d]pH1(f∗K) with the biggest quotient perverse sheaf
pH0(g∗M) coming fromY .

5. Proof of the main theorems in 2.1

In this section, we prove Theorem 2.1.1, i.e. the Relative Hard Lefschetz Theorem, the D
position Theorem and the Semisimplicity Theorem (except forpH0(f∗QX [n])), the Hard Lef-
schetz Theorem for Perverse Cohomology 2.1.4, the Hodge Structure Theorem 2.1.5, the(η,L)-
Decomposition Theorem 2.1.7 and the Generalized Hodge–Riemann Bilinear Relations 2

The set-up is the one of 2.1. We assume 2.6.2 and remind the reader of Remark 2.6.3.

5.1. Relative Hard Lefschetz, Decomposition and Semisimplicity (i 	= 0)

We use the notation and results in 4.7. Letη′ := i∗p′∗η; it is g-ample.

LEMMA 5.1.1. – Suppose thatη′r : pH−r(g∗M) �−→ pHr(g∗M) for all r � 0 and that
pH0(g∗M) is semisimple. Thenηr : pH−r(f∗K) �−→ pHr(f∗K) for r � 0.

Proof. –We haveηr = i∗ ◦ η′r−1 ◦ i∗. If r 	= 1, then we conclude by the Weak Lefsche
Theorem 4.7.8.

Let r = 1. Since p∗[d] is fully faithful, η is an isomorphism if and only i
p′∗η[d] :p∗pH−1(f∗K)[d] → p∗pH1(f∗K)[d] is an isomorphism. This map is the composit
of the monomorphismi∗ with the epimorphismi∗. By the semisimplicity ofpH0(g∗M), the se-
quence of perverse subsheavesi∗ Kerp′∗η[d] ⊆ Ker i∗ ⊆ pH0(g∗M) splits and we get a direc
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sum decomposition
pH0(g∗M) = i∗ Kerp′∗η[d]⊕R⊕ S,

where the restriction ofi∗ to S is an isomorphism withp∗pH1(f∗K)[d].
The projectionpH0(g∗M) → i∗ Kerp′∗η[d]⊕ S � i∗ Kerp′∗η[d]⊕ p∗pH1(f∗K)[d] is an epi-

morphism and both summands come fromY . By the maximality statement of Proposition 4.7
i∗ Kerp′∗η[d] = 0, i.e.η : pH−1(f∗K)→ pH1(f∗K) is a monomorphism.

Since the complexK and the mapη are self-dual,η is also an epimorphism, hence
isomorphism. �

Remark5.1.2. – The relative Hard Lefschetz Theorem 2.1.1 holds whenη is f -ample, i.e.
ample when restricted to the fibers off . In fact, if η is f -ample, theñη := η + mL is ample for
everym � 0 and, by Remark 4.4.3,pHj(η) = pHj(η̃), for everyj ∈ Z. Note that ample implie
f -ample. We need Theorem 2.1.1 forf -ample line bundles in the next proposition.

We can now prove Theorem 2.1.1 parts (a)–(c), except fori = 0.

PROPOSITION 5.1.3. – Letf :X → Y andη be as in2.1and assume that2.6.2holds.
Then the Relative Hard Lefschetz Theorem2.1.1(a)and the Decomposition Theorem2.1.1(b)

hold for f . The Semisimplicity Theorem2.1.1(c)holds forpHi(f∗QX [n]) with i 	= 0.

Proof. –We apply the inductive hypothesis 2.6.2 tog :X → Y , which satisfiesr(g) < r(f)
(cf. 4.7.4). SettingK = QX [n], we haveM = QX [n + d − 1]. By the inductive hypothesis an
Remark 5.1.2, we have: (1)η′r is an isomorphism for everyr and (2)pH0(g∗M) is semisimple.
By Lemma 5.1.1,ηr is an isomorphism forr � 0. This proves that Theorem 2.1.1(a) ho
for f . As it has already been observed in 4.4.4, the well-known Deligne–Lefschetz Criteri
E2-degeneration [9] yields Theorem 2.1.1(b) forf . The semisimplicity statement (b) fori 	= 0
follows from the Weak Lefschetz Proposition 4.7.8 and the semisimplicity ofpH0(g∗M). �
5.2. Hard Lefschetz for perverse cohomology groups

Note thatr(f) � dimX . If r(f) > 0, consider1 � k � r(f), let Xk, be the transversa
intersection ofk general hyperplane sections of the linear systemη and fk :Xk → Y be the
resulting map. By Proposition 4.7.5, we may assume thatη is such that ifr(f) > 0, then
r(fk) � r(f)− k, for every1 � k � r(f).

The following contains weak-Lefschetz-type results for the hyperplane sections ofX .

PROPOSITION 5.2.1. – Assumptions as in5.2. Let1 � k � r.
(i) The natural restriction mappHl−k(f∗QX [n]) → pHl(fk∗QXk [n − k]) is iso for l < 0

and a splitting mono forl = 0.
(ii) The natural Gysin mappHl(fk∗QXk [n− k]) → pHk+l(f∗QX [n]) is an iso forl > 0 and

a splitting epi forl = 0.
(iii) The maps induced byL in hypercohomology are compatible with the splittings(i) and(ii) .

In particular, if for givenh andj the map

Lj :Hh
0

(
Xk

)
→Hh+2j

0

(
Xk

)
is injective(respectively surjective, respectively bijective), then the maps

Lj :Hh
−k(X) → Hh+2j

−k (X), Lj :Hh+2k
k (X) → Hh+2k+2j

k (X),

are injective(respectively surjective, respectively bijective).
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Proof. –Let k = 1. Lemma 4.7.6 applied toX1 ⊆ X andQX [n] implies (i) and (ii). The case
k > 1 follows by induction.

Since cupping withL = f∗A commutes with any direct sum decomposition onY , (iii)
follows. �

We need the following easy consequence of Proposition 5.2.1 to prove Theorem 2.1
more precise statementKerLn−1 ⊆Hn−1

�−1(X) is true, but its proof would require that we pro
Theorem 2.1.4 first.

LEMMA 5.2.2. – Assumptions as in5.2.

KerLn−1 = KerLn−1,�0 ⊆Hn−1
�0 (X).

Proof. –SinceL acts compatibly with thep-splitting, it suffices to prove thatKerLn−1 ⊆
Hn−1

k (X) is trivial, for everyk > 0. By Proposition 5.2.1,Hn−1
k (X) is isomorphic to a direc

summand ofH(n−k)−(k+1)
0 (Xk) with L acting as the restriction ofL|Xk to the direct summand

Inductively, this map is injective. We conclude by Proposition 5.2.1(iii).�
PROPOSITION 5.2.3. – Under the assumption2.6.2the Hard Lefschetz theorem for perver

cohomology groups2.1.4holds forf , i.e.

ηk :Hj
−k(X)� Hj+2k

k (X), Lk :Hn+b−k
b (X) �Hn+b+k

b (X), k � 0, b, j ∈ Z.

Proof. –Sincef∗QX [n] p-splits by 5.1.3, there is a decomposition

Hn+j
�b (X)

ϕ�
⊕
i�b

Hj−i
(
Y, pHi

(
f∗QX [n]

))
.

The statement forηk follows from the previously established Relative Hard Lefschetz Theo
for f (cf. 5.1.3) and from the compatibility 4.4.2.

The rest of the proof is concerned withLk. The casesb 	= 0 follow from the inductive
hypotheses: apply Theorem 2.1.4 and Proposition 5.2.1(iii) tof|Xk :Xk → Y .

Let b = 0. Note that the statement is trivial fork = 0. Choose a sufficiently general hyperpla
sectionY1 of Y (cf. 3.2.2) and letX1 = f−1(Y1), which, by Bertini Theorem we can assum
nonsingular.

Recalling the canonical identificationHn+k
0 (X) = H−k(Y, pH0(f∗QX [n])) and the compati

bility 4.4.3, we have a commutative diagram

Hn−k
0 (X)

i∗

Lk

Hn+k
0 (X)

H
(n−1)−(k−1)
0 (X1)

Lk−1
|X1

H
(n−1)+(k−1)
0 (X1)

i∗

wherei∗ is restriction andi∗ is the (dual) Gysin map.
Let k � 2. By Proposition 4.7.7,i∗ and i∗ are isomorphisms. By Theorem 2.1.4 applied

f1 :X1 → Y1, the mapLk−1
|X1

is an isomorphism and so is the mapLk.

Let k = 1. We must check thatL :Hn−1
0 (X) →Hn+1

0 (X) is an isomorphism.
By the self-duality ofpH0(f∗QX [n]), the two spaces have the same dimension so that

enough to check thatL is injective.
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Let α ∈ KerL ⊆ Hn−1
0 (X). According to 4.4.4,α =

∑
j�0 ηjαj . By Remark 4.4.3,L

commutes with any direct sum decomposition so thatLηjαj = 0, for every j � 0. SinceL
commutes withη and, by what we have already proved forηk, the mapηj is injective on
Hn−2j−1

−2j (X) � αj for every j � 0, we have thatLαj = 0 for every j � 0. The caseb 	= 0,

which was dealt-with above, implies that ifj > 0, thenL is an isomorphism fromHn−2j−1
−2j (X).

This implies thatαj = 0, for everyj > 0, i.e.α = α0.
Since L acting on H∗(X) is strict andKerL ⊆ Hn−1

�0 (X) by Lemma 5.2.2, we hav

KerL/(KerL ∩ Hn−1
�−1) = Ker{Hn−1

0 (X) L→ Hn+1
0 (X)}. It follows that there existsa ∈

KerL⊆ Hn−1
�0 (X) such that its class inHn−1

0 (X) satisfies[a] = α.
Let a =

∑
apq be the(p, q)-decomposition for the natural Hodge structure onHn−1(X).

Clearlyapq ∈ KerL. It follows that we may assume thatα = [a], with a ∈ KerL of some pure
type(p, q).

By way of contradiction, assume thatα 	= 0. By Lemma 4.3.8, we havei∗α = [a|X1 ]. Since
i∗ is injective by Proposition 4.7.7,0 	= i∗α ∈ Hn−1

0 (X1). This restricted class is of pur
type (p, q), for the pure Hodge structure coming inductively from Theorem 2.1.5 applie
f|X1 :X1 → Y1. By Lemma 4.3.8: (i)L|X1i

∗α = i∗(Lα) and (ii) since(Pη)|X1 �Pη |X1
[1], we

haveη|X1i
∗α = 0. Sinceα = α0, i∗α ∈ P 0

0 (X1).
By the inductive Generalized Hodge–Riemann Relations 2.1.8 forf|X1 :X1 → Y1

0 	= ±S
η|L|
00 (i∗α, i∗α) =

∫
X1

a|X1 ∧ a|X1 =
∫
X

L∧ a∧ a = 0,

a contradiction. �
Proposition 5.2.3 allows to complete the identification of the filtrations defined in 4.5:

PROPOSITION 5.2.4. – For everyi, j ∈ Z:

W η = W deg, WL = W tot,(38)

WL
i =

⊕
l∈Z

Hn+l
�l+i(X), GrL

i =
⊕
l∈Z

Hn+l
l+i (X), WL

i ∩ Hn+j(X) = Hn+j
�i+j(X),(39)

Grη
j+iGrL

j H∗(X) = Hn−i−j
−i (X)(40)

and the formsSηL
ij of (30)are therefore defined onHn−i−j

−i (X).
The filtrationW η[j] is the weight-j filtration of η relative toWL (cf. (28)).

Proof. –Since L is compatible with the splittingH∗(X) =
⊕

l H
l(X), the convolution

formula (23) implies that

WL
i =

⊕
l

(
WL

i ∩H l(X)
)
.

By the characterization of weight filtrations, in order to prove thatW deg = W η andW tot = WL,
it is enough to show that

(i) ηW deg
k ⊆ W deg

k−2,
(ii) ηk :Hn−k(X) � Hn+k(X),

(iii) LW tot
k ⊆ W tot

k−2, and
(iv) Lk :Gr tot

k �Gr tot
−k, for all k � 0.
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While (i) is obvious and (iii) follows from 4.4.3, (ii) and (iv) are mere re-formulations of
Hard Lefschetz Theorems 3.1.2 forηk acting on ordinary cohomology and of the just-establis
Hard Lefschetz for Perverse Cohomology Theorem 2.1.4 for the action ofLk, respectively. This
proves (38), (39) and (40). The assertion onSηL follows from (40) and the definition (30).

The second assertion follows fromWL = W deg, (i) above and the Hard Lefschetz The
rem 2.1.4 forη. �

Proof of the Hodge Structure Theorem 2.1.5. –SinceL is of pure type(1,1) acting onH∗(X),
the convolution formula (23) forWL implies thatWL

i ∩ Hn+j(X) is a Hodge sub-structur
of Hn+j(X) for everyi, j ∈ Z. We conclude by (39). �

Proof of the (η,L)-Decomposition Corollary 2.1.7. –By Proposition 5.2.4,W η[j] is the
weight-j filtration of η relative toWL and 4.5 applies. �
5.3. The Generalized Hodge–Riemann Bilinear Relations (P i

j 	= P 0
0 )

In this section we are going to prove the Generalized Hodge–Riemann Bilinear Relation
for f , except forP 0

0 . As in 5.2, we may assume that theη-sections are general enough.

LEMMA 5.3.1. –
(a) Letr > 0 andXr be the complete transversal intersection ofr general sections ofη. Then

the natural restriction mapi∗ :Hn−r−j
−r (X) → Hn−r−j

0 (Xr), is an injective map of pur
Hodge structures for everyj ∈ Z, andi∗(P−j

−r (X)) ⊆ P−j
0 (Xr) for everyj � 0.

(b) LetX1 = f−1(Y1), whereY1 is a general section ofA, transversal to the strata ofY . Then,
for everyj > 0, the natural restriction mapi∗ :Hn−j

0 (X) →Hn−j
0 (X1) is an injection of

pure Hodge structures andi∗(P−j
0 (X)) ⊆ P−j+1

0 (X1).

Proof. –The inductive hypotheses apply toXr → Y and toX1 → Y1 so that all pervers
cohomology groups have natural Hodge structures.

(a) We have proved Theorem 2.1.5 forf . The mapH∗(X) → H∗(Xr) is a map of Hodge
structures and Remark 4.2.3 implies that so is the map in question. Lemma 5.2.1(i) impl
injectivity statement. The fact thatP−j

−r (X) maps toP−j
0 (Xr) can be shown as follows. Le

l > 0 and l′ � 0 and letX l be the transversal complete intersection ofl general sections ofη.
The mapf∗(ηl+l′) :f∗QX [n]→ f∗QX [n + 2l + 2l′] factorizes as

f∗QX [n]→ g∗QXl [n− l][l]
g∗(ηl′

|Xl )

−→ g∗QXl [n− l][l][2l′]→ f∗QX [n + 2l + 2l′].

The statement follows from applying the functorsH∗(pH−r(−)) to the factorization above whe
l = r andl′ = 1.

(b) The compatibility with the perverse decomposition of Lemma 4.3.8 implies that the
in question has the indicated range. The mapH∗(X) → H∗(X1) is a map of Hodge structure
and so is the map in question. The injectivity statement follows from Proposition 4.7.7. Th
thatP−j

0 (X) maps toP−j+1
0 (X1) follows from the fact thatLj = i∗ ◦Lj−1

|X1
◦ i∗, wherei∗ is an

isomorphism in the range we are using it.�
PROPOSITION 5.3.2. – The Generalized Hodge–Riemann Bilinear Relations2.1.8hold for

the direct summandsη−i+lL−j+mP j−2m
i−2l 	= P 0

0 .

Proof. –By Remark 4.5.2, it is enough to consider the casei, j � 0, (i, j) 	= (0,0). Also, we
assume thatl = m = 0, and leave the easy necessary modifications to deal with the other
to the reader.
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Let Xr
s be the complete intersection ofr general sections ofη ands general sections ofL. If

r = 0, then we consider only the sections ofL. Similarly, if s = 0.
Since

∫
X

ηr ∧Ls ∧ a∧ b =
∫

Xr
s
a|Xr

s
∧ b|Xr

s
, we have that

SηL
rs (X)(a, b) = S

η|L|
00

(
Xr

s

)
(a|Xr

s
, b|Xr

s
).

The statement follows from a repeated application of Lemma 5.3.1, of the inductive hypo
Theorem 2.1.8 applied toXr

s → Ys and from Remark 3.1.1.�
5.4. The spaceΛ⊆ Hn(X), its approximability and the polarization of P 0

0

In this section we are going to complete the proof of the Generalized Hodge–Riemann B
Relations 2.1.8 forf , by polarizingP 0

0 . For convenience, we consider cohomology with r
coefficients.

Let ε > 0 be a real number. Define

Λε := Ker(εη + L)⊆ Hn(X).

The spacesΛε are Hodge sub-structures. By the classical Hard Lefschetz Theorem,dimΛε =
bn − bn−2, wherebi are the Betti numbers ofX . Define

Λ := lim
ε→0

Λε,

where the limit is taken in the GrassmannianG(bn − bn−2,H
n(X)). The spaceΛ ⊆ Hn(X)

is a real Hodge sub-structure for that is a closed condition. Clearly,Λ ⊆ Ker{Hn(X) L−→
Hn+2(X)}, but in general there is no equality, since, by counting dimensions,

dimKer
{
Hn(X) L−→ Hn+2(X)

}
= bn − bn−2 + dimKer

{
Hn−2(X) L−→ Hn(X)

}
.

The main goal of this section is to characterize the subspaceΛ in terms ofη andL.
SinceLk :GrL

k �GrL
−k, we have

KerLk ⊆ WL
k−1.(41)

In order to keep track of cohomological degrees, we set

Lk
r :Grη

r = Hn−r(X) → Hn−r+2k(X) = Grη
r−2k.

The following two lemmata will allow to identifyΛ.

LEMMA 5.4.1. – η KerL2 ∩ (η KerL2)⊥ ∩ · · · ∩
(
ηi KerLi

2i

)⊥ = {0} ∈Hn(X), i� 0.

Proof. –It is enough to show that

η KerL2 ∩ (η KerL2)⊥ ∩ · · · ∩
(
ηi KerLi

2i

)⊥ = η KerL2 ∩WL
−i, ∀i � 0,

for then the lemma follows by takingi = n + 1, for example.
The claim above can be proved by induction as follows. The starting stepi = 0 of the induction

follows from (41):

KerL2 ⊆ WL
0 .(42)
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Suppose the claim proved fori. We are left with showing that

η KerL2 ∩WL
−i−1 = η KerL2 ∩WL

−i ∩
(
ηi+1 KerLi+1

2i+2

)⊥
.(43)

The inclusion “⊆” follows at once from (41) and self-duality:ηi+1 KerLi+1
2i+2 ⊆ WL

i =
(WL

−i−1)
⊥. The other inclusion follows from the nondegeneracy of the formsSηL

i+2,i, as we now
show.

Let α = ηλ ∈ η KerL2 ∩WL
−i.

CLAIM 1. – λ ∈ WL
−i.

We haveλ ∈ WL
0 . By way of contradiction, assume thatλ ∈ WL

−i′ , for some−i < −i′ � 0.
Sinceηλ ∈WL

−i, we haveηλ ∈Hn
�−i(X) and we would have that the map

η :Grη
2GrL

−i′ = Hn−2
−i′−2(X) →Grη

0GrL
−i′ = Hn

−i′

is not injective, contradicting Proposition 5.2.4, i.e. the injectivity ofη for i � −1.

CLAIM 2. –There existsλ′ ∈ W η
2i+2 ∩WL

i = Hn−2−2i
�−2−i (X) such thatλ = Liλ′.

We have thatLk :GrL
k �GrL

−k for everyk � 0. Using the casek = i we may write

λ = Liλ1 + τ1, λ1 ∈Hn−2−2i
�−2−i (X), τ1 ∈ Hn−2

�−2−i−1(X).

Replacingλ with τ1, k = i with k = i + 1 and iterating we get

λ = Li

j∑
t=1

Lt−1λt + τj , Lt−1λt ∈Hn−2−2i
�−2−i (X), τj ∈Hn−2

�−2−i−j(X).

Claim 2 follows by takingj � 0.
SinceL2λ = 0, we haveLi+1

2i+2λ
′ = 0. So far, we have proved that

if α ∈ η KerL∩WL
−i, thenα = ηLi

2i+2λ
′ with Li+1

2i+2λ
′ = 0.

Let β ∈ ηi+1 KerLi+1
2i+2. By (41), β = ηi+1β′, for someβ′ ∈ KerLi+1

2i+2 ⊆ WL
i . By the very

definition (30) of the formsSηL it follows that, denoting by the same symbol an element in s
H∗

�∗ and the corresponding class inH∗
∗ (X),

SηL
ij (λ′, β′) = S

(
ηLiλ′, ηi+1β′) = S(α,β).

Finally, let us assume thatα ∈ η KerL2 ∩WL
−i ∩ (ηi+1 KerLi+1

2i+2)
⊥. This impliesS(α,β) = 0.

By the Generalized Hodge–Riemann Bilinear Relations 2.1.8, the restriction of the formSηL
i+2,i

to KerLi+1 ⊆ Hn−2i−2
−i−2 (X) is nondegenerate. It follows that the class ofλ′ in Hn−2i−2

−i−2 (X) is
zero, i.e.λ′ ∈WL

i−1. Sinceη respects the filtrationWL while L shifts it by−2, we conclude tha
α = ηLiλ′ ∈WL

−i−1. We have proved the remaining inclusion.�
LEMMA 5.4.2. – Λ = KerL0 ∩ (

⋂
i�1(η

i KerLi
2i)

⊥) ⊆ Hn
�0(X) and there is the orthogona

direct sum decomposition:

KerL0 = Λ⊕ η KerL2.
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Proof. –We show that

Λε ⊆
⋂
i�1

(
ηi KerLi

2i

)⊥
.

It is enough to show thatΛε ⊆ (ηi KerLi
2i)

⊥, for everyi � 1. Letuε ∈Λε, i.e.ηuε = −ε−1Luε.
We haveηiuε = (−ε−1)iLiuε. Letλ ∈Hn−2i(X) be such thatLiλ = 0. We have

∫
X

uε∧ηiλ =
(−1

ε )i
∫

X
uε ∧Liλ = 0. The wanted inclusion follows andΛ ⊆

⋂
i�1(η

i KerLi
2i)

⊥.
We show thatΛ ⊆ KerL0: if Λ � u = limε→0 uε, with uε ∈ Λε, thenLu = limε→0 Luε =

limε→0(−εηuε) = 0.
It follows thatΛ⊆ KerL0 ∩ (∩i�1(ηi KerLi

2i)
⊥).

By Lemma 5.4.1,
⋂

i�1(η
i KerLi

2i)
⊥ ∩ η KerL2 = {0} and thereforeΛ ∩ η KerL2 = {0}.

By counting dimensions, the internal direct sumΛ ⊕ η KerL2 = KerL0. On the other hand
we also have an internal direct sum(KerL0 ∩ (

⋂
i�1(η

i KerLi
2i)

⊥))⊕ η KerL2 ⊆ KerL0 and
this implies that the inclusionΛ ⊆ KerL0 ∩ (

⋂
i�1(η

i KerLi
2i)

⊥) is in fact an equality. The
orthogonality of the decomposition is immediate.�

The form SηL
00 is nondegenerate on each direct summand of the(η,L)-decomposition for

Hn
0 (X). In particular, it is so onP 0

0 .

LEMMA 5.4.3. – The form(−1)nSηL
00 defines a polarization ofΛ0 := Λ/(Λ∩Hn

�−1(X)).

Proof. –By the classical Hard Lefschetz Theorem, the Poincaré pairing multiplie

(−1)
n(n+1)

2 is a polarization ofΛε for everyε > 0. In particular, the form(−1)nS(−,C(−))
is semipositive definite when restricted toΛ.

It follows that(−1)nSηL
00 (−,C(−)), being semipositive definite and nondegenerate onP 0

0 , is
in fact positive definite, i.e.(−1)nSηL

00 is a polarization ofP 0
0 . �

LEMMA 5.4.4. – We have an orthogonal direct sum decomposition:

KerL0/
(
KerL0 ∩Hn

�−1(X)
)

= Λ0 ⊕
(
η KerL2/η KerL2 ∩Hn

�−1(X)
)
.

Proof. –The statement follows from the following elementary fact: ifV is a vector space wit
a bilinear form andV1 ⊆ V is its radical, an orthogonal direct sum decomposition

V = U1 ⊕U2

induces an orthogonal direct sum decomposition

V/V1 = U1/(V1 ∩U1)⊕U2/(V1 ∩U2)

and the bilinear form is nondegenerate on the two summands. We apply this toV = KerL0,
V1 = KerL0 ∩Hn

�−1(X), U1 = Λ andU2 = η KerL2. �
We now conclude the proof of the Polarization Theorem 2.1.8 forP 0

0 :

Proof of Theorem 2.1.8. –SinceP 0
0 ⊆ Kerη, we have an inclusion of Hodge structures

P 0
0 ⊆ (η KerL2)⊥/(η KerL2)⊥ ∩Hn

�−1(X) = Λ0

which, in view of Lemma 5.4.3 and Remark 3.1.1, are polarized by(−1)nSηL
00 (−,C(−)). �
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6. The Semisimplicity Theorem 2.1.1(c) forpH0(f∗QX [n])

The set-up is as in 2.1 and we assume that 2.6.2 holds. Recall Remark 2.6.3.
In this section we prove thatpH0(f∗QX [n]) is semisimple, i.e. we establish the remain

casei = 0 of Theorem 2.1.1(c) forf . Along the way we also prove the Generalized Grau
Contractibility Criterion 2.1.9 and the Refined Intersection Form Theorem 2.1.10, thus p
all the results in 2.1.

6.1. The induction on the strata: reduction toS0

We introduce the stratification with which we work. LetK ∈Ob(D(X)). The typical example
will be K = QX [n]. We fix once and for allX andY finite algebraic Whitney stratification
for f such thatK is X-cc. By 3.3 and 3.6,f∗K and all of its perverse cohomology complex
pHj(f∗K), ∀j ∈ Z, areY-cc.

We employ the notation in 3.2. Let0 � s � d. Denote by

Ss
αs−→ Us

βs←− Us+1

the corresponding closed and open embeddings.
The stratificationY induces a stratificationYUs on Us and the trivial one,YSs , on Ss. The

mapsαs andβs are stratified with respect to these stratifications.
Let K ′ beY-cc, e.g.K ′ = f∗K or K ′ = pHj(f∗K), l ∈ Z. Thenα∗

sK
′ is YSs -cc andβ∗

sK ′

is YUs+1 -cc.
Let K ′ ∈ Ob(D(Us)) be YUs -cc. By 3.3, all terms of the triangleαs!α

!
sK

′ → K ′ →
βs∗β

∗
sK ′ [1]−→ areYUs -cc and the maps induced at the level of cohomology sheaves are,

restricted to the strataSl, l � s, maps of local systems.
Let n := dimX , m := dimf(X). The stratumSm has a unique connected componentSf

contained in the open subset off(X) over whichf is smooth.
Clearly, all the complexes we shall be interested in have support contained inf(X). In

addition, depending on whether they are defined onY , Us or Ss, they are eitherY-cc, YUs -
cc, orYSs -cc.

Remark6.1.1. – By the condition of (co)support in 3.6, we have

pHj
(
f∗QX [n]

)
|Us

� τ�−mτ�−s
pHj

(
f∗QX [n]

)
|Us

, ∀0 � s � m.

The sheafH−s(pHj(f∗QX [n])|Us
) is a local system onSs.

Let fs :U ′
s := f−1(Us)→ Us be the corresponding maps. Note thatU ′

s = ∅, ∀s > m. We have
natural restriction isomorphisms

pHj
(
f∗QX [n]|Us

)
� pHj

(
fs∗QU ′

s
[n]

)
.

Recall that, ifP ∈ Perv(Us+1), thenβs!∗P � τ�−s−1P ∈ Perv(Us) (cf. 3.8.1).
In this set-up, Deligne’s Theorem [9] can be re-formulated in terms of the existence

isomorphism

fm∗QU ′
m

[n]�
⊕

j

pHj
(
fm∗QU ′

m
[n]

)
[−j]

where pHj(fm∗QU ′
m

[n]) is supported, as a complex onUm, precisely onSf and is there
isomorphic to(Rn−m+jfm∗Qf−1(Sf ))[m].
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Remark6.1.2. – The local systemsRn−m+jfm∗QU ′
m

on Sf are semisimple by Delign
Semisimplicity Theorem 3.1.4. In particular, the complexespHj(fm∗QU ′

m
[n]) are semisimple

in Perv(Um).

The following Lemma essentially reduces the proof of the missing part of the Decompo
Theorem to the local criterion of Lemma 6.1.3(b). To prove that the local criterion is me
reduce it to a global property of projective maps, Lemma 5.4.3.

LEMMA 6.1.3. –
(a) For every(j, s) 	= (0,0) we have a canonical isomorphism inPerv(Us):

pHj
(
f∗QX [n]

)
|Us

� βs∗!
(
pHj

(
f∗QX [n]

)
|Us+1

)
⊕H−s

(
pHj

(
f∗QX [n]

)
|Us

)
[s],

where the projection to the first summand is the(unique) lifting of truncation and the
projection to the second stems from truncation(cf. 6.1.1).

(b) For (j, s) = (0,0)

pH0
(
f∗QX [n]

)
� β0∗!

(
pH0

(
f∗QX [n]

)
|U1

)
⊕H0

(
pH0

(
f∗QX [n]

))
[0]

if and only if the natural map of dual skyscraper sheaves(cf. 3.5.2)

H0
(
α0!α0

!pH0
(
f∗QX [n]

))
→ α0∗α0

∗H0
(
pH0

(
f∗QX [n]

))
is an isomorphism.

Proof. –(a) The perverse sheafpHj(f∗QX [n]) is semisimple forj 	= 0 by Theorem 2.1.1(c
for f . We apply the Splitting Criterion 4.1.3 whose hypotheses are met in view of Remark

Let j = 0. pH0(f∗QX [n]) is self-dual by Poincaré–Verdier duality. By Remark 4.1.2, i
enough to check that the Splitting Criterion 4.1.3 holds for1 � s � m. In the cases = m,
pH0(f∗QX [n])|Um

is a shifted local system and there is nothing to prove. Let1 � s � m − 1.
Let Ys ⊆ Y be the complete intersection ofs hyperplane sections chosen so that (1) it me
everyconnected component of the pure and positive dimensionalS transversally at a finite
set T and (2) Xs := f−1(Ys) is a nonsingular variety (cf. 3.2.2). We obtain a projec
morphismfs :Xs → Ys. We havedimX > dimXs and we can apply our inductive hypothes
Theorem 2.1.1(b) and (c) hold andpH0(fs∗QXs [n − s]) is semisimple. By Lemma 4.3.8
pH0(fs∗QXs [n− s])� pH0(f∗QX [n])|Ys

[−s].
The semisimplicity ofpH0(fs∗QXs [n− s]) implies, via Remark 4.1.2, that the conditions

the splitting criterion forpH0(fs∗QXs [n− s]) of Lemma 4.1.3 are met at every point ofT which
is a subset of the set of zero-dimensional strata forfs.

By the second part of Lemma 3.5.3, we have that the splitting condition forpH0(f∗QX [n])|Us

is met as well.
(b) Since we have the result forU1, the statement is a mere re-formulation of Lemma 4.1.3.�

6.2. The local systemH−s(α!
s
pH0(f∗QX [n])) on Ss

LEMMA 6.2.1. – LetZ be an affine algebraic variety,Q ∈ D�0(Z), i.e.dimsupp(Hi(Q)) �
−i. Letα :Σ → Y be the closed embedding of the possibly empty support ofH0(Q).

Then the natural restriction map below is surjective

H0(Z,Q)→ H0(Z,α∗α
∗Q).
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Proof. –We have the two spectral sequencesEpq
2 (Q) = Hp(Z,Hq(Q)) =⇒ Hp+q(Z,Q),

Epq
2 (α∗α

∗Q) = Hp(Z,Hq(α∗α
∗Q)) ⇒ Hp+q(Z,α∗α

∗Q). The natural adjunction mapa :Q →
α∗α

∗Q induces a map of spectral sequencesEr(Q) →Er(α∗α
∗Q).

Note thatdimΣ � 0. The assumptions onQ imply that Epq
2 (α∗α

∗Q) = 0 if either p 	= 0,
or q > 0 so thatE2(α∗α

∗Q) = E∞(α∗α
∗Q). In particular,H0(Z,α∗α

∗Q) = E00
∞(α∗α

∗Q) =
E00

2 (α∗α
∗Q).

SinceQ ∈ D�0(Z), Q is Z-cc with respect to some stratificationZ of Z, suppHq(Q) is
a closed affine subset ofZ of dimension at most−q. The theorem on the cohomologic
dimension of affine sets with respect to constructible sheaves, [21, Theorem 10.3.8], i
thatEpq

2 (Q) = 0 for everyp + q > 0.
We haveEpq

2 (Q) = Epq
∞(Q) = 0 if eitherp < 0 or p + q > 0.

It follows that we have the surjection

H0(Z,Q)→ E00
∞(Q) = E00

∞(α∗α
∗Q) = H0(Z,α∗α

∗Q). �
In what follows, by the conditions of support for perverse sheaves,suppH0(pHb(f∗QX [n]))

is either empty, or a finite set of points. In the first case, Proposition 6.2.2 is trivial.

PROPOSITION 6.2.2. – Let b ∈ Z andα be the closed embedding intoX of the zero-dimen
sional setsuppH0(pHb(f∗QX [n])) = {y1, . . . , yr}. The restriction map

Hn+b
b (X) = H0

(
Y, pHb

(
f∗QX [n]

))
→ H0

(
Y,α∗α

∗pHb
(
f∗QX [n]

))
=

⊕
i=1,...,r

Hn+b
b

(
f−1(yi)

)

is surjective. Dually, the cycle map below is injective

⊕
i=1,...,r

HBM
n+b,−b

(
f−1(yi)

)
→ Hn−b

−b (X).

Proof. –Let U ⊆ Y be an affine open set such thatsuppH0(pHb(f∗QX [n])) ⊆ U and
U ′ := f−1(U). Consider the commutative diagram

Hn+b(X) A
Hn+b(U ′) B

Hn+b(f−1(y))

Hn+b
�b (X)

p1

A�b

Hn+b
�b (U ′)

p2

B�b

Hn+b
�b (f−1(y))

p3

Hn+b
b (X)

Ab

ϕ
�

Hn+b
b (U ′)

Bb

ϕ
�

Hn+b
b (f−1(y))

ϕ
�

H0(Y, pHb(f∗QX [n])) H0(U, pHb(f∗QX [n])) H0(α∗α
∗pHb(f∗QX [n]))

where the vertical maps pointing up are the natural injections, the quotient mapspi are surjective
and the vertical maps on the bottom row are the identifications of Remark 4.3.4. In vi
the existing splittingϕ, the mapsA andB are strict with respect to the perverse filtrations
Hn+b(X), Hn+b(U) and the induced filtration onHn+b(f−1(y)) (cf. 4.3.6).
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By Lemma 6.2.1,Bb is surjective. This implies thatBb ◦ p2 = p3 ◦B�b is surjective.
By Deligne’s Theory of Mixed Hodge Structures, [12, Proposition 8.2.6],ImB ◦ A = ImB.

By the strictness with respect to the perverse and to the induced filtration, we infe
ImB�b ◦A�b = ImB�b

It follows thatp3 ◦ B�b ◦ A�b = (Bb ◦ Ab) ◦ p1 is surjective and so isBb ◦ Ab, i.e. we have
proved the wanted surjectivity.�
6.3. pH0(f∗QX [n]) is a direct sum of intersection cohomology complexes

In this section we prove Proposition 6.3.2, i.e. an important step towards the sem
plicity of pH0(f∗QX [n]). A key ingredient is the Generalized Grauert Contractibility Cr
rion 2.1.9, which is concerned with the Hodge-theoretic properties of the refined inters
form HBM

n−b,b(f
−1(y)) → Hn+b

b (f−1(y)) introduced in 3.4. Together with Lemma 4.3.6, Th
orem 2.1.9 gives complete information on the structure of the refined intersection form
fibers off .

Proof of the Generalized Grauert Contractibility Criterion 2.1.9. –The injectivity fol-
lows from the second statement in Proposition 6.2.2. Ify /∈ suppH0(pHb(f∗QX [n])), then
HBM

n−b,b(f
−1(y)) = 0 and the injectivity statement is trivial.

The inclusion inKerL follows from the fact that one can find a hyperplane section oY
avoidingy.

The class mapcl :HBM
n−b(f

−1(y)) → Hn+b(X) is a map of mixed Hodge structures so t
the imageIm(cl) ⊆ Hn+b(X) is a pure Hodge sub-structure. By Lemma 4.3.6, the class m
filtered andHBM

n−b(f
−1(y)) = HBM

n−b,�b(f
−1(y)).

It follows that the projection,Im(clb), of Im(cl) to Hn+b
b (X) is a pure Hodge sub-structure

The compatibility with the direct sum decomposition given by Theorem 2.1.1(a) and
follows from the additivity ofα!α

!, whereα :y → Y .
By the Generalized Hodge–Riemann Bilinear Relations 2.1.8, the direct summands ofIm(clb)

are SηL
−b0-orthogonal. SinceIm(clb) is a Hodge sub-structure ofHn+b

b (X), the form SηL
−b0

induces a polarization on each direct summand (cf. 3.1.1).�
The proof of Proposition 6.3.2 requires only the caseb = 0 of Theorem 2.1.9. Consider th

natural adjunction map

A :α!α
!pH0

(
f∗QX [n]

)
→ pH0

(
f∗QX [n]

)
.

PROPOSITION 6.3.1. – The map

H0(A)y :H0
(
α!α

!pH0
(
f∗QX [n]

))
y
→H0

(
pH0

(
f∗QX [n]

))
y

is an isomorphism.

Proof. –Since the domain and the target have the same rank, it is enough to show inje
Let

A′ :α!α
!pH0

(
f∗ωX [−n]

)
→ pH0

(
f∗ωX [−n]

)
be the natural adjunction map. In view of Remark 3.4.2, the statement to be proved is equ
to the analogous statement for the mapH0(A′)y . Consider the composition

I :α!α
!pH0

(
f∗ωX [−n]

)
→ pH0

(
f∗ωX [−n]

)
� pH0

(
f∗QX [n]

)
→ α∗α

∗pH0
(
f∗QX [n]

)
.
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By the self-duality ofI , the domain and target ofH0(A′)y have the same rank. The linear m
H0(I)y is the refined intersection formHBM

n,0 (f−1(y) → Hn
0 (f−1(y)) which is an isomorphism

by Theorem 2.1.9. This implies thatH0(A′)y is injective and hence an isomorphism.�
PROPOSITION 6.3.2. – There are canonical isomorphisms inPerv(Y ) for everyb:

pHb
(
f∗QX [n]

)
�

dimY⊕
l=0

ICSl

(
α∗

l H−l
(
pHb

(
f∗QX [n]

)))
.

Proof. –It follows from Lemma 6.1.3 and Proposition 6.3.1.�
Proof of the Refined Intersection Form Theorem 2.1.10. –By Lemma 4.3.6 we only need t

deal with the casea = b. In this case, by 4.1.3, the nondegeneracy of the refined intersection
in question is precisely the obstruction to the splitting ofpHb(f∗QX [n]) so that the statemen
follows from Proposition 6.3.2. �
6.4. The semisimplicity ofpH0(f∗QX [n])

The goal of this section is to prove Theorem 6.4.2. The local systems in question do not s
arise as the ones associated with the cohomology of the fibers of a smooth map, so that D
semisimplicity result 3.1.4 does not apply directly. The idea of the proof is to use hype
sections onY to find a smooth projective familyXT → T of (n− s)-dimensional varieties ove
a Zariski-dense open subsetT of Ss in a way that allows to use Proposition 6.2.2 to infer th
overT , the local systemHn−s

0 (Xt) maps surjectively onto the local systemHn−s
0 (f−1(t)). The

left-hand side is semisimple by Deligne’s Semisimplicity Theorem 3.1.4. It follows that so
right-hand side. On the other hand, the latter is the restriction ofH−s(α∗

s
pH0(f∗QX [n])) to T

and the semisimplicity overSs follows (cf. 3.1.3).
We need a relative version of Proposition 6.2.2.

LEMMA 6.4.1. – Let

X Φ

F

Y
π

T

θ

be projective maps of quasi-projective varieties such that:
(1) X is nonsingular of dimensionn, T is nonsingular of dimensions;
(2) F := π ◦Φ is surjective and smooth of relative dimensionn− s;
(3) the mapΦ is stratified in the sense of Theorem3.2.3and the strata ofY map smoothly

and surjectively ontoT ;
(4) θ is a section ofπ, i.e.π ◦ θ = IdT andθ(T ) is a stratum ofY ;
(5) there is an isomorphismΦ∗QX [n]�

⊕
l
pHl(Φ∗QX [n])[−l].

Then there is a surjective map of local systems onT :

σ :Rn−sF∗QX →H−s
(
θ∗pH0

(
Φ∗QX [n]

))
.

In particular, the local systemH−s(θ∗pH0(Φ∗QX [n])) onT is semisimple.
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Proof. –By assumption (3), the sheaves in question are indeed local systems onT . The closed
embeddingi : t→ T of a point inT induces the following diagram with Cartesian squares:

Xt
Φt

J

Yt
πt

j

t
θt

i

X
Φ Y π

T
θ

There is the commutative diagram

π∗Φ∗QX [n] a ⊕
l θ

∗pHl(Φ∗QX [n])[−l] b
θ∗pH0(Φ∗QX [n])

i∗i
∗π∗Φ∗QX [n]

�

i∗i
∗ ⊕

l θ
∗pHl(Φ∗QX [n])[−l]

�

i∗i
∗θ∗pH0(Φ∗QX [n])

�

i∗πt∗Φt∗QXt [n− s][s]

=

i∗
⊕

l θ
∗
t j∗pHl(Φ∗QX [n])[−l]

�

i∗θ
∗
t j∗pH0(Φ∗QX [n])

�

i∗πt∗Φt∗QXt [n− s][s] i∗
⊕

l θ
∗
t

pHl(Φt∗QXt [n− s][s])[−l] i∗θ
∗
t

pH0(Φt∗QXt [n− s])[s]

which is obtained as follows. The first row: the first map is obtained by applyingπ∗ to the
adjunction map forθ and by using (4) and (5); the second map is the natural projec
The first column of maps, is the adjunction relative toi. The third row is obtained from
the second one using the usual base change relations:i∗π∗ � πt∗j

∗, j∗Φ∗ � Φt∗J
∗ and the

equality i∗θ∗ = θ∗t j∗. The commutativity of the bottom follows from Lemma 4.3.8 in vi
of the fact that the codimensions embeddingj :Yt → Y is transverse to all the strata ofY

by (3).
Keeping in mind (2), defineσ to beH−s(b ◦ a).
The mapσt at the level of stalks is identified to the analogous map on the bottom row w

reads asHn−s(Xt)→ Hn−s
0 (Φ−1

t (t)) and is surjective by Proposition 6.2.2.
We conclude by the Semisimplicity Theorem 3.1.4.�
The following theorem concludes the proof of the semisimplicity ofpH0(f∗QX [n]), for it

shows that every direct summand of it is an intersection cohomology complex associated
semisimple local system on some locally closed smooth subvariety.

THEOREM 6.4.2. – The local systemsH−s(α∗
s
pH0(f∗QX [n])) are semisimple.

Proof. –The statement is trivial fors = 0 ands > m = dimf(X). The cases = m follows by
Remark 6.1.2. We may assume that1 � s � m− 1. We shall reduce this case to Lemma 6.4.1

In view of Remark 3.1.3, it is enough to show semisimplicity over a Zariski-dense open s
T of every connected component ofSs.

Let P∨ = |A| � Pd′
be the very ample linear system onY associated withA, Π := (P∨)s,

d := sd′ = dimΠ. A point p ∈Π corresponds to ans-tuple(H1, . . . ,Hs) of hyperplanes inP.
Consider the universals-fold complete intersection familiesY := {(y, p) | y ∈

⋂s
j=1 Hj} ⊆

Y × Π andX := Y ×Y ×Π (X × Π) ⊆ X × Π. Note thatX is nonsingular and the gener
member of the familyX overΠ is nonsingular and connected by the Bertini Theorems; in
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the assumption1 � s � m − 1 implies dimf(X) � 2. However, the connectedness plays
essential role.

For every mapW → Y there is the commutative diagram with Cartesian squares

XW X X ×Π
p

f ′

X

f

YW Y Y ×Π
q

Y

W Y

The base-point-freeness of|A| implies thatYW → W is Zariski-locally trivial. Since the genera
complete intersection ofs hyperplanes meets thes-dimensionalS in a nonempty and finite se
the natural map

b :YS → Π

is dominant.
By Bertini Theorem for|L| (cf. 3.2.2), generic smoothness forX → Π, the algebraic Thom

Isotopy Lemmas (Theorem 3.2.3) and generic smoothness forY → Π, there is a Zariski-dens
open subsetΠ0 ⊆ Π such that:

(1) the surjective mapX →Π is smooth overΠ0;
(2) the complete intersectionsYs of s elements associated with the points ofΠ0 meet all strata

of Y transversally;
(3) the restriction ofh : Y → Π overΠ0 is stratified so that every stratum maps surjectiv

and smoothly toΠ0.
Sinceb is dominant,b−1Π0 is Zariski-dense and open inYS .
SinceYS → S is Zariski-locally trivial, there exists a Zariski-dense open subsetT ⊆ S such

thatYT → T admits a sectionµ :T →YT with the property thatµ(T ) ⊆ b−1Π0.
By shrinkingT , we may assume that the quasi-finite mapb ◦ µ :T → b(µ(T )) ⊆ Π0 ⊆ Π is

smooth, of relative dimension zero.
We have a commutative diagram with Cartesian squares

XT
p′

Φ

X
p′′

g

X

f

YT
q′

π

Y
q′′

h

Y

T
b◦µ

Π

The mapΦ inherits a stratification from the one ong by pull-back and all strata onYT map
surjectively and smoothly ontoT .

For everyt ∈ T , Yt := π−1(t) is a complete intersection ofs hyperplanes passing throug
t ∈ T ⊆ Y , meeting all the strata ofY transversally and such thatXt := (π ◦Φ)−1(t) is a smooth
projective variety of dimensionn− s. Note that the mapπ has a tautological sectionθ :T →YT

assigning tot ∈ T the same pointt ∈ Yt.
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We have a commutative diagram where the upper square is Cartesian:

XT
pX

Φ

X

f

YT
pY

π

Y

T
θ

αT

We have proved Theorem 2.1.1(b) forf so that f∗QX [n] �
⊕

l
pHl(f∗QX [n])[−l]. By

Lemma 4.3.8 and Remark 4.3.9, we have, via pull-back, analogous decompositions forg and
for Φ and an isomorphismp∗Y

pH0(f∗QX [n])) � pH0(Φ∗QXT
[n])).

We are now in the position to apply Lemma 6.4.1 to the diagramXT
Φ−→YT

π−→ T
θ−→YT

and deduce the semisimplicity of

H−s
(
θ∗pH0

(
Φ∗QXT

[n]
))

�H−s
(
θ∗p∗Y

pH0
(
f∗QX [n]

))
�H−s

(
α∗

T
pH0

(
f∗QX [n]

))
.

We conclude by 3.1.3 applied toT ⊆ S. �
7. The pure Hodge structure on Intersection Cohomology

In this section we prove the Purity Theorem 2.2.1 and the Hodge–Lefschetz Theore
Intersection Cohomology 2.2.3.

7.1. The Purity Theorem

Note that ifdimX = 1, then Theorem 2.2.1 holds trivially.

LEMMA 7.1.1. – If Theorem2.2.1 holds for every mapg :Z → Z ′ of projective varieties
Z nonsingular,dimZ < dimX , then it holds for every groupHj

i (X) (i, j) 	= (0, n).

Proof. –Fix i < 0. Let r :X1 → X be a nonsingular hyperplane section. Choose stratifica
for f andg which have in common the stratification ofY .

By the Weak-Lefschetz-type Proposition 4.7.6(i), the Semisimplicity Theorem 2.1.1(c
by the Hodge Structure Theorem 2.1.5 coupled with Remark 4.2.3, the restriction
r∗ :Hj

i (X) →Hj
i+1(X

1) is an injective map of pure Hodge structures.
By Remark 3.8.2, the restriction mapr∗ is a direct sum map

r∗ =
∑

r∗l,S :
⊕
l,S

Hj
i,l,S(X)→

⊕
l,S

Hj
i+1,l,S

(
X1

)
.

Let S̃ be a connected component of a stratumSl̃. The inductive hypothesis holds for the m
g := f ◦ r :X1 → Y . This implies that the natural projection map

π :
⊕
l,S

Hj
i+1,l,S

(
X1

)
→

⊕
l,S �=S̃

Hj
i+1,l,S

(
X1

)

is a map of pure Hodge structures and so is the compositionπ ◦ r∗.
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Clearly, Hj

i,l̃,S̃
(X) = Ker(π ◦ r∗) is then a Hodge sub-structure for everyj � 0 and every

i < 0.
The same argument as above, using Proposition 4.7.6(ii) and a cokernel instead of a

shows that anyHj

i,l̃,S̃
(X) is a Hodge sub-structure for everyj � 0 and everyi > 0.

Let i = 0. There are two cases left:j < n andj > n. They are handled in the same way
above, by first replacingX1 with X1 = f−1(Y1) the pre-image of a general hyperplane sec
onY , and then by using Proposition 4.7.7 instead of Proposition 4.7.6.�

Recall that the bilinear formSηL
00 on Hn

0 (X) is induced by the Poincaré pairing
∫

X
−∧−

onX ; see 5.2.4, (30) and (34).

LEMMA 7.1.2. –The direct sum decompositionHn
0 (X) =

⊕
S Hn

0,l,S(X) isSηL
00 -orthogonal.

Proof. –The duality isomorphismε :QX [n]� ωX [−n] induces the isomorphism

pH0
(
f∗QX [n]

) pH0(ε)
� D

(
pH0

(
f∗QX [n]

))
giving SηL

00 in hypercohomology. SettingL0,l,S := L0,l|S , this gives rise to an isomorphism

⊕
0,l,S

ICS(L0,l,S) �
⊕
0,l,S

ICS(L∨
0,l,S)

which is a direct sum map by Remark 3.8.2.�
LEMMA 7.1.3. – LetV be a pure Hodge structure of weightn. Ψ:V ⊗V → Q(−n) be a map

of pure Hodge structures which is nondegenerate as a bilinear form. Assume thatV = V1 ⊕ V2

with V1 ⊆ V a pure Hodge sub-structure and thatV1 ⊥Ψ V2.
ThenV2 ⊆ V is a pure Hodge sub-structure.

Proof. –The spaceV2 is the kernel of the compositionV → V ∨ → V ∨
1 . �

Proof of the Purity Theorem 2.2.1. –The proof is by induction ondimX .
The statement is trivial whendimX = 1, for f(X) is either a point or another curve and

either case there is only one direct summand.
Assume that we have proved the statement for every mapg :Z → Z ′ of projective varieties

with Z nonsingular anddimZ < dimX .
By Lemma 7.1.1 we are left with the case ofHn

0 (X).
Fix a connected componentS of anon-densestratumSl. Let LS := L0,l|S andy ∈ S.

CLAIM . – LS,y = Hn−l
0 (f−1(y)) = Hn−l

�0 (f−1(y)) is a weight-(n − l) pure Hodge sub

structure of the mixed Hodge structureHn−l(f−1(y)).

Proof. –The first equality is the definition ofLS (see Proposition 6.3.2). LetYl ⊆ be the inter-
section ofl sufficiently general hyperplane sections ofY throughy ∈ S andfl :Xl := f−1(Yl) →
Yl be the resulting map. Clearly,f−1

l (y) = f−1(y). The filtrations on the cohomology grou
Hn−l(f−1(y)) induced by the two mapsfl andf coincide by Lemma 4.3.8. The second equ
ity follows from Lemma 4.3.6 applied tofl. Theorem 2.1.9, applied tofl, gives the last stateme
of the claim. �

Let

ρ :ZS → Z ′
S := f−1(S)
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f

back is

and

.

be a proper surjective map, withZS nonsingular and projective and of dimensiondimZS =
dimZ ′

S < n. For example, a resolution of the singularities of the irreducible components oZ ′
S .

Note thatZS is not necessarily pure-dimensional.
Let Ssm ⊆ S be the Zariski-dense open set over whichf ◦ ρ is smooth.
By refining the stratification, we may assume thatSsm = S. In fact, the new strata inS \ Ssm

will not contribute any new direct summand toHn
0 (X).

Settingg := f ◦ ρ :ZS → Y , the map

ρ :g−1(y) → f−1(y)

is proper and surjective from a nonsingular space.

By Theorem 3.1.6, the mapHn−l(f−1(y))
ρ∗

→ Hn−l(g−1(y)) is such that

Kerρ∗ = Wn−l−1H
n−l

(
f−1(y)

)
.

SinceHn−l
�0 (f−1(y)) is of pure weightn− l,

Kerρ∗ ∩Hn−l
�0

(
f−1(y)

)
= {0}

so that

ρ∗| :Hn−l
�0

(
f−1(y)

)
→ Hn−l

(
g−1(y)

)
is injective. It follows that so is the map of local systems

LS →
(
Rn−lg∗QZS

)
|S .(44)

By Deligne’s Semisimplicity Theorem 3.1.4, this injection splits. Let

ZS =
∐
t�0

Zt
S

be the decomposition into pure-dimensional “components”.
By Remark 4.2.3 and the Hodge Structure Theorem 2.1.5, we get that the natural pull-

a map of pure Hodge structures:

ρ∗ :Hn
0 (X) →

⊕
0�t�n−1

Hn
n−t

(
Zt

S

)
.

Denote byπ :
⊕

0�t�n−1 Hn
n−t(Zt

S) → V the projection corresponding to the direct summ
associated with(Rn−sg∗QZS

)|S .
Sincet < n, we can apply the inductive hypothesis andπ is a map of pure Hodge structures
By (44),

Ker(π ◦ ρ∗) =
⊕

l′, S′ �=S

Hn
0,l′,S′(X) ⊆Hn

0 (X)

is a Hodge sub-structure.
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By Lemmas 7.1.2 and 7.1.3, we have that

Hn
0,l,S(X) ⊆ Hn

0 (X)

is a pure Hodge sub-structure for everynon-densestratumS. This implies immediately that s
is any direct sum over non-dense strata.

Applying the two lemmata again, we conclude that the contribution from the dense stra
also a pure Hodge sub-structure.�
7.2. The Hodge–Lefschetz Theorem

We need the following

LEMMA 7.2.1. – Let

X̂
r

f̂

X

f

Y

be such thatf̂ and f are resolutions andr is proper and surjective. LetY = �Sl be a
stratification ofY part of stratifications forf̂ and for f . Let y ∈ S be the choice of a poin
on a connected component of a stratum. We have the diagram

Hn−l(f−1(y)) r∗

Hn−l(f̂−1(y))

Hn−l
�0 (f−1(y))

r∗
0

Hn−l
�0 (f̂−1(y))

Thenr∗0 is an injection of pure Hodge structures and we have a splitting injection of local sys

Lf
0,l,S → Lf̂

0,l,S .

Proof. –Let

ẐS
ρ→ f̂−1(S)

be any projective and surjective map from a nonsingular space andθ := ẐS → S be the resulting
map.

We may assume, by refining the stratification if necessary, thatθ is smooth overS.
We have the commutative diagram

Hn−s
�0 (f−1(y))

r∗
0

ρ∗◦r∗

Hn−s
�0 (f̂−1(y))

ρ∗

Hn−s
�0 (θ−1(y))

whereρ∗ ◦ r∗ is injective by the same argument as in the proof of the Theorem 2.2.1.
It follows thatr∗0 is injective. The existence of a splitting comes from semisimplicity.�
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and to
Proof of Theorem 2.2.3(a). –There is a commutative diagram

Hn+j
0 (X)� IH n+j(Y )h ⊕

⊕
l �=dimY,S IH j(Y, ICS(Lh

0,l,S))

Hn+j
0 (X ′)� IH n+j(Y )f ′ ⊕

⊕
l �=dimY,S IH j(Y, ICS(Lf ′

0,l,S))

g′∗

where, by 3.8.2, the vertical map on the right is direct sum map of maps of pure Hodge stru
identifying the pure Hodge structure onIH (Y )h with the one onIH (Y )f̂ ′(Y ). �

Proof of Theorem 2.2.3(b). –By transversality, the complexr∗IC Y [−1] satisfies the condi
tions characterizingIC Y1 (cf. 3.8). The result follows from Proposition 4.7.7.�

Proof of Theorem 2.2.3(c). –Let f :X → Y be a projective resolution of the singulariti
of Y . By the Semisimplicity Theorem 2.1.1(c), the complexIC Y is a direct summand o
pH0(f∗QX [dimX]). By Remark 4.4.3, the cup product mapAj is a direct sum map. B
Theorem 2.1.4, recalling that we are identifyingLj with Aj , the mapAj is an isomorphism
on every direct summand, whence the Hard Lefschetz-type statement and its standard a
consequence, i.e. the primitive Lefschetz Decomposition.�

Proof of Theorem 2.2.3(d). –Since f is birational, (i) the complexespHi(f∗QX [n]) are
supported on proper closed algebraic subsets ofY for every i 	= 0 and (ii) IC Y is a direct
summand ofKerη =P0

η ⊆ pH0(f∗QX [dimX]) and is the only summand supported onY .
Let η be any ample line bundle onX . The result follows from the Generalized Hodg

Riemann Bilinear Relations 2.1.8, 2.2.3(a), Remark 3.1.1 and from the fact thatL acts
compatibly with any direct sum decomposition by Remark 4.4.3.�
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