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THE GEODESIC HYPOTHESIS AND NON-TOPOLOGICA
SOLITONS ON PSEUDO-RIEMANNIAN MANIFOLDS

BY DAVID M.A. STUART

ABSTRACT. – A class of solitary wave solutions to a semi-linear wave equation on a pseudo-Riemann
manifold is studied. A construction of solutions which concentrate on geodesics is given.

 2004 Elsevier SAS

RÉSUMÉ. – On étudie des ondes solitaires pour l’équation des ondes non linéaires sur une variété pse
riemannienne. On construit des solutions avec concentration sur une courbe géodésique.

 2004 Elsevier SAS

1. Statement of results

1.1. Introduction

The paper discusses a class of solutions,non-topological solitons, to the semi-linear wav
equation�gφ + m2φ = F(φ) whereφ is a complex function onM = R1+n and�g is the wave

operator onR1+n defined with respect to the pseudo-Riemannian metricg. In the flat case
wheng is the Minkowski metric, the non-topologicalsolitons are exact solutions of the for
eiωtfω(|x|) with fω positive; they are stable for certainω depending upon the nonlinearity. T
action of the Lorentz group gives solutions in which these solitons move along straight lin
the presence of a non-flat metric it is proved that in the stable case under the rescalingg → 1

ε2 g,
for ε small, there exist solutions in which the solitons move along time-like geodesics, up
error which is controlled in the energy norm for finite time. This result provides a mathem
justification of the geodesic hypothesis in general relativity for non-topological solitons with
given background metric. In a forthcoming article the analysis is extended to include the c
which the metric evolves according to the Einstein equation.

Non-topological solitons. To begin, we introduce a class of exact solutions to the semi-li
wave equation, on flat Minkowski spaceM = R

1+n, for a complex functionφ :R1+n → C,

∂2
t φ−∆φ + m2φ =F(φ).(W )

In the case whenF factors as

F(φ) = β
(
|φ|

)
φ, β :R → R, β(0) = 0(1.1)
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there is a special class of solitary wave type solutions, callednon-topological solitons, of the
form
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order
φ(t, x) = e fω(x)(1.2)

where (for appropriateω,β) fω is the unique positive radial solution of

−∆fω + (m2 − ω2)fω = β(fω)fω.(1.3)

Existence results for non-topological solitons (1.2) were developed in [18,2,3]. Uniqueness
the profile functionfω has been proved for certain nonlinearities in [13], based on ideas i
15] and others referenced therein. Forω2 < m2 the functionfω is exponentially decaying an
so the solutions (1.2) are spatially localised. This makes them an appropriate object of st
a mathematical analysis of the geodesic hypothesis, i.e. the problem of motion for parti
general relativity, as described in the next paragraph. In the Hamiltonian context solutions
type of (1.2), in which the time evolution is along an orbit of the action of the symmetry g
are known as relative equilibria.

The geodesic hypothesis. Action of the Lorentz group on (1.2) gives a family of solutio
to (W) representing solitons moving along straight linesx = ut; see Section 1.5 for precis
formulae. The main motivation for this paper is to understand what happens to these so
when a pseudo-Riemannian metricg is introduced ontoM. In this setting the equation (W
generalises to

�gφ + m2φ =F(φ), F(φ) = β
(
|φ|

)
φ.(W g)

(See (1.11) for the explicit form of�g .) Under the rescalingg → ε−2g the size of the soliton
scales toO(ε), and it is in this limit that a reduced description is possible. The equation beco

�gφ +
m2

ε2
φ =

1
ε2

β
(
|φ|

)
φ, F(φ) = β

(
|φ|

)
φ.(W ε−2g)

Corresponding to this scaling of the metric it is natural to introduce scaled Sobolev and Le
normsH1

ε andL2
ε by

‖u‖2
L2

ε
= ε−n

∫ ∣∣u(x)
∣∣2 dx,(1.4)

‖u‖2
H1

ε
=

∫
Σ

(
ε2−n

∣∣∇xu(x)
∣∣2 + ε−n

∣∣u(x)
∣∣2)dx.(1.5)

The main aim of this paper is to prove the following (stated here somewhat heuristically):

Given a time-like geodesicΓ there existt∗ > 0 and initial values(φ(0), ∂tφ(0)) ∈ H1
ε × L2

ε

such that forε sufficiently small(φ,∂tφ) the solution to the corresponding Cauchy probl

for (W ε−2g) is close in normC([0, t∗];H1
ε × L2

ε) to a non-topological soliton centred onΓ.
The timet∗ > 0 is independent ofε asε → 0.

Precise statements of the results are given in Sections 1.3, 1.6 and 1.7. In physical te
meaning of the phrase “non-topological soliton centred onΓ” is approximately as follows: in a
local co-ordinate system corresponding to the reference frame of an observer moving aΓ,
with the proper time taken as time-like co-ordinate, the solution looks like (1.2) to highest
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(see Appendix A.11). A more precise formulation in mathematical terms is given in Section 1.3
using the co-ordinate system adapted to a foliation by space-like hypersurfaces. The difficulty of
the problem arises from the need to obtain estimates on a fixed time interval[0, t∗], uniform in
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ε, for solutions of the singular equation(W ε−2g) with initial data having singular behaviour
ε → 0. Under rescaling this becomes a question of obtaining large (finite) time stability esti
for solutions in the presence of a slowly varying metric.

In general relativity the gravitational field is described by a pseudo-Riemannian metricM.

A study of soliton solutions in(W ε−2g) thus corresponds to an investigation of the effect
fixed gravitational field on the soliton. The soliton is strongly localised in space, and may
thought of as “particle-like”. The expectation that the soliton moves along a time-like geodes
in the limit in which its size is small compared to scales over which the metric varies, is nat
view of the principle of equivalence [26,14], and is sometimes known as thegeodesic hypothesi.
Thus the results of this paper give a rigorous validation of this hypothesis for the case of a
background metric (depending upon space and time).

So farg has been a fixed background metric, corresponding to the notion of an exter
applied, gravitational field. In the general theory of relativity the metricg becomes a dynamica
variable itself and evolves according to the Einstein equation:

Rµν(g )− 1
2
R(g )g

µν
= Tµν(φ, g ).(1.6)

HereRµν(g ) is the Ricci curvature of the metricg and its traceR(g ) is the scalar curvature. I
the right sideTµν is the stress-energy tensor; its preciseform need not be given here. The Einst
equation is to be solved in conjunction with (Wg): together they form a quasilinear system wh
is essentially hyperbolic (modulo the usual provisoregarding gauge invariance.) In this situat
it is to be expected that the geodesic hypothesis is still valid as long as the amplitude of the solit
is sufficiently small that its effect on the metricg can be treated perturbatively. (This assump
is in addition to the one already introduced that the size of the soliton is small compared to oth
length scales in the problem.) Analogous results to those proved here for the Einstein-sem
wave system comprising (Wg) and (1.6) will be presented in [21]; see the announcement
A more extended introduction to the problem is given in the announcement [22].

Stability. Relation to other work. Stability of solitary waves in Hamiltonian systems su
as (1.2) has been discussed in [16,17,7,8]. In particular explicit conditions onω for stability in
the radially symmetric case were given in [16,17] for the caseβ(|φ|) = |φ|p−1. The articles [7,
8] present a very general framework for stability analysis of this type of solution in in
dimensional Hamiltonian systems. The present article extends techniques introduced in
treat stability for (1.2) in a modulational fashion, i.e. to compute explicitly how the variou
parameters of the soliton evolve. This methodgives somewhat stronger stability results for
flat space case than those obtained previously, and also generalises to allow a study of sol
solutions in the pseudo-Riemannian case, as carried out in this paper. The principal new
in [23] is the use of symplectic structure tounderstand stability criteria at a linear level and
study modulation theory on a symplectic submanifold rather than just on the group orb
Section 1.5 for a discussion). A similar analysis for the corresponding solutions to the non
Schrödinger equation was given in [28] at the linearised level. The nonlinear wave equatio
has additional complications arising in particular from the fact that the solutions (1.2) ar
stable forω lying in a certain intervalI (see (1.35)). In the linear analysis this stability criter
arises from an interaction of the symplectic structure with the spectral analysis as described i
Section 1.5.
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Apart from [20] the most closely related work to this appears to be [4,9] in which the motion
of solitons in the non-linear Schrödinger equation
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ε2

2
∆φ− V (x)φ + |φ|2σφ = 0

is studied in the semi-classical limitε → 0. It is shown that the classical limit, i.e. the Hamiltoni
flow determined by the HamiltonianH = P 2/2+V (x), governs the soliton motion in this limi
Much shorter proofs are possible in the nonlinear Schrödinger case: one reason for this
to be that the Galilean symmetry allows the estimates to be carried out in a frame in wh
soliton is at rest. This does not seem to work in the present relativistically invariant setti
the Lorentz transformations do not preserve thet = constant hyperplanes or the Hamiltonia
formulation. Another complicating factor here isof course the presence of variable coefficie
in the principal term.

Organisation of the paper. The remainder of the article is arranged as follows:
Section 1.2 conditions required on the background metric are introduced so that an in
statement of the theorem can be given (Theorem 1.1). Further discussion of the s
properties of non-topological solitons is given in Sections 1.4–1.7 before giving a more gene
statement valid for a larger class of nonlinearities in the main theorem (Theorem 1.7) w
proved in Section 2. In fact the main theorem refers to a rescaled problem in which the so
“blown-up” to have size ofO(1); the statement needs to be rescaled to give a result which im
Theorem 1.1, and this is finally done in Section 3. Some notation is summarised in Sect
while various technical facts, formulae and calculations are given in the appendices.

1.2. Assumptions on the metric

Assume that the space-time(M, g) is diffeomorphic to[0, t0]×Rn and admits a foliation into
space-like hypersurfaces which are the level sets of a time functiont:

M ≈ [0, t0]×Σ, Σ≈ R
n, Σt1 ≡ {t1} ×Σ = t−1(t1),(1.7)

where≈ means “is diffeomorphic to”. It is assumed that there exists a co-ordinate sy
(x0 = t, x1, . . . , xn), which will be fixed throughout this article, in which the metricg on M

is of the form

g
µν

dxµ dxν = −p2 dt2 + gij dxi dxj .(1.8)

Herep :M → R is called thelapsefunction, whilegij(t, x) is the metric induced onΣt from
g. Latin indices run from1, . . . , n and label the space-like co-ordinate functionsx1, . . . , xn

while Greek indices run from0 to n and label space-time co-ordinates. As usual the indu
inner product on the cotangent space ofΣt is represented by the inverse matrixgij(t, x) and the
boldface notationg = detgij will be used throughout for the integration density.

It will be assumed that the co-tangent bundles of the slicesΣt admit orthonormal frames, i.e
n mutually orthogonal one-forms{AI(t, x)}n

I=1 of unit length (a triad); upper case roman lett
I, J, . . . will be used to label these. Thus for eachx ∈Σt there exists an isometry

A(t, x) : TxΣ → R
n

V i∂i �→ AI
i (t, x)V i,

(1.9)
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whereRn is given the standard inner product

N∑
I I I

es, so
that

e

es

the
X · Y =
I=1

X Y = X YI .

(Using this inner product there is no need to distinguish between upper and lower indic
that whenI, J, . . . appear they may do so as either an upper or a lower index.) It follows∑n

I=1 AI
i A

I
j = gij so thatA can be thought of as a square root ofg.

The following hypotheses1 will be made: there exist positive numbersK0,K1,K2, . . . such
that
(M-1) p2, g are of classCs with all derivatives up tosth order bounded byK2

s .
(M-2) A andA−1 are of classCs with derivatives up tosth order bounded byKs.
(M-3) p2n andg = detgij are� 1/K2n

0 > 0 everywhere.2

In terms of the notation defined in Section 1.8 this hypothesis, fors = 2, means thatg ∈Met2,K2
0

andg ∈Met2,K2 .

Remark. – As regards specifying dependences ong andA of various functions which will be
introduced the convention will be adopted of only specifying explicitlyg, with dependence onA
then understood. In fact, since the co-ordinate system is fixed,A, thought of as a matrix, can b
taken to be the unique positive symmetric square root of the positive symmetric matrixg.

Time-like geodesicson (M, g) can be identified, via the foliation (1.7), with curv
t �→ (t, ξ(t)) ∈ M where the curvet �→ ξ(t) ∈ Σ is a solution of the equation

d

dt

(
γuk

q

)
+ γq,k +

γuiuj

2q
hij

,k = 0.(GEOg)

In this equation the velocity isuj = dξj

dt and q, h are metric coefficients evaluated along
curve:

q(t) = p
(
t, ξ(t)

)
, q,k(t) =

∂p

∂xk

(
t, ξ(t)

)
,

hij(t) = gij

(
t, ξ(t)

)
, hij

,k(t) =
∂gij

∂xk

(
t, ξ(t)

)
.

(1.10)

Sinceu∈ TξΣ the index is lowered withh:

uj(t) = hjk(t)uk(t).

The notationγ(t) is for the Lorentz contraction factor3

γ(t) = γ
(∣∣u(t)

∣∣
h
/q

)
whereγ(s) ≡ (1− s2)−1/2.

Thewave equation(Wg) on (M, g ) is:

∂t

(√
g

p
∂tφ

)
− ∂i(p

√
ggij∂jφ) + p

√
g
(
m2φ− β

(
|φ|

))
φ = 0.(1.11)

1 Although in this articles = 2 it is convenient to introduce explicitly constantsKs which control thesth order
derivatives in order to keep track of where differing levels ofsmoothness are required in different parts of the analysis.

2 The powers ofKs are just to ensure scale invariance of (M-1)–(M-3).
3 The time dependence ofq andh is suppressed here.
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1.3. Theorem regarding geodesic motion on (M, ε−2g ) (initial statement)

In this section a theorem will be stated which illustrates the type of result which will be
power
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in
proved later on in more generality in this paper. Consider, for simplicity, the case of pure
nonlinearity in three spatial dimensions(n = 3). Rescale the metricg → 1

ε2 g for ε small: in this
limit the solution (1.2) is exponentially localised in a region of sizeε, which is small compare
to length scales over which the metric varies. Under this scaling equation (1.11) becomes

∂t

(√
g

p
∂tφ

)
− ∂i

(
p
√

ggij∂jφ
)
+

1
ε2

p
√

g
(
m2φ− β

(
|φ|

))
φ = 0.(1.11ε)

In the following formulau(t), γ(t), q(t), h(t) are as in (1.10) andPt = Pu(t),h(t), Qt = Qu(t),h(t)

wherePu,h is the projection operator in the directionu relative to the inner producth, andQu,h is
its complement (see Appendix A.2 for explicit formulae). The following formula gives a fun
which represents a soliton (1.2) centred on the curvet �→ ξ(t):

φε
0(t, x)≡ fω

(
1
ε

∣∣γPt(x− ξ) + Qt(x− ξ)
∣∣
h

)

× exp

[
i

ε

( t∫
0

ωq

γ
dt′ + η − γ

q
〈x− ξ, u〉h

)]
(1.12)

whereγ = γ(|u|h/q), thet dependence ofu,h, q, ξ, γ being suppressed. For a givenC1 function
t �→ (ω, η, ξ, u) the functionφε

0 is alsoC1 and at fixed timet lies inH1(Rn).

Remark. – The formula forφε
0 is a quite natural generalisation of the exact solution obtaine

Lorentz transformation of the solutioneiωtfω(x) in the flat case (see Sections 1.5 and 2.1). Th
exists a local co-ordinate system(t̂, x̂) in a tube around the curve in whichφ0(t̂, x̂) ∼ eiωt̂fω(x̂)
(see Appendix A.11). This co-ordinate systemis the proper reference frame of an accelera
observer moving with the soliton [14, Section 13.6]. The formula is not co-ordinate invarian
to the presence of, for example, the expressionx − ξ. The exponential localisation off and its
derivatives means that up to a controlled error it would be possible to convertφε

0 into a more
invariant form by systematic use of the exponential mapping. However, this would comp
notation without changing the essential content of the results, so it seems better to fix a
of co-ordinates throughout in terms of which the metric is as in (1.8) and proceed as in (1.12)

It should be emphasized that so far (1.12) is just a definition: it is not known to be a so
to (1.11ε) except in the flat case. The next theoremsays essentially that under certain stabi
hypotheses ift �→ ξ(t) is a geodesic andε << 1 there does exist a solution to (1.11ε) close to
(1.12) in energy norm for a finite timeuniform inε.

THEOREM 1.1 (Geodesic motion on(M, ε−2g )). – Assumen = 3 and thatg is a metric on
M satisfying the conditions(M-1)–(M-3) in Section1.2 for s = 0,1,2 and letH1

ε , L2
ε be the

scaled spaces defined in(1.4)–(1.5). Let t �→ ξ(0)(t) ∈ Σ be a time-like geodesic as described
Section1.2and assume thatβ(|φ|) = |φ|p−1 with 2 � p < 1 + 4/n = 7/3. For ω(0) ∈ I, where
I is the non-empty interval defined in(1.35), there exist

(i) positive numbersc∗ > 0, t∗ ∈ (0, t0], ε∗ > 0,
(ii) a C1 function(ω, η, ξ, u)∈C1([0, t∗];R2 × TΣ),
(iii) and initial data(φε(0), φε

t (0)) ∈ H1
ε ×L2

ε,
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such that for all0 � t � t∗ and0 < ε < ε∗,

−2
∣∣ ∣∣ −2

∣∣ ∣∣ −1
∣∣ (0)

∣∣ −1

∣∣∣ dξ(0)
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he
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with
lying

ic
ε ω(t)−ω(0) + ε η(t)− η(0) + ε ξ(t)− ξ (t) + ε ∣u(t)−
dt ∣ � c∗.(1.13)

The corresponding solution to(1.11ε) satisfies, for all0 � t � t∗ and0 < ε < ε∗, the estimate∥∥φε(t, x)− φε
0(t, x)

∥∥
H1

ε
+ ε

∥∥∂t

(
φε(t, x)− φε

0(t, x)
)∥∥

L2
ε
� c∗ε(1.14)

with φε
0 as in (1.12). The theorem is also valid in arbitrary space dimension for the large c

of nonlinearitiesβ described in Section1.7.

Proof. –This is proved in Section 3 in a somewhat generalised form.�
Remarks. – (i) The norm in (1.14) is stronger than the energy normH1 × L2 sincen = 3.

Observe that the time interval is fixed for0 < ε < ε∗ while the solutions are singular, hence t
difficulty of the problem. Alternatively under the rescaling in Section 1.6 the result is turne
a type of (generalised) stabilitytheorem (with modulation) for solitons on large time interv
[0, t∗/ε], acted on by a slowly varying metricg(εt, εx). Indeed it will be more convenient t
carry out the proofs for the rescaled problem introduced in Section 1.6; this implies Theor
in a straightforward way (see Section 3).

(ii) The condition thatω(0) ∈ I is crucial, and ensures that the solution (1.2) at frequencyω(0)
is stable with respect to the equation (W) on flat Minkowski space. The upper bound onp ensures
the intervalI is non-empty, while the lower bound onp is imposed for regularity reasons. T
proof depends on a modulational approach to understanding the stability condition which wa
developed in [23] and is summarised in Section 1.5.

(iii) Also it is worth emphasizing that the behaviour described in the theorem is stable
respect to perturbation of the initial data in the sense that the theorem is valid for initial data
in a sufficiently small ball (with respect to the normH1

ε ×L2
ε): see Theorem 1.7.

1.4. First order formulation

The wave equation. In first order formulation (Wg) takes the form

∂φ

∂t
=

p
√

g
ψ,

∂ψ

∂t
= ∆p,gφ− p

√
g
(
m2φ− β

(
|φ|

)
φ
)
,

(NLWg)

where

∆p,gφ =
∂

∂xi

(
p
√

ggij ∂φ

∂xj

)
.(1.15)

Geodesics in terms of the cotangent space variables. It is also useful to write the geodes
equation in first order form: introduce a conjugate momentum variableπ ∈ T ∗

ξ Σ, whereT ∗
ξ Σ is

the cotangent space toΣ at ξ, defined by:4

πj = πj(u,h )≡ γ(|u|h/q)
q

uj (whereuj = hjkuk andh = −q2 dt2 + hij dxi dxj).(1.16)

4 The functionγ was defined just before (1.11).
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In terms ofπ the geodesic equation(GEOg) can be written as a first order system:

dξj qhjk

z
es (see

[23].
hich

gh the
ic is of

y
n
d

ark
dt
= √

1 + |π|2h
πk,

dπk

dt
= −

√
1 + |π|2hq,k −

qhjl
,k

2
√

1 + |π|2h
πjπl.

(1.17)

Under the assumptions (M-1)–(M-3) fors = 0,1,2 the right side of (1.17) is Lipschit
for π bounded which makes these variables more convenient for comparison purpos
Section 2.6).

1.5. Exact solutions on flat space and review of stability theory

The main objective of this section is to review the approach to stability theory given in
First it is necessary to give explicit formulae for the full set of solutions in flat space w
are obtained by applying the Poincaré group to (1.2); the final answer is (1.25). Althou
formulae are complicated they are simply obtained by first changing variables so the metr
the form (1.18) and then applying Lorentz transformations.

Existence. Consider the case of a flat space-timeM in which the functionsp, g defining the
metricg takeconstantvaluesq, h, thus defining a flat metric

h = −q2 dt2 + hij dxi dxj(1.18)

with, in the notation defined in Section 1.8,h ∈ MetK for someK > 0. Time-like curves inM
may be parametrised byt and writtent �→ (t, ξ(t)) with ξ ∈ Σ = Rn; the space-time velocit
is then the four-vector(1, u = dξ

dt ) with u ∈ TξΣ satisfying|u|h < q. In the flat case the actio
of the Poincaré group on (1.2) gives rise to a(2n + 2) dimensional family of solutions centre
along straight lines: the first two parameters are the frequencyω and a phase factorθ while the
remaining2n parameters are the centreξ ∈ Σ and the velocityu = dξ

dt ∈ TξΣ. Thus define the
parameter space

Oh ≡
{
λ = (ω, θ, ξ, u)∈ R

2 × TΣ: |ω|< m and|u|h < q
}
.(1.19)

Let λ = (ω, θ, ξ, u) ∈C1(R;OH) and introduce as in (1.9) an isomorphisn

BI
i :V i �→BI

i V i

between(TxΣ, h) andRn with the standard inner product, so that

hijBI
i BJ

j = δIJ .(1.20)

(In this caseBI
i is independent of(t, x) of course.) The convention introduced in the rem

following (M-3) will be extended here so that for quantities depending onh,B only the
dependence onh will be explicitly designated.

Now define

γ = γ(|u|h/q),(1.21)

ZI(t, x) = ZI(x;λ(t), h ) whereZI(x;λ,h ) ≡ BI
i

(
γPu,h(x− ξ) + Qu,h(x− ξ)

)i
,(1.22)
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Θ(t, x) = Θ(x;λ(t), h ) whereΘ(x;λ,h ) ≡ θ − ω

q
Z(x;λ,h ) · (Bu).(1.23)

Remark. – The function(x,λ,h ) �→Z (resp.Θ) is smooth toRn (resp.R) for h in anyMetK

r the
of
.18)).
ulae

e

re
(see Section 1.8) andλ ∈ Oh, x ∈ R
n. The way to understand these formulae is to conside

caseξ = ut andθ = ωqt/γ: in this case they are essentially the Lorentz transformationsx
andωt (apart from a linear transformation due to the non-standard form of the metric (1
With this said the next lemma, which follows from a straightforward calculation using form
in Appendix A.3, is not unexpected.

LEMMA 1.2. – Assume there is given
(i) a constant coefficient metrich = −q2 dt2 + hij dxi dxj ,
(ii) a functionfω which verifies(1.3),
(iii) a functionλ = (ω, θ, ξ, u) ∈C1(R;Oh ) which satisfies

dλ

dt
= V0(λ;h ) =

(
0,

ωq

γ
, u,0

)
.(1.24)

Then the pair of functions

φ(t, x) = φS(x;λ(t), h ) whereφS(x;λ,h )≡ fω(Z)eiΘ,

ψ(t, x) = ψS(x;λ(t), h ) where

ψS(x;λ,h ) ≡
(

iωγ
√

hfω(Z)− γ
√

h
q

(Bu) · ∇Zfω(Z)
)

eiΘ

(1.25)

with γ,Z,Θ as in(1.21)–(1.23), is a solution of(NLWh).

The space of soliton solutions is defined to be:

S ≡
(
φS(·;λ,h ), ψS(·;λ,h )

)
⊂ H1 ×L2(1.26)

for λ ∈ Oh. Hypotheses on the smoothness of the map(λ,h ) �→ (φS(·;λ,h ), ψS(·;λ,h ))
appropriate for this article are given in (R) in Section 1.7.

It is also useful to rewrite (1.24) in terms of the momentum variableπ which takes values in
the cotangent space (see Section 1.4). So for(ξ, u) ∈ TΣ and at timet let the momentum variabl
be given by

π = π
(
u,h(t)

)
∈ T ∗

ξ Σ
(
with h = g

(
t, ξ(t)

))
(1.27)

where the functionπ(u,h ) was defined in (1.16). Now introduce5

λ∗ = L(λ,h ) =Lh(λ) =
(
ω, θ, ξ,π(u,h )

)
∈ R

2 × T ∗Σ.(1.28)

(1.24) is equivalent to the following equation forλ∗:

dλ∗

dt
= V∗

0(λ
∗;h ) ≡

(
0,

ωq√
1 + |π|2h

,
hjkπk∂j√
1 + |π|2h

,0
)

(1.29)

5 The transformationLh :R2 × TΣ → R2 × T ∗Σ takingλ → Lh(λ) is clearly closely related to the Legend
transformationTΣ → T ∗Σ.
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(where∂j is the standard co-ordinate basis forTξΣ.) Thusλ∗ provides an alternative system of
co-ordinates for describing the solitons. The inverse of the mapλ �→ λ∗ = Lh(λ) will be written

t

ge

e (see

[16]
se; see

ach
f the
case in
λ = L−1(λ∗, h ) =L−1
h (λ∗).(1.30)

Lagrange multipliers and the augmented Hamiltonian. Let h be a constant coefficien
metric as in (1.18). It is useful to note, at the formal level, that(φS , ψS) is a critical point of

H(φ,ψ) =
1
2

∫
Rn

[
1√
h
|ψ|2 +

(
|∇φ|2h + m2|φ|2 −G(|φ|)

)√
h
]
q dx,(1.31)

whereG(τ) =
∫ τ

0
2sβ(s)ds, subject to the constraints thatΠ,Q be fixed, where

Πi(φ,ψ) =
∫ 〈

ψ,
∂φ

∂xi

〉
dx (momentum),(1.32)

Q(φ,ψ) =
∫
〈iψ,φ〉dx (charge).(1.33)

These are the conserved quantities deriving from translation and phase (S1) invariance on
account of Noether’s theorem. In this settingui andωq/γ emerge as the corresponding Lagran
multipliers and thus the pair(φS , ψS) is a critical point of the enlarged functional

F (φ,ψ;λ) = H(φ,ψ) + uiΠi(φ,ψ) +
ωq

γ
Q(φ,ψ).(1.34)

This quantity is called theaugmented Hamiltonian. The Hessian ofF at (φS(·, λ), ψS(·, λ)) is
an important quantity in the stability analysis and much studied in the Hamiltonian literatur
e.g. [12]).

Stability. The stability of the solutions just described depends in a crucial way onω. Define
thestability intervalto be:

I≡
{

ω: µω ≡ ∂

∂ω

(
−ω‖fω‖2

L2

)
> 0

}
.(1.35)

It follows from a simple scaling argument (see [16]) that whenβ(|φ|) = |φ|p−1, with
1 < p < 1 + 4

n ,

I =
{

ω:
1

1 + 4
p−1 − n

<
ω2

m2
< 1

}
(1.36)

while I is empty ifp lies outside this range. The condition in (1.35)–(1.36) first appeared in
and has been shown to be essentially equivalent to stability in the spherically symmetric ca
also [7,8,19] for general stability theorems for solitary waves. In [23] a modulational appro
to stability of (1.2) was developed which gives explicit information on the time evolution o
parameters, and is hence useful in situations which are dynamically non-trivial as is the
this paper. In the context of a flat space-time the following stability theorem was proved:

THEOREM 1.3 [23]. – Consider the Cauchy problem for(NLWh) with flat metric as in(1.18),
β(|φ|) = |φ|p−1, and initial values(φ(0, ·), ψ(0, ·)) ∈ H1 ×L2. Define

O
h
stab ≡

{
λ = (ω, θ, ξ, u)∈Oh andω ∈ I

}
.(1.37)
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Then for allλ0 ∈ Ostab there existsε∗ = ε∗(λ0) > 0 such that if

ε =
∥∥φ(0, ·)− φS(·;λ0, h )

∥∥
H1 +

∥∥ψ(0, ·)− ψS(·;λ0, h )
∥∥

L2 < ε∗(λ0)

tial

proved
s

otion.
seudo-
main

bility
e

the
ns

d

then there existλ∈ C1(R;Oh
stab), (φ,ψ) ∈ C(R;H1 ×L2) andc1 > 0 such that

sup
t∈R

(∥∥φ(t, ·)− φS

(
· ;λ(t), h

)∥∥
H1 +

∥∥ψ(t, ·)−ψS

(
· ;λ(t), h

)∥∥
L2

)
< c1ε.(1.38)

The curvet �→ λ(t) is the solution of an explicitly determined system of ordinary differen
equations and there existsc2 > 0 such that∣∣∂tλ−V0(λ;h )

∣∣ +
∣∣ω(t)− ω(0)

∣∣ +
∣∣u(t)− u(0)

∣∣ � c2ε.(1.39)

Even in the flat case this theorem generalises previous results in that stability is
without the assumption of radial symmetry and also for solitons moving at arbitrary velocitie
u. The main point, however, is to get explicit information on the curvet �→ λ(t) since it is the
corresponding set of ODE’s derived in Section 2.2 of this paper which implies geodesic m

Since the techniques used in this paper are a generalisation of those in [23] to the p
Riemannian case it is worth saying a few words about the proof of Theorem 1.3. The
point is to use the symplectic structure to explain at a linear level the origin of the sta
condition (1.35). This corresponds to a “symplectification” of the usual approach, in that th
2n + 2 parameters(ω, θ, ξ, u) which make upλ are allowed to modulate rather than just
translation and phase variables(θ, ξ) as in the standard approach. The set of soliton solutioS
turns out to be a localsymplecticsubmanifold in the stable case,a fact which is crucial to the
argument.

To see this clearly write the solution in the form

φ(t) = φS

(
x;λ(t), h(t)

)
+ φ̃(t), ψ(t) = ψS

(
x;λ(t), h(t)

)
+ ψ̃(t).(1.40)

The purpose is to determineλ(t) so that the error terms̃φ, ψ̃ can be estimated inH1 × L2

uniformly in time. This is achieved by using conservation laws forH,Q,Π in conjunction
with the following infinitesimal stability lemma. Let h be flat as in (1.18) and for fixe
λ = (ω, θ, ξ, u)∈ Oh consider the quadratic form

E(φ̃, ψ̃;λ,h ) =
1
2

∫ (
q√
h
|ψ̃|2 + q

√
h
(∣∣(∇x)iφ̃

∣∣2
h

+ m2|φ̃|2 − β
(
|φS |

)
|φ̃|2

)

− q
√

hβ′(|φS |
) 〈φS , φ̃〉2

|φS |
− 2ωq

γ
〈ψ̃, iφ̃〉+ 2ui

〈
(∇x)iφ̃, ψ̃

〉)
dx(1.41)

with φS = φS(x;λ,h ) defined as in (1.25). The significance of the quantityE is that it is the
Hessian of the augmented Hamiltonian defined above. Introduce the subspace:

Υλ,h ≡
{

(φ̃, ψ̃) ∈ H1 ×L2: Ω
(

(φ̃, ψ̃),
∂

∂λA
(φS , ψS)

)
= 0 for all A

}
(1.42)

whereΩ is the standard symplectic form for wave equations i.e.,

Ω :
(
L2(Σ;C)

)2 ×
(
L2(Σ;C)

)2 → R,

Ω
(
(φ̃, ψ̃), (φ′, ψ′)

)
=

∫ (
〈φ̃, ψ′〉 − 〈ψ̃, φ′〉

)
dx.

(1.43)
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As remarked above the stability conditionω ∈ I ensures thatS is a local symplectic
manifold in a neighbourhood of the corresponding point(φS(λ,h ), ψS(λ,h )) (where as
usual λ = (ω, θ, ξ, u)). The geometrical interpretation of (1.42) is then thatΥλ,h is the

e
simal

n as in
tion
oint
for
iven

erg

.
ption

a

or

1.3 the
sic

ake
symplectic normal space toS at the point(φS(λ,h ), ψS(λ,h )). The next lemma indicates th
analytical significance of the symplectic normal subspace in providing a linear or infinite
interpretation of the stability conditionsin (1.35). In the following recall thatβ(|φ|) = |φ|p−1

and thatOh
stab consists of thoseλ ∈Oh with ω ∈ I:

LEMMA 1.4. – The quadratic formE(φ̃, ψ̃;λ,h ), restricted to the subspaceΥλ,h, defined in

(1.42), is equivalent to theH1 × L2 norm, uniformly forλ in compact subsets of the setO
h
stab

defined in(1.37).

This lemma suggests a method of proof for Theorem 1.3: try to decompose the solutio
(1.40) with(φ̃, ψ̃) ∈ Υλ(t),h, and use the foregoing lemma in conjunction with the conserva
laws forH,Q,Π to obtainH1 × L2 estimates. This turns out to be possible: one crucial p
is that the stability condition ensures thatS is symplectic which means that the hoped
decomposition is possible by a symplectic tubular neighbourhood theorem. The details are g
in [23].

Proof of Lemma 1.4. –The result as stated can be reduced to the caseq = 1, hIJ = δIJ by a
linear change of variables: letB be as in (1.20) and definẽxI = BI

j xj ,U = (Bu)/q. In the case
q = 1, hij = δij it is proved in [23, Theorems 1.3 and 2.7]. In fact in the caseβ(|φ|) = |φ|p−1 two
proofs are given, one using the fact that thefω are then optimizers of the Gagliardo–Nirenb
inequality ([27]). �

Remark. – In fact Lemma 1.4 holds for a very large class of nonlinearitiesβ described in [23]
In this article its validity will be required (see hypothesis (IS) below) as a structural assum
on the nonlinearity.

1.6. Statement of theorem in pure power case with n = 3 (rescaled version)

In this section a rescaled problem is introducedwhich is related to the original problem by
simple rescaling of(t, x) (see Section 3). In this scaling the soliton has finite (O(1)) size and
the metric varies on length scales ofO(1/ε). It is this formulation which is more convenient f
giving detailed proofs and which will be used for the main part of the paper.

Given a metricg on M as in Section 1.2 and a small positive numberε define a new metricgε

by

gε
µν

dxµ dxν = −pε(t, x)2 dt2 + gε
ij(t, x)dxi dxj ,

pε(t, x) = p(εt, εx), gε
ij(t, x) = gij(εt, εx).

(1.44)

The next theorem describes a class of solutions to (NLWgε

), in the caseβ(|φ|) = |φ|p−1, which
are close to the exact soliton solutions of Lemma 1.2 in a certain sense. As in Theorem
soliton parameters evolve, although this time thestraight line motion will be replaced by geode
motion with respect to the background metric (to highest order).

First of all it is necessary to generalise the definitions of the parameter spaces (1.19) to t
account of a background metricgε. Givenλ = (ω, θ, ξ, u) ∈ C1(R;R2 × TΣ) define a spatially
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homogeneous metrich = −q2 dt2 + hij dxi dxj and corresponding orthonormal frameB by

( )

meters

ds
um
ation

lution
q(t) = p εt, εξ(t) ,

hij(t) = gij

(
εt, εξ(t)

)
, h(t) = dethij(t),

BI
i (t) = AI

i

(
εt, εξ(t)

)
so thathij(t)BI

i (t)BJ
j (t) = δIJ ,

(1.45)

whereA is as in (1.9). At timet ∈ R the parameters take their values in

Og,t ≡
{
λ = (ω, θ, ξ, u) ∈ R

2 × TΣ: |ω|< m and|u|h < q
}
.(1.46)

It is also useful to define the stable parameter space by

O
g,t

stab ≡ Og,t ∩ {ω ∈ I}(1.47)

and the corresponding space-time definitions are:

Õg ≡
⋃
t∈R

{t}×Og,t ⊂R
2 × TM, Õ

g

stab ≡
⋃
t∈R

{t}×O
g,t

stab ⊂ R
2 × TM.(1.48)

DEFINITION 1.5 (Unperturbed evolution). – For initial values

λ(0) =
(
ω(0), θ(0), ξ(0), u(0)

)
∈ O

g,0

stab

the unperturbed evolution, i.e. the zeroth order approximation to the evolution of the para
λ(0) = (ω(0), θ(0), ξ(0), u(0)), is described as follows. Define as in (1.10)

q(0)(t) = pε
(
t, ξ(0)(t)

)
and h

(0)
ij (t) = gε

ij

(
t, ξ(0)(t)

)
.

Then
• ω(0)(t) = ω(0) is constant,
• ξ(0)(t) is a solution of the geodesic equation (GEOgε

) with initial valuesξ(0)(0) = ξ(0) and
∂tξ

(0)(0) = u(0) andu(0)(t) = ∂tξ
(0)(t) is its velocity,

• θ(0) is given byθ(0)(t) =
∫ t

0
ω(0)q(0)

γ(0) + θ(0) with γ(0) = γ((q(0))−1|u(0)|h(0)).

For the origin of the last line see (1.24).
Using the conjugate momentum variableπ in place ofu the unperturbed evolution correspon

to integral curves of a simple vector fieldV∗
0 +εV∗

1 as now described. Recall that the moment
variable π ∈ T ∗

ξ Σ was defined in Section 1.4, and correspondingly the geodesic equ

(GEOgε

) was written as a first order system. Combining this with the highest order evo
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of (ω, θ) in Section 1.6 leads to the following system:

dω

iable
nes

t

h

ents
ng
e
m.

g a
.1.
dt
= 0,

dθ

dt
=

ωq√
1 + |π|2h

,

dξj

dt
=

qhjk√
1 + |π|2h

πk,

dπk

dt
= −ε

√
1 + |π|2hq,k −

εqhjl
,k

2
√

1 + |π|2h
πjπl,

(1.49)

in which q, h are as in (1.45). Writing these equations all together in terms of the var
λ∗ = L(λ) = (ω, θ, ξ, π) ∈ R2 × T ∗Σ defined previously (see (1.29)) the right hand side defi
a vector field onR2×T ∗Σ which will be denotedV∗

0(λ∗;h )+ εV∗
1(λ∗; gε, ε). The unperturbed

evolutionλ(0)(t) induces a functionλ∗(0)(t) =L(λ(0)(t)) which satisfies

dλ∗(0)

dt
= V∗

0(λ∗(0);h ) + εV∗
1(λ∗(0); gε, ε).(1.50)

Notice thatV∗
1 is C1 for a C2 metricg. Using the inverse functionL−1 of (1.30) it is useful to

introduce

V1 ≡
(
D1L−1(V∗

1) + D2L−1
(
(D0g )ε + (Dig )εui

))
.(1.51)

(Here i = 1, . . . , n and the notation(Dig)ε is meant to indicate(∂Xig)(T,X) evaluated a
(T,X) = (εt, εξ(t)) while (D0g)ε indicates(∂T g)(T,X) evaluated at(T,X) = (εt, εξ(t)).) The
unperturbed evolution can now be defined by the integral curves of the vector fieldV0 + εV1 on
R2 × TΣ. It follows directly from the chain rule (sinceg is assumedC2) thatV1(t, λ; gε) is a
C1 function oft, u, εξ and by inspection that

|V1|� εc1 |∂tV1|� cε
(
1 +

∣∣∂tλ−V0(λ;h )
∣∣ + ε|∂tλ|

)
(1.52)

with c1 = c1(K1, γ) andc2 = c2(K2, γ).
The curvet �→ λ(0)(t) will be compared with a curvet �→ λ(t), defined in Section 2.2, whic

will be used to construct an approximation to(φ,ψ). The dominant part of the solution will be

(
φS

(
· , λ(t), h(t)

)
, ψS

(
· , λ(t), h(t)

))
with h(t) given by (1.45) andφS , ψS as in (1.25). Thus the idea is to freeze the metric coeffici
p, g at their values at the point(t, ξ(t)) ∈ M and try to build a solution from the correspondi
flat space solution. This may be expected to work ifthe metric is slowly varying compared to th
length scale over which the soliton is localised: a hope which is borne out by the next theore
The norm used for comparison ofλ andλ(0) will be

‖̃λ− λ(0)‖̃ε ≡ |ω − ω(0)|+ ε|θ − θ(0)|+ ε|ξ − ξ(0)|+ |u− u(0)|.(1.53)

Remark. – Theε scaling in the norm̃‖ · ‖̃ε means that the soliton appears to move alon
geodesic when viewed on large scales; this also corresponds to the scaling in Theorem 1
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THEOREM 1.6 (Special case of main theorem). –Assumen = 3 and β(|φ|) = |φ|p−1 with
p ∈ [2,7/3). Let gε be a pseudo-Riemannian metric of the form(1.44)where(p, g) satisfy the

conditions in Section1.2. Consider the solution(φ(t), ψ(t)) to (NLWgε

) with initial values

list of

To start

es of
neous
fficient
n
ng

r initial
s

tant

ability.
(
φ(0), ψ(0)

)
=

(
φS

(
· ;λ(0), h(0)

)
, ψS

(
· ;λ(0), h(0)

))
(1.54)

with (φS , ψS) ∈ S as in Lemma1.2and whereλ(0) ∈O
g,0

stab as defined in(1.47). Lett �→ λ(0)(t)
be the unperturbed evolution described in Definition1.5. There exist positive numbers

ε∗ = ε∗
(
λ(0),K2

)
, T∗ = T∗

(
λ(0),K2

)
, c = c

(
λ(0),K2

)
and a functionλ ∈C1([0, T∗

ε ];R2 × TΣ) such that for allε < ε∗

sup
0�t� T∗

ε

(∥̃∥λ(t)− λ(0)(t)
∥̃∥

ε
+ ε−1

∣∣ω(t)− ω(0)
∣∣

+
∥∥φ(·, t)− φS

(
· , λ(t), h(t)

)∥∥
H1 +

∥∥ψ(·, t)−ψS

(
· , λ(t), h(t)

)∥∥
L2

)
� cε(1.55)

where, at each timet, h(t) is the spatially homogeneous metric defined by(1.45).

Before giving a more general statement in Theorem 1.7 it is necessary to give a
hypotheses on the nonlinearity.

1.7. More general hypotheses and statement of main theorem

In this section some more general assumptions on the nonlinearityF(φ) = β(|φ|)φ are given
which allow the analysis to be carried out leading to the statement of a general theorem.
with it is necessary that the Cauchy problem be locally well-posed for(φ,ψ) ∈ H1 × L2 in the
sense described below in (WP-1)–(WP-2); in Appendix A.10 conditions onF are given which
ensure this holds. For sub-critical nonlinearities the validity of (WP1)–(WP2) in the cas
interest follows in a straightforward way from the basic estimates for the linear inhomoge
problem i.e. the energy identity and the Strichartz estimate (an appropriate variable coe
version of which is given in [25, Corollary 5]). The use of this latter estimate places the solutio
in someLQ

dt(L
R
dx) space for appropriateQ,R as in Appendix A.10. This leads us to the followi

two assumptions: given(φ(0), ψ(0)) ∈ H1 ×L2 there exist

tloc = tloc

(∥∥(
φ(0), ψ(0)

)∥∥
H1×L2

)
> 0

and a solution

(WP-1) (φ,ψ) ∈ C1([0, tloc];L2 ×H−1)∩C0([0, tloc];H1 ×L2)

which is unique under the additional requirement thatφ ∈ LQ([0, tloc];LR) for someQ,R.
Furthermore it is assumed that the Cauchy problem is well posed in the sense that fo
values(φ(0), ψ(0)) and(φ̃(0), ψ̃(0)) which are close inH1 × L2 the following estimate hold
for the unique solutions of (WP-1):

(WP-2) sup0�t�tloc ‖(φ− φ̃, ψ − ψ̃)‖H1×L2 � c‖(φ(0)− φ̃(0), ψ(0)− ψ̃(0))‖H1×L2

on the common domain of definition[0, tloc]. The constant in (WP-2) depends on the cons
K2 introduced in (M-1)–(M-3) as well as theH1 ×L2 norms of(φ(0), ψ(0)) and(φ̃(0), ψ̃(0)).

The next assumptions pertain mostly to the properties of the solitons and their linear st
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(NL-1) F is aC1 functionC → C of the formF(φ) = β(|φ|)φ which isC2 for |φ| �= 0,
(NL-2) |F(φ)|+ |φF ′(φ)| � K̃1(1 + |φ|p) with p � 1 + 4/(n− 2),
(NL-3) For φ1, φ2 in H1 there exists a number̃K2 = K̃2(‖φ1‖H1 + ‖φ2‖H1) such that

ty

e,

ing
ce

the

ower

hich
.
], in

icit
,13,

citly
ssible

,1]
some

nt,
ing
‖F ′(φ1)−F ′(φ2)‖Ln � K̃2‖φ1 − φ2‖H1 . This is ensured for example if∣∣F ′′(φ)
∣∣ � c

(
1 + |φ|p−2

)
with p ∈ [2,∞) for n = 1,2 or p ∈ [2,2 + 4−n

n−2 ] for n = 3,4.

Remark. – In the case of main interestn = 3, for the pure power nonlinearity, the stabili
conditionI �= 0 ensures thatp is smaller than1 + 4/3 < 3 and so (NL-3) will then hold.

(R) The nonlinearityF(φ) = β(|φ|)φ is such that forω2 < m2 there exists a unique positiv
radial solutionfω of (1.3) of classC4 such that the map

(λ,h ) �→
(
φS(· ;λ,h ), ψS(· ;λ,h )

)
∈Hk ×Hk−1,(1.56)

defined for a constant coefficient metrich andλ ∈ Oh, is continuous fork = 4, C1 for k = 3
andC2 for k = 2. Also assume thatf and its first four derivatives are exponentially decay
and that the map above has the same regularity withHk replaced by the weighted Sobolev spa
Hk,w (in which Lebesgue measure is replaced by(1 + |x|2)wdx) for all w > 0.

(IS) The nonlinearityF(φ) = β(|φ|)φ is such that the conclusions of lemma 1.4 hold with
stability intervalI used in the definition ofOh

stab as in (1.35).

Remarks. – (i) The simplest case for which these two assumptions hold is the pure p
F(φ) = |φ|p−1φ with p ∈ (1,1 + 4/n), in which case the stability intervalI is given in (1.36),
first proved in the radial case in [16]. Stability in the general case was proved in [23], in w
the condition in (IS) appeared asan interpretation of the stability condition at the linear level
The verification of (R)–(IS) for pure power nonlinearities is explained in detail in [23
Sections 1.3.1 and 2.6 respectively.

(ii) The pure power nonlinearities are not very differentiable whenp is small so it is useful to
have examples of smoothF for which (R)–(IS) hold. In Sections 1.3.1 and 2.6 of [23] expl
structural conditions onF are given which imply (IS) and (R). (These arise from [2,3,18,15
28] and references therein). Useful examples are of the form

F(φ) =
((
|φ|2 + δ2

) p−1
2 − δp−1

)
φ

for positive smallδ. The conditions given in [23] which ensure (R)-(IS) can then be expli
verified. It is worth noting that for general (non pure power) nonlinearities it may not be po
to determineI any more explicitly than (1.35).

(iii) The casen = 3,m = 1,F(φ) = |φ|2φ − |φ|5φ which has been often discussed [10,16
does not fit immediately into the present framework but could probably be included with
further work.

(iv) The precise nature of the assumption about weighted Sobolev spaces is not importa
and is a consequence of the fact thatfω and its derivatives are actually exponentially decay
at a rate which is uniform in compact subsets of{ω: |ω| < m}. (This is proved by a maximum
principle argument ([2,23]).)

THEOREM 1.7 (Main theorem). –Assume there are given
(i) a metricg onM = R1+n which satisfies(M-1)–(M-3) in Section1.2,
(ii) a nonlinear functionF :C → C of the formF(φ) = β(|φ|)φ, with β :R → R such that

(WP1)–(WP2), (NL-1)–(NL-3), (R)and(IS) hold.
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Consider the solution(φ(t), ψ(t)) to the Cauchy problem for(NLWgε

) with data satisfying:∣∣φ(0)− φS

(
· ;λ0, h(0)

)∣∣
H1 +

∣∣ψ(0)−ψS

(
· ;λ0, h(0)

)∣∣
L2 � ε(1.57)

e
.

re

the case
ace-
with (φS , ψS) ∈ S as in Lemma1.2 and whereλ0 ∈ O
g,0

stab as defined in(1.47). Then there

existλ(0) ∈ O
g,0

stab, positive numbersε∗ = ε∗(λ(0),K2), T∗ = T∗(λ(0),K2), c = c(λ(0),K2)
and a functionλ ∈ C1([0, T∗

ε ];R2 × TΣ) such that for allε < ε∗ the estimate(1.55)holds with
t �→ λ(0)(t) the unperturbed evolution described in Definition1.5with λ(0)(0) = λ(0).

This theorem, which implies Theorem 1.6, is proved in Section 2.

1.8. Notational conventions

The notationg will be used to indicate the pseudo-Riemannian metric on foliated space-tim
M with lapse functionp and induced metric on the space-like hypersurfacesg, as in Section 1.2
gε is the rescaling defined in Section 1.6. Similarlyh will be a metric onM with constituent
functionsq, h, and will often be spatially homogeneous and obtained by evaluating(p, g) along
a curve as in (1.10) or (1.45). As usual the inner product and norm defined by, say,h will be
written 〈v,w〉h and|v|h, and similarly forg.

Let MetK
0 be the set ofn × n positive symmetric matrices bounded above byK2 and with

determinant bounded below by1/K2n, and letMetK be the set of pairs(q, hij) with hij ∈MetK
0

and q ∈ R satisfying1/K � q � K . Let Mets,Ks

0 be the set ofn × n positive symmetric
matrix valued functionsgij of (t, x) ∈ M whose firsts derivatives are bounded byK2

s and
whose determinant is bounded below by1/K2n

s . Let Mets,Ks be the set of pairsp, gij where
gij ∈Mets,Ks

0 and wherep is a real function whose firsts derivatives are bounded everywhe
by Ks and which is itself bounded below by1/Ks.

Throughout this paper write

γ(s) = (1− s2)−1/2.

For ε > 0 introduce scaled spaceL2
ε on Σ ≈ Rn by ‖u‖2

L2
ε

= ε−n
∫
|u(x)|2 dx, and a

corresponding scaled Sobolev norm (using multi-index notation)

‖u‖2
Hs

ε
=

s∑
|α|=1

∫
Σ

(
ε2|α|−n

∣∣∇α
xu(x)

∣∣2 + ε−n
∣∣u(x)

∣∣2)dx.(1.58)

In the caseε = 1 the subscriptε will be omitted, i.e.Hs
1 = Hs.

The following positive number acts as an effective inertial mass for the soliton:

mω ≡
(‖∇fω‖2

L2

n
+ ω2‖fω‖2

L2

)
,(1.59)

while

µω ≡− ∂

∂ω

(
ω‖fω‖2

L2

)
(1.60)

determines stability of the soliton. As a general rule the raised index∗ will be used to indicate
cotangent space variables as in the discussion following Section 1.5, except of course in
of a differential operator where∗ means adjoint. Underlining of symbols usually refers to sp
time quantities e.g.g is the pseudo-Riemannian space-time metric whileg is the metric induced
on at = constant hypersurface.
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2. Proof of main theorem

The steps in the proof of Theorem 1.7 are as follows:
rs

done
n

hown

priate

f

aken

e

.3, are
te this
s

(i) Introduce (in Section 2.1) an ansatz involving2n + 2 additional free paramete
λ(t) ∈ R2 × TΣ at each time.

(ii) Determinet �→ λ(t) in such a way as to be able to obtain good estimates. This is
in Section 2.2 using the symplectic orthogonality conditions explained in the discussio
surrounding Lemma 1.4.

(iii) Obtain in Sections 2.3 and 2.4 an estimate for an energy-like quantity which is s
to be equivalent to theH1 × L2 normon an appropriate subspacedefined in (1.42)for
appropriate frequenciessatisfying the condition in (1.35).

(iv) Obtain in Lemma 2.9 an improved estimate for the frequencyω using a conservation law
which is a consequence ofS1 invariance of the original equation.

(v) Finally, in Section 2.6, show that the motion is approximately geodesic on appro
time intervals and complete the proof.

As a general point the stability of the soliton is determined by the conditionω ∈ I which ensures
positivity of certain quantities. This is used in an essential way both in the treatment oλ in
Section 2.2 and in the energy estimate in Sections 2.3–2.4. Initially att = 0 the frequency

ω(0) = ω0 ∈ I

by assumption, but it will have to be proved thatω(t) remains inside an interval[ω0−Ω, ω0 +Ω],
which is a compact subset ofI, at subsequent times. Thus throughout the proof care will be t
to state clearly when it is assumed thatω ∈ [ω0−Ω, ω0 +Ω]. The estimate forω(t) in Lemma 2.9
will then be used to show that it is possible to find a positiveΩ so that this is true throughout th
time of existence of the solution described in the theorem.

A related point is that most of the estimates obtained, in particular in Sections 2.2 and 2
uniform forλ in compact subsets of the parameter space (1.19). A convenient way to indica
is to have constants depending uponγ(q−1|u|h) and(m2 −ω2)−1. Many constants in estimate
will also depend (in a bounded way) onεt, since the time dependence of the metric is as aC2

function ofεt and it is useful to make the standing assumption that

0 � t � t0
ε

(2.1)

with t0 as in Section 1.2. In this section it is convenient to introduce a slow time variableT = εt,
and by abuse of notation functions oft will be regarded interchangeably as functions ofT , with
the dot notation used for∂T thus:

ḟ = ∂T f = ε−1∂tf.(2.2)

The assumption above converts toT ∈ [0, t0].

2.1. The ansatz

To start with expand the set of dependent variables to include a function

λ = (ω, θ, ξ, u)∈ C1(R;R2 × TΣ),
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which will be determined later in Section 2.2. Now decompose the solution as:

φ(t, x) = φ
(
Z(t, x);λ(t), h(t)

)
+ εφ̃(t, x),

llow

;

that
the
en
t
ful

.24)).
S

ψ(t, x) = ψS

(
Z(t, x);λ(t), h(t)

)
+ εψ̃(t, x),

(2.3)

using definitions (1.45) forh(t) etc. and where in addition (1.21)–(1.23) are generalised to a
for time dependent metric coefficients:

γ(t) = γ
(∣∣u(t)

∣∣
h(t)

/q(t)
)

ZI(t, x) = ZI
(
x;λ(t), h(t)

)
,

whereZI(x;λ,h )≡ BI
i (γPu,h(x− ξ) + Qu,h(x− ξ))i,

Θ(t, x) = Θ
(
x;λ(t), h(t)

)
whereΘ(x;λ,h ) ≡ θ − ω

q
Z(x;λ,h ) · (Bu).

(2.4)

Here it is to be assumed that at each timeλ(t) ∈ O
gε,t

stab, whereO
gε,t

stab is as in (1.47). The
decomposition (2.3) is underdetermined so far because the functiont �→ λ(t) is still to be chosen
this will be done so as to enforce the requirement that at each timet the pair(φ̃, ψ̃) lies in the
subspaceΥλ(t),h(t) defined in (1.42). In Section 2.2 it is shown that this condition implies
λ(t) evolves according to a set of ordinary differential equations, which is well-posed under
infinitesimal stability hypothesis, i.e. forω ∈ I whereI is as in (1.35). Energy estimates are th
used to obtain bounds for(φ̃, ψ̃) in Section 2.3. The aim will be to show thatλ(t) does not depar
by much from the unperturbed evolutionλ(0)(t) in a specific sense. For this purpose it is use
to introduce the following sets, for givenλ(0) = (ω(0), θ(0), ξ(0), u(0))

Kλ(0),l,t ≡
{
λ = (ω, θ, ξ, u)∈ O

gε,t

stab: |ω − ω(0)|+ |u− u(0)|< l
}
,

Kλ(0),l,ε,t ≡
{
λ = (ω, θ, ξ, u)∈ O

gε,t

stab: |ω −ω(0)|+ |u− u(0)|+ ε|ξ − ξ(0)|< l
}
.

(2.5)

2.2. Determination of λ(t) (modulation theory)

Rewrite the decomposition (2.3) as

φ = (fω(Z) + εv)eiΘ = φS + εveiΘ,

ψ =
((

iωγ
√

hfω(Z)− γ
√

h
q

∂fω

∂ZI
(Bu)I

)
+ εw

)
eiΘ = ψS + εweiΘ.

(2.6)

For some purposes it will be clearer to use instead ofλ(t) the variableΛ(t) obtained by
subtracting off the dominant unperturbed part of the evolution (i.e. that described by (1
Thus write

Λ ≡ (ω, η,α,u)(2.7)

whereα(t) andη(t) are defined by

ξ(t) =

t∫
0

u(s)ds + α(t),(2.8)
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Θ(t, x) =

t∫
0

ωq

γ
− ω

q
Z · (Bu) + η.(2.9)

t
es: so

effi-

oge-
In accordance with the remark just made this is convenient because

dΛ
dt

=
dλ

dt
−V0(λ;h )(2.10)

whereV0 is as in (1.24) ; it will be proved thatdΛ
dt is O(ε).

In the verification of Lemma 1.2 it turns out that forh constant andλ evolving according
to (1.24) the time derivatives ofZ,Θ are∂tZ = −γ(Bu) and∂tΘ = ωqγ. Thus in the presen
situation it is convenient to define functions which measure the deviation from these valu
consider the functionsµ0(t, x), µI(t, x), for I = 1, . . . , n, defined by

εµI =
∂ZI

∂t
+ γ(Bu)I ,

εµ0 =
∂Θ
∂t

− ωqγ.

(2.11)

Explicit expressions for these quantities, which are affine inΛ̇, are given in Appendix A.4.

Equations for (v,w). Substitution of the ansatz into (NLWg
ε

), leads to the following system
for (v,w) (using notation of (2.2)):

∂v

∂t
+ i(ωqγ + εµ0)v =

pε

√
gε

w + j1(t, x;λ, Λ̇, h, ḣ ) + f1(t, x;λ, gε, h ),

∂w

∂t
+ i(ωqγ + εµ0)w = −Mv + j2(t, x;λ, Λ̇, h, ḣ )

+ f2(t, x;λ, gε, h ) + εN
(
fω(Z), εv, gε, ε

)
.

(2.12)

HereM = M(λ, gε, h ) is a self-adjoint second order linear differential operator, with co
cients depending uponλ, gε, h, given by

Mv = 0−∆pε,gεv +
ω2γ2

q2
|u|2gpε√gεv

+ i
ωγ

q

(
uj

∂

∂xi

(
pε√gε(gε)ijv

)
+ pε√gε(gε)ljuj

∂v

∂xl

)
+ pε√gε

(
m2v − β(fω)v − fωβ′(fω)�v

)
(2.13)

with notation as in (1.15). In (2.12) there are three classes of inhomogeneous term:
• j1, j2 arise from the time dependence ofΛ andh,
• f1, f2 arise becauseh �= gε, i.e. because the background metric is not spatially hom

neous, and
• N arises from linearisation of the nonlinear term.

Explicit formulae and properties for these various terms are given in Appendix A.7.

Symplectic orthogonality conditions. To study (2.12) define a linear operator

M̃ = M̃(λ, gε, h )
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by

M̃(v,w) =
(
−∂tv − iωqγv +

pε

√
ε
w,−∂tw − iωqγw−Mv

)
(2.14)

to the

e
as

r
ic

e

hich

ma
.

ve
rmine
g

whereM = M(λ, gε, h ) is as defined in (2.13). To enforce the condition that(φ̃, ψ̃) ∈ Υλ,h

which was introduced in the discussion surrounding (1.42), notice its equivalence
requirement that(v,w) beL2 orthogonal (in the usual sense) to the(2n + 2) pairs of functions

e−iΘ ∂

∂λA
(ψS ,−φS).(2.15)

LEMMA 2.1. – There exist2n + 2 pairs {(aA, bA)}2n+1
A=−1 of functions, explicit formula

for which are given in(A.24)–(A.27) in AppendixA.6, which have the same linear span
(2.15). They depend parametrically onλ,h and the condition(φ̃, ψ̃) ∈ Υλ,h is equivalent to the
requirements:

CA

(
v(t),w(t);λ(t), h(t)

)
= 0(2.16)

for all t and forA = −1,2n + 1, whereCA are linear functionals defined by

CA(v,w;λ,h ) =
∫

Rn

(〈
w, bA(Z;λ)

〉
L2 +

〈
v, aA(Z;λ)

〉
L2

)
dx(2.17)

with Z = Z(t, x) as in (2.4). Finally, the map(λ,h ) �→ (bA(· ;λ), aA(· ;λ)) is continuous into
H3 ×H2 for λ∈ Oh andC1 into H2 ×H1.

In the case of flat space, whenh is independent of time and space, the pairs(aA, bA) lie in
the generalised null space of̃M∗, theL2(dxdt) adjoint ofM̃. (See Appendix A.6 and [23] fo
the Euclidean case.) In the present situation the slow variation ofΛ and the background metr
introduces someO(ε) errors, indicated by the following formula:

M̃∗(aA, bA) = DAB(λ,h )(aB , bB) + ε
(
J1

A,J2
A

)
.(2.18)

In this formula, which is fully explained and derived in Appendix A.6,DAB is a matrix whose
only non-zero entries areD−1,0 andDn+i,I , while J1,2

A = J1,2
A (Z;λ, Λ̇, h, ḣ, gε, ġε,∇gε) are

exponentially decaying functions ofZ which are affine inΛ̇, ḣ; the regularity properties of th
J’s, which are recorded in Lemma A.6 follow directly from assumption (R).

The conditions (2.16) are preserved by the flow if∫
Rn

(
〈aA, j1+f1〉+〈bA, j2+f2+εN〉+ε〈J1

A+iµ0aA, v〉+ε〈J2
A +iµ0bA,w〉

)
dx = 0(2.19)

for A ∈ {−1, . . . ,2n+1}; this set of conditions is to be regarded as a system of equations w
implicitly determineλ(t).

Now for ε sufficiently small it is possible to findλ(0), close toλ0, such that at timet = 0 the
condition (2.16) holds: this follows from the implicit function theorem exactly as in [23, Lem
2.4]. The conditions (2.19) then ensure that (2.16) continues to hold at subsequent times

Modulation equations for λ(t). The aim of the remainder of this section is simply to pro
that the conditions (2.19) are equivalent to a system of differential equations which dete
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λ(t), and thus to obtain a local existence theorem for a functiont �→ λ(t) such that (2.19) holds.
This is done in three lemmas:
• Lemma 2.2 records the result (2.24)–(2.27)of an explicit calculation of the integrals in (2.19)

s in
appear
ing

f

d

.9.

s

.

for
which is carried out in Appendix A.9.
• Lemma 2.3 shows that the equations in Lemma 2.2 determineλ̇ (or equivalentlyΛ̇) explicitly

and hence gives a system of ODE’s forλ.
• Lemma 2.4 is a local existence theorem forλ.
Before giving the statement of Lemma 2.2 it is worth recording how the different term

(2.19) contribute to, and defining some classes of inhomogeneous “error” terms which
in, the final result (2.24)–(2.27). Also recall the standing assumption (2.1) and the surround
remarks.
• The integrals involvingj1, j2 are computed exactly and contribute to the left hand side o

(2.24)–(2.27).
• The integrals involvingf1, f2 are split up intoO(1) terms which contribute to the left han

side of (2.24)–(2.27) andO(ε) termsεF with F in the classE1 of C1 functions of(t, λ) ∈ Õgε

,
which satisfy the bound:6

|F | � c = c
(
γ
(
q−1|u|h

)
, (m2 − ω2)−1

)
< +∞.(2.20)

In addition this estimate depends onK2 – see the final section of the proof in Appendix A
TheseO(ε) terms contribute to the right-hand side of (2.24)–(2.27).
• The term involvingN is of the formεF whereF lies in the classE2 of continuous function

of (t, λ, v,w) ∈ Õgε

×H1 ×L2, which areC1 with respect to(t, λ) and satisfy the estimate:

|F |� c = c
(
γ
(
q−1|u|h

)
, (m2 − ω2)−1,

∥∥(v,w)
∥∥

H1×L2

)
.(2.21)

This estimate also depends uponK0 and the inequality assumed in (NL-3).
• The integrals on the second line of (2.19). These are affine inΛ̇ i.e. of the formεF̃A with

F̃A = F̃
(0)
A (t, λ;v,w, gε, h, ε) + F̃AB(t, λ;v,w, gε, h, ε)Λ̇B(2.22)

with F̃
(0)
A in the classE2 just defined (see (2.21)) and̃FAB are in the classE3 of continuous

functions of(t, λ, v,w) ∈ Õgε

×L2 ×H−1, which areC1 with respect to(t, λ), and satisfy

ε
∣∣F̃AB(t, λ;v,w, gε, h, ε)

∣∣ � c
(
‖εv‖L2 + ‖εw‖H−1

)
(2.23)

with c = c(γ(q−1|u|h), (m2−ω2)−1). In addition the estimate depends onK1 – see Lemma A.6
In the next lemmaT is the slow time variable as in (2.2).

LEMMA 2.2. – The conditions(2.19)are equivalent to an implicit system of equations
Λ̇ = ∂T Λ = ε−1∂tΛ of the form:

µω

(
∂T η +

ωγ

q
uj∂T αj

)
= εF̃−1(t, λ;v,w, Λ̇, gε, h, ε),(2.24)

µω∂T ω = εF̃0(t, λ;v,w, Λ̇, gε, h, ε),(2.25)

√
h
(

∂T

(‖∇fω‖2
L2

nq
γua

)
+ ω‖fω‖2

L2∂T

(
ω

q
γua

))

6 Recall the remark made just prior to Section 2.1.
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+
√

hmω

(
γ

2q
uiujh

ij
,k + γq,k

)
= εF̃i(t, λ;v,w, Λ̇, gε, h, ε),(2.26)

j ˜ ˙ ε

n of
arried
ace
n
ed
et

riable
ent

2.27):
of the
mω∂T α = εFn+j(t, λ;v,w,Λ, g , h, ε)(2.27)

where the inhomogeneous terms areC1 in (t, λ) and are as described in(2.22) and the
surrounding discussion.

Proof. –The proof of this, which is given in Appendix A.9, consists of a direct computatio
the inner products in (2.19) using formulae in Appendices A.6 and A.7. The calculation is c
out at fixed timet under the assumption thatλ = λ(t) lies in a compact subset of parameter sp
(1.19) so that the dependence of various estimates onλ is as in (2.20)–(2.23). (It will be show
in the final stage of the proof of the main theorem thatλ(t) remains close to the unperturb
evolutionλ(0)(t) (of Definition 1.5) so thatλ(t) will certainly remain in such a compact subs
throughout the time interval of interest.)�

Remark. – Observe that (2.26) gives an evolution equation for the momentum va
π(t) = π(u,h(t)) rather than directly foru itself, so that it is in some ways more conveni
to use

λ∗ = L
(
λ(t), h(t)

)
(2.28)

instead ofλ(t) to describe the soliton.

In the statements of the next two lemmas recall from (2.6) that(v,w) = e−iΘ(φ−φS , ψ−ψS).

LEMMA 2.3. – LetΩ > 0 be such that the interval[ω0 −Ω, ω0 + Ω] is a compact subset ofI
then there exists a number

δ	 = δ	
(
K1,Ω, ω0,γ

(
q−1|u|h

))
,

which depends continuously upon the final two arguments, such that ifω(t) ∈ [ω0 −Ω, ω0 + Ω]
and ∥∥(

φ(t)− φS

(
λ(t), h(t)

)
, ψ(t)− ψS

(
λ(t), h(t)

))∥∥
L2×H−1 < δ	(2.29)

it is possible to solve(2.24)–(2.27)uniquely forΛ̇ giving a system of the form:

Λ̇ = V∗(t, λ;v,w, gε, h, ε) = V1(t, λ; gε) + εV2(t, λ;v,w, gε, h, ε)(2.30)

(whereV2 does not depend upoṅΛ). FurthermoreV2 lies in the classE2 defined in(2.21)and
there is an estimate|Λ̇−V1|� εc with

c = c
(
K2,γ

(
q−1|u|h

)
,Ω, ω0,

∥∥ (
φ(t)− φS

(
λ(t), h(t)

)
,

ψ(t)− ψS

(
λ(t), h(t)

))∥∥
H1×L2

)
.(2.31)

Remark. – (2.30) implies the following equivalent equation forλ:

∂tλ = V = V0 + εV1 + ε2V2(2.32)

with theVi having the same arguments as above.

Proof. –To see this clearly it is convenient to diagonalise the left hand side of (2.24)–(
notice that by taking appropriate linear combinations one obtains a system of equations
form

∆(ω)∂T

(
ω, η,α,

γu

q

)
= V 	(t, λ; gε, h, ε) + εF 	(t, λ;v,w, Λ̇, gε, h, ε).(2.33)
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In this equation∆(ω) is a diagonal(2n + 2) × (2n + 2) matrix with first two entriesµω and
remaining entries equal tomω (see (1.59)–(1.60)):

nts.

f
t in

tain a
.29).

s. In the
ith the
∆(ω) = diag(µω,µω,mω, . . . ,mω)

and

V 	(λ) =
(

0,0,0,−
(

γ

2q
uiujh

ij
,k + γq,k

))
.

Observe thatV 	 is just V∗
1 rewritten in terms ofλ rather thanλ∗ i.e. V 	 = V∗

1 ◦ Lh. Finally

F 	 = {F 	
A}

2n+1
A=−1, being a linear combination of thẽF ’s of (2.22) can be written:

(F 	)A = (F 	)(0)A (t, λ;v,w, gε, h, ε) + (F 	)AB(t, λ;v,w, gε, h, ε)Λ̇B(2.34)

with (F 	)(0) and(F 	)AB lying in the classE2 and

ε
∣∣(F 	)AB(t, λ;v,w, gε, h, ε)

∣∣ � c
(
‖φ− φS‖L2 + ‖ψ − ψS‖H−1

)
(2.35)

with c = c(K1,γ(q−1|u|h, (m2 −ω2)−1), depending continuously upon its final two argume
Now recall that while the massmω is always positive, forω in the stable rangeI the numbers
µω are also positive, and uniformly so forω in a compact subset ofI. It follows immediately
that it is possible to solve to get a system

∂T

(
ω, η,α,

γu

q

)
= V∗

1(t, λ
∗; gε, ε) + εV∗

2(t, λ
∗;v,w, gε, ε).(2.36)

This implies (from (1.28))

∂tλ
∗ = V∗

0(λ
∗;h ) + εV∗

1(t, λ
∗; gε, ε) + ε2V∗

2(t, λ
∗;v,w, gε, ε).(2.37)

Next substitute forh(t) from (1.45) and, with use of (1.30), invert (2.28) to obtain

λ(t) = L−1
(
λ∗(t), g

(
εt, ξ(t)

))
.

The chain rule thus gives (suppressing the arguments for clarity)

∂tλ = D1L−1(V∗
0) + ε

(
D1L−1(V∗

1) + D2L−1
(
(D0g )ε + (Dig )εui

))
+ ε2

[
D1L−1(V∗

2) + D2L−1(Dig )εV∗i
2 )

]
(2.38)

= V(t, λ;v,w, gε, ε).(2.39)

Here the notation is as in (1.51). In the second line use has been made of theith component o
(2.37), which reads∂tξ

i = ui + ε2V∗i
2 . Now to complete the proof of the theorem notice tha

(2.38)V0 = D1L−1(V∗
0) ◦ Lh and that the second term on the right hand side isεV1 ◦ L−1

h so

that the third term definesε2V2 ◦ L−1
h . �

Given this it is now a simple matter to apply standard results from ODE theory to ob
local solutiont → λ(t) lying in the set defined in (2.5), under the smallness assumption (2
The only point about which care is needed is in the dependencies of the various constant
final stage of the proof the local existence theorem is applied repeatedly in conjunction w
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estimates to show that the solution does not deviate far from the unpertubed evolutionλ(0)(t) of
Definition 1.5. It is thus useful to state the existence theorem for initial dataλ(t1) at t = t1 which
is close to a pointλ(0) (which is taken to beλ(0)(t1) in Section 2.6). In the following recall (2.5).

all

ns for
s

o
efore
a

is
le

this

n pair
d
ed is the
scribed
LEMMA 2.4 (Local existence). –Assume
(i) (φ,ψ) is a solution of(NLWgε

), as in(WP1)–(WP2), and satisfying

∥∥(φ,ψ)
∥∥

H1×L2 � N0

for t1 � t � t1 + t#,

(ii) λ(0) = (ω(0), θ(0), ξ(0), u(0)) ∈ O
g,t1

stab andKλ(0),l,t1 ⊂ O
g,t1

stab,
(iii) |ω(0) −ω0|� Ω/4 where[ω0 −Ω, ω0 + Ω] is a compact subset of the stability intervalI,
(iv) λ(t1) = (ω(t1), θ(t1), ξ(t1), u(t1)) ∈Kλ(0),l/4,t1 ,
(v) (φ(t1)− φS(λ(t1), h(t1)), ψ(t1)− ψS(λ(t1), h(t1))) ∈Υλ(t1),h(t1).

Then there exists a positive numberδ1 = δ1(K1, λ
(0), l, ω0,Ω) such that when

∥∥(
φ(t1)− φS

(
λ(t1), h(t1)

)
, ψ − ψS

(
λ(t1), h(t1)

))∥∥
L2×H−1 < δ1 and l < δ1

there exist t2 = t2(ε,K2,N0, λ
(0), l, ω0,Ω) ∈ (0, t#] and λ ∈ C1([t1, t1 + t2];Kλ(0),l,t1)

satisfying(2.24)–(2.27)and such that

(
φ(t)− φS

(
λ(t), h(t)

)
, ψ(t)−ψS

(
λ(t), h(t)

))
∈ Υλ(t),h(t).(2.40)

Proof. –For the proof the solution(φ,ψ) is assumed known as in (WP1)–(WP2). Now rec
from (2.6) that(v,w) = e−iΘ(φ − φS , ψ − ψS) so that(v,w) depend onλ and together with
(2.10) Eqs. (2.24)–(2.27) lead to a self-contained system of ordinary differential equatio
λ. Notice however, from (2.22), thaṫΛ is only determined implicitly; however if the quantitie
(φ−φS(λ), (ψ−ψS(λ)) are small it is possible, by the previous lemma, to solve forΛ̇, giving a
standard system of ODE’s for(Λ(t),

∫ t

0 u(s)ds), or forλ = (ω, θ, ξ, u). The aim will be to obtain
a time interval for which there is a solutionλ(t) in the setKλ(0),l,t1 . So choosel small enough
to ensure thatλ ∈ Kλ(0),l,t1 implies |ω − ω0| � Ω, this being possible by assumption (iii). Als
recall the quantityδ	 of the previous lemma is continuous in its last two arguments. Ther
it is possible to choosel sufficiently small thatλ ∈ Kλ(0),l,t1 impliesδ	 is bounded below by
numberδ0 = δ0(K1, ω0,Ω, λ(0), l). Sincet �→ (φ(t), ψ(t)) is continuous intoL2 × H−1, with
modulus of continuity depending uponN0, it follows that for |λ(t) − λ(0)| � l, with l small,
the quantity‖(φ(t) − φS(λ(t), h(t)), ψ(t) − ψS(λ(t), h(t)))‖L2×H−1 remains smaller than th
numberδ0 on some time interval depending also uponN0. On this time interval it is thus possib
to solve uniquely foṙΛ by Lemma 2.3. The result now follows by using (2.10) to substituteΛ̇ by
λ̇ and then applying the local existence theorem for ordinary differential equations.�

In the next two sections energy estimates will be obtained which will eventually allow
local solution to be continued to long but finite times.

2.3. Energy estimates

In this section the basic energy estimate which gives long-time control of the deformatio
(φ̃, ψ̃) defined in (2.3) is obtained. The parametersλ(t), or equivalentlyΛ(t), are now regarde
as known and have been chosen such that (2.40) holds. The basis for the estimate obtain
elementary fact that in the flat case if one linearises about one of the exact solutions de
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in Section 1.5 there is a conservation law for a quadratic energy-like quantity (1.41), which has
a positivity property ensured by hypothesis (IS).This quantity is the Hessian of the augmented
Hamiltonian (1.34). The results of this and thesubsequent section show that in the pseudo-

.50)
ake a
or

s
y
a

s:
Riemannian case anH1 × L2 estimate can still be obtained from the related quantity (2
on long but finite time intervals. Before giving the energy identity it is necessary to m
decomposition of the inhomogeneous terms as givenin (2.46) and define a differential operat
(2.49). But first the equations for(φ̃, ψ̃) are needed.

Equations for (φ̃, ψ̃). Substitute (2.3) into (NLWg
ε

) to obtain a system of the form:

∂tφ̃ =
pε

√
gε ψ̃ + j̃1(t, x;λ, Λ̇, h, ḣ ),+f̃1(t, x;λ, gε, h ),(2.41)

∂tψ̃ = −M̃φ̃ + j̃2(t, x;λ, Λ̇, h, ḣ ) + f̃2(t, x;λ, gε, h ) + εÑ
(
φS(Z), εφ̃, gε, ε

)
.(2.42)

Here the inhomogeneous terms are justeiΘ times those in (2.12), whereΘ is as in (2.4), i.e. for
i = 1,2:

j̃i(t, x;λ, Λ̇, h, ḣ ) = eiΘji(t, x;λ, Λ̇, h, ḣ ), f̃i(t, x;λ, gε, h ) = eiΘfi(t, x;λ, gε, h ),

Ñ (φS , εφ̃, gε, ε) =
1
ε2

pε√gε

{
β
(
|φS + εφ̃|

)
(φS + εφ̃)− β(φS)φS(2.43)

− εβ(φS)φ̃− εβ′(φS)
〈φS , φ̃〉
|φS |

φS

}
.

Explicit formulae for thej ’s andf ’s are in Appendix A.7. FurthermorẽM = M̃(gε,Z,Θ) is the
differential operator defined by the quadratic form

〈φ̃, M̃φ̃〉L2 =
1
2

∫
Σ

pε√gε

(
(gε)ij〈∂iφ̃, ∂jφ̃〉+ m2|φ̃|2

− β
(
|φS |

)
|φ̃|2 − β′(|φS |

) 〈φS , φ̃〉2
|φS |

)
dx.(2.44)

Thus writingM̃ = M̃(gε,Z,Θ) is intended to indicate that the coefficients ofM̃ depend upon
t, x throughgε,Z,Θ.

Decomposition of inhomogeneous terms. Sinceλ(t) andΛ(t) are now known function
(determined in Section 2.2) it is appropriate to substitute forΛ̇ in (2.41)–(2.42). First of all appl
the chain rule and substitute for∂T ξ = ε−1u + ∂T α from (2.30) to obtain the following formul
for ḣ:

ḣ(t) = D0g
ε + ε

〈
ξ̇i, (Dig)ε

〉
so that|ḣ|� K1

(
1 + |∂tλ|

)
= (D0g)ε +

〈
ui, (Dig)ε

〉
+ ε2

〈
Vi

2, (Dig)ε
〉

= ḣ
(0)

(t) + εḣ
(1)

(t), whereḣ
(0)

(t) ≡ (D0g)ε +
〈
ui, (Dig)ε

〉
.(2.45)

(Here the notation being used for partial derivatives ofgε(t, x) = g(εt, εx) is as in (1.51).) Now

substituting also foṙΛ from (2.30) this induces a decomposition of the inhomogeneous term

j̃i

(
t, x;λ, Λ̇, h, ḣ

(0)
(t) + εḣ

(1)
(t)

)
= j̃

(0)
i (t, x) + εj̃

(1)
i (t, x),(2.46)
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where the first term is defined by

j̃
(0)(t, x) = j̃

(
t, x;λ(t),V

(
t, λ(t)

)
, h(t), ḣ

(0)
(t)

)
(2.47)

d, at

to
i i 1

and j̃
(1)
i is determined by (2.46). The terms̃j(0)

i and j̃
(1)
i , which are given explicitly in

appendix A.7, will be treated differently in the energy estimate. Observe that sinceV1 is C1

so are thẽj(0)
i . The estimates needed for thej̃ terms are given in the same appendix.

Definition of X̃ . Further to the definitions surrounding (2.3) it is convenient to exten
each timet, the velocityu(t) ∈ Tξ(t)Σ to a vector fieldŨ = Ũ i(t, x) ∂

∂xi on Σ. This is done by
the global trivialisation determined by the isomorphismA of (1.45) in the following way:

p−1(εt, εx)AI
i (εt, εx)Ũ i(t, x) = q−1(t)BI

i (t)ui(t).(2.48)

Notice that this definition implies that(pε)−1|Ũ |gε = q−1|u|h on all of Σ. Also define the
differential operator

X̃ ≡ ∂t −
iωpε

γ
+ Ũ i(∇x)i.(2.49)

Energy estimate for (φ̃, ψ̃). The next theorem records an identity which will be used
obtain the requiredH1 ×L2 control.

THEOREM 2.5. –Assume
(i) (φ̃, ψ̃) are solutions of the system(2.41)–(2.42)deriving from a solution to(NLWgε

)
having regularity as in hypotheses(WP1)–(WP2)of Section1.7.

(ii) There is givent† > 0 andλ(t) = (ω, θ, ξ, u)∈C1([0, t†];R2 × TΣ).
Define a quadratic form onH1 ×L2 by

E(φ̃, ψ̃;λ, gε) =
1
2

∫ (
pε

√
gε

|ψ̃|2 + 〈φ̃, M̃φ̃〉

− 2
ωpε

γ(|u|h/q)
〈ψ̃, iφ̃〉+ 2Ũ i

〈
(∇x)iφ̃, ψ̃

〉)
dx(2.50)

and letE(t) = E(φ̃(t), ψ̃(t);λ(t), gε(t), h(t)) be its evaluation at timet. Then for allt1 � t†[
E(t) +

〈
ψ̃(t), j̃(0)

1 + f̃1

〉
L2 −

〈
φ̃(t), j̃(0)

2 + f̃2

〉
L2

]t1

0

=

t1∫
0

∫
Σ

(〈
ψ̃, X̃(j̃(0)

1 + f̃1)
〉
−

〈
φ̃, X̃(j̃(0)

2 + f̃2)
〉

+ ε∂T Ũ i
〈
(∇x)iφ̃, ψ̃

〉
− ε∂T

(
ωpε

γ

)
〈ψ̃, iφ̃〉

+
1
2
ε∂T

(
pε

√
gε

)
|ψ̃|2 +

1
2
(∇x)i

(
Ũ i pε

√
gε

)
|ψ̃|2 − (∇x · Ũ)

pε

√
gε |ψ̃|2

+ ε

〈
j̃
(1)
2 +N ,

pε

√
gε

ψ̃ − ωpε

γ
iφ̃ + Ũ i∇iφ̃ + f̃1 + j̃

(0)
1

〉

+ ε

〈
j̃
(1)
1 , M̃ φ̃ +

ωpε

γ
iψ̃ −∇i(Ũ iψ̃)− f̃2 − j̃

(0)
2

〉
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+
〈

φ̃,

(
∂tM̃ − iωpε

γ
M̃ +∇i(Ũ iM̃)

)
φ̃

〉)
dxdt.(2.51)

tity.
ay be

n,

he

) in

a.

e
r
ollows

nd

e
hesis

t

Proof. –A straightforward calculation which is valid for classical solutions yields this iden
For solutions having regularity as in hypotheses (WP1)–(WP2) it also holds as these m
approximated by classical solutions in the corresponding topology.�

In order to make use of this identity it will be shown (in the next subsection) thatE is equivalent
to the energy normH1 ×L2 on the subspaceΥλ,h. Control over(φ̃, ψ̃) will then be obtained by
means of the following estimate of the right hand side of (2.51).

COROLLARY 2.6. – Assume that‖(εφ̃(t), εψ̃(t))‖H1×L2 � M∗ and |ω(t) − ω0| � Ω for
0 � t � t�, where[ω0 −Ω, ω0 + Ω] is a compact subset of the stability intervalI. Then ifM∗ is
sufficiently small on[0, t�] that (2.30)–(2.31)hold there existsc1,c2, with dependences as show
such that fort ∈ [0, t�] and withγ(t) as in(2.4),

E(t) � E(0) + c1

(
K2, γ(t), ω0,Ω

)∥∥(
φ̃(t), ψ̃(t)

)∥∥
H1×L2

+ c1

(
K2, γ(0), ω0,Ω

)∥∥(
φ̃(0), ψ̃(0)

)∥∥
H1×L2

+ ε

t∫
0

c2

(
K2, γ(t′), ω0,Ω,

∥∥(
φ̃(t′), ψ̃(t′)

)∥∥
H1×L2

)
dt′.

Remark. – Notice thatE is a quadratic quantity in(φ̃(t), ψ̃(t)) whereas the second term on t
right is of linear growth in‖(φ̃(t), ψ̃(t))‖H1×L2 , so the corollary is potentially useful.

Proof of Corollary 2.6. –This result is proved by estimating the right hand side of (2.51
a straightforward way. Notice that it is necessary to substitute forλ̇, or equivalentlyΛ̇, from
Lemma 2.3: the smallness condition onM∗ is imposed to ensure the applicability of that lemm
The assumption onω ensures that(m2−ω2)−1 is bounded in terms ofω0,Ω, and so all functions
in the classesEi are bounded in terms only ofK2,Ω, ω0 andγ(t). Lines three through six ar
handled directly using integration by parts, the Cauchy–Schwarz inequality, substituting foΛ̇
from (2.30)–(2.31) and using Lemma A.8. The estimate of the first and second lines f
directly from Lemma A.9. For the final line use the form ofM̃ given in (2.44): this leads to
• terms arising from application of̃X to φS which can be estimated using Lemma A.12, a
• terms arising from differentiation of the coefficientspε√gε(gε)ij andpε√gε.

All together the final line can be estimated as� εc(K2, ω0,Ω, γ,‖(φ̃, ψ̃)‖H1×L2). �
2.4. Positivity of the Hessian

In order to make use of Corollary 2.6 it is necessary to relate the quantityE of (2.50) and henc
E, to theH1×L2-norm. This is done in the next lemma (which depends crucially on hypot
(IS)). Time dependence is suppressed in both the statement and the proof.

THEOREM 2.7. – Let g = (p, g) be a metric in the classMet1,K1 defined in Sections1.2
and1.8and define(q, h) as in (1.45). Assume[ω0 − Ω, ω0 + Ω] ⊂ I, the stability interval, tha
λ = (ω, θ, ξ, u)∈ O

g

stab and

|ω −ω0| � Ω,(2.52)

γ
(
q−1|u|h

)
+ (m2 −ω2)−1 + ε|ξ| � l.(2.53)
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There exist positive numbersε∗, c1, depending uponK1, ω0,Ω, l such that forε < ε∗ and all
(φ̃, ψ̃) ∈Υλ,h, as defined in(1.42),

t

mbers

ality

s,

the
of

.
of the
finity
e

along
E(φ̃, ψ̃;λ, pε, gε) � c1

(
‖φ̃‖2

H1 + ‖ψ̃‖2
L2

)
.

Proof. –First notice that, by Lemma 2.8 below, the result claimed follows (with a differenc1)
from the inequality

E(φ̃, ψ̃;λ, pε, gε) � c1

(
‖φ̃‖2

L2 + ‖ψ̃‖2
L2

)
which will now be proved. Assume to the contrary the existence of sequences of positive nu
εν → 0, of metric functionsgν = (pν , gν) as in Section 1.2, of functions(φν , ψν) satisfying

‖φν‖2
L2 + ‖ψν‖2

L2 = 1, of pointsλν = (ω, θ, ξ, u)ν ∈O
g

stab satisfying (2.52)–(2.53), such that

lim inf
ν→∞

E
(
φν , ψν;λν , (pν)ε, (gν)ε

)
� 0,

Ω
(

(φν , ψν),
∂

∂λA
(φS , ψS)(x;λν , hν)

)
= 0,

wherehν = gν(εξν) = (qν , hν) ∈MetK
1 . By phase invariance assume without loss of gener

thatθν = 0. Notice that Lemma 2.8 ensures that theφν are uniformly bounded inH1 so there is
a numberN > 0 such that

sup
ν

(
‖φν‖H1 + ‖ψν‖L2

)
� N.

Apply the translations byξν to the minimising sequences to give new sequencesλ̃ν and(φ̃ν , ψ̃ν);
the norms are unchanged. There exists arelabelled subsequence along whichενξν converges to a
limit Ξ with |Ξ| � l and after applying the translationsλ̃ν converges toλ = (ω,0,0, u) satisfying
(2.52)–(2.53). Writẽpν(x) = pν(ενx + ενξν) and similarly forg; notice that the frozen value
defined as above bỹh

ν
= (p̃ν(0), g̃ν(0)) are in fact equal tohν . The Arzela–Ascoli theorem

implies that there exists a further subsequence along whichp̃ν , g̃ν converge inC0
loc to a limit

metric; C0
loc convergence implies that̃pν , g̃ν converge uniformly on compact subsets to

constant valuesq = p(Ξ), h = g(Ξ); write h = −q2dt2 + h as usual. Translation invariance
Lebesgue measure implies

lim inf
ν→∞

E(φ̃ν , ψ̃ν ; λ̃ν , p̃ν , g̃ν) � 0.(2.54)

Next consider the functions

∂

∂λA
(φS , ψS)(x; λ̃ν , hν);(2.55)

it is clear from the formulae in Section 1.5 that asν → ∞ these converge inC0
loc to

∂
∂λA (φS , ψS)(x;λ,h ). In fact this convergence is also strong inL2: this follows from the
assumption of continuity of the map(1.56) into weighted Sobolev spacesHk,w in hypothesis (R)
(Alternatively, and more explicitly, note that the functions (2.55) are linear combinations
functions(aA, bA) defined in Appendix A.6, and hence have exponential decrease at in
uniformly in ν by [23, Theorem 1.4]). In any case asν → ∞ the functions (2.55) converg
stronglyin L2 so, recalling the definition in (1.42) of the symplectic normal spaceΥλ,h, it follows
from weak continuity of inner products that there exists a further relabelled subsequence
which (φ̃ν , ψ̃ν) converges weakly inH1 ×L2 to (φ̃, ψ̃) ∈ Υλ,h.

CLAIM A. – φ̃ �≡ 0.
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Proof of Claim A. –Assume that̃φ is identically zero. By uniform boundedness inH1 of φ̃ν

together with Rellich’s compactness theorem (e.g. [6, Theorem 6.14]) it may be assumed that
the φ̃ν converge to0 strongly in L2(K) for compactK . Next we assert that the hypotheses

in
at if

act
-

r the
rtion

arz

e

4). To
in Section 1.2 together with the uniform decay offω(Z) ensure that the final two integrals
〈φ̃, M̃ φ̃〉 converge to zero. To see this consider the first of these two terms and notice thK
is compact then

lim
ν→∞

∫
K

p̃ν
√

g̃νβ
(∣∣φS(·; λ̃ν , hν)

∣∣)|φ̃ν |2 = 0

becausẽφν converge to0 strongly inL2(K) while everything else is uniformly bounded inL∞

(by the hypotheses on the metric and onφS ). On the other hand it is possible to choose comp
K (independent ofν) such thatsupν

∫
Kc p̃ν

√
g̃νβ(|φS(·; λ̃ν , hν)|)|φ̃ν |2 is less than any pre

assigned value (whereKc is the complement ofK) because‖φ̃ν‖L2 � 1 and

lim
|x|→∞

sup
ν

∣∣β(∣∣φS(·; λ̃ν , hν)
∣∣)∣∣ = 0

by hypothesis (R) (or [23, Theorem 1.4]). This implies the truth of the assertion fo
penultimate integral in〈φ̃, M̃φ̃〉, and the argument for the final term is identical and the asse
is proved. Now given the truth of the assertion it follows immediately that

lim inf
∫

p̃ν

√
g̃ν

|ψ̃ν |2 + p̃ν
√

g̃ν(g̃ν)ij〈∂iφ̃
ν , ∂jφ̃

ν〉+m2|φ̃ν |2 +2(Ũν)i〈∂iφ̃
ν , ψ̃〉 � 0.(2.56)

Now |Ũν |2g̃ < p̃2 with strict inequality uniformly inν by (2.53). Therefore the Cauchy–Schw

inequality implies that the integral in (2.56) is bounded below byc(‖φ̃ν‖2
L2 + ‖ψ̃ν‖2

L2) with c

independent ofν. Thus (2.56) is impossible since‖φ̃ν‖2
L2 + ‖ψ̃ν‖2

L2 = 1. �
Referring now to the infinitesimal stability hypothesis (IS) in Section 1.7, the validity of th

lemma follows from the next assertion:

CLAIM B. – E(φ̃, ψ̃;λ, q, h) � 0.

Proof of Claim B. –As in the proof of Claim A, the uniform decay offω referred to above
makes it possible to take the limit under the integral sign in the last two integrals in (2.4
show “lower semi-continuity” for the others notice that, writingE = E(φ̃, ψ̃;λ, p, g),

2E +
∫

Rn

(
β
(
|φS |

)
|φ̃|2 + β′(|φS |

) 〈φS , φ̃〉2
|φS |

)
dx

=
∫

Rn

(
p
√

g

∣∣∣∣ψ̃ +
√

g
p

Ũ i∂iφ̃−
ω
√

g
γ

iφ̃

∣∣∣∣
2

+ p
√

g
(
gij〈∂iφ̃, ∂jφ̃〉+ m2|φ̃|2

)

− p
√

g
∣∣∣∣ Ũ i

p
∂iφ̃− ω

γ
iφ̃

∣∣∣∣
2)

dx.(2.57)

Write the integrand on the right hand side of (2.57) asi(φ̃, ψ̃;λ, p, g), and define

IR(φ̃, ψ̃;λ, p, g) =
∫

|x|�R

i(φ̃, ψ̃;λ, p, g)dnx.
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The identityγ(|Ũ |g/p)−2 + |Ũ |2g/p2 = 1 implies:

√
∣∣ Ũ i ω

∣∣2 √ ( )

a fact
ion
−p g∣∣ p
∂iφ̃−

γ
iφ∣∣ � −p g gij〈∂iφ̃, ∂j φ̃〉+ ω2|φ̃|2 .(2.58)

Thusi(φ̃, ψ̃;λ, p, g) � 0; together with weak convergence ofψ̃ν and∇φ̃ν in L2(|x| � R) and
the strong convergence of̃φν in L2(|x| � R) this gives

IR(φ̃, ψ̃;λ, q, h) � lim inf IR(φ̃ν , ψ̃ν ;λ, q, h)

� lim inf
(
IR(φ̃ν , ψ̃ν ; λ̃ν , p̃ν , g̃ν) + IR(φ̃ν , ψ̃ν ;λ, q, h)

− IR(φ̃ν , ψ̃ν ; λ̃ν , p̃ν , g̃ν)
)

� lim inf
[
I∞(φ̃ν , ψ̃ν ; λ̃ν , p̃ν , g̃ν)

+ sup
‖φ‖H1+‖ψ‖L2=N

∣∣IR(φ,ψ; λ̃ν , p̃ν , g̃ν)− IR(φ,ψ;λ, q, h)
∣∣].(2.59)

The C0
loc convergence ofpν , gν to q, h implies that the second line has limit zero asν → ∞.

Therefore taking supremum overR

I∞(φ̃, ψ̃;λ, q, h) � lim inf I∞(φ̃ν , ψ̃ν ; λ̃ν , p̃ν, g̃ν)

and so by the remark at the beginning of the proof of Claim B

E(φ̃, ψ̃;λ, q, h) � lim inf E(φ̃, ψ̃; λ̃ν , p̃ν , g̃ν) � 0

which completes the proof.�
LEMMA 2.8. – Let g = (p, g) ∈Met0,K0 . If

γ = γ
(
|Ũ |g/p

)
< ∞

there existCi = Ci(γ,K0) < +∞ such that

‖∇φ̃‖2
L2 +

∥∥∥∥ψ̃ +
√

g
p

Ũ i∂iφ̃−
ω
√

g
γ

φ̃

∥∥∥∥
2

L2

� C1E(φ̃, ψ̃;λ, p, g) + C2‖φ̃‖2
L2.

Proof. –In (2.57) estimate (for anyθ > 0)

∣∣∣∣ Ũ i

p
∂iφ̃− ω

γ
iφ̃

∣∣∣∣
2

� (1 + θ)
|Ũ |2g
p2

|∇φ̃|2g +
(

1 +
1
4θ

)
ω2

γ2
|φ̃|2.(2.60)

Since1 < γ < ∞ it follows that1−γ−2 = |Ũ |2g/p2 < 1 so that choosingθ sufficiently small that
(1 + θ)(1 − γ−2) < 1 the result follows. �
2.5. An improved frequency estimate

Even in the case of a nontrivial background metric the system (NLWgε

) is invariant under the
action ofS1 by phase rotation. This implies a conservation law by Noether’s theorem,
which in turn provides a stronger estimate onω than that obtained by means of the modulat
theory already described. Recall thatω(0) = ω0.
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LEMMA 2.9. – Let (φ,ψ) be a solution of(NLWgε

) of the form(2.3) with regularity as in
(WP1)–(WP2)and assume thatt �→ λ(t) = (ω, θ, ξ, u)(t) is aC1 function such that(2.40)holds
on an interval0 � t � t1 and thatω(0) = ω0 ∈ I. Then there exist positive numbersρ = ρ(ω0)

e

tity

for

e the

9).

)

andδ2 such that ifsupt∈[0,t0] ‖(εφ̃, εψ̃)‖L2×L2 < δ2 on an interval[0, t0], with t0 � t1, then

sup
t∈[0,t0]

∣∣ω(t)− ω0

∣∣ � ε2ρ sup
t∈[0,t0]

∥∥(φ̃, ψ̃)
∥∥2

L2×L2 .(2.61)

Proof. –As just remarked the system has an invariance under the action of the groupS1 by
phase rotation. Corresponding to this invariance is the fact that the quantity

∫
〈φ, iψ〉dx

is independent of time for solutions of (NLWg) with regularity as in (WP1)–(WP2). Now
substitute into this the ansatz (2.3) and use the fact that(φ̃, ψ̃) ∈ Υλ(t),h(t) to deduce that th

terms linear inφ̃, ψ̃ vanish, and hence using the jacobian identity in Appendix A.1 the quan

−ω
∥∥fω(Z)

∥∥2

L2
dZ

+ ε2〈φ̃, iψ̃〉L2
dx

is independent of time. The definition ofI implies that the first term has non-zero derivatives
|ω − ω0| small and implies the estimate (2.61).�
2.6. Completion of the proof of main theorem

In order to complete the proof it is necessary to compare the evolution ofλ(t) defined by
(2.30) (or equivalently Eqs. (2.24)–(2.27)) with the evolutionλ(0)(t) introduced in Definition 1.5
in Section 1.6. This is carried out in the norm (1.53). To achieve this it is helpful to us
momentum variableπ ∈ T ∗

ξ Σ defined in Section 1.4 and the variable

λ∗ = L(λ) = (ω, θ, ξ, π) ∈ R
2 × T ∗Σ,

defined just prior to (1.29), in terms of which the unperturbed evolution was written in (1.4
An estimate forλ− λ(0) in (1.53) will follow from an estimate for

‖̃λ∗ − λ∗(0)‖̃ε ≡ |ω −ω(0)|+ ε|θ − θ(0)|+ ε|ξ − ξ(0)|+ |π − π(0)|.(2.62)

Now let λ(t) be the curve defined by (2.30), considerλ∗(t) = L(λ(t)), and, using (2.7)–(2.10
and (2.2)), (2.37) gives

dλ∗

dt
= V∗

0(λ∗;h ) + εV∗
1(λ∗; gε, ε) + ε2V∗

2(t, λ
∗; e−iΘφ̃, e−iΘψ̃, gε, h, ε).(2.63)

This is possible as long as the smallness condition (2.29) holds. In this caseF ∗ is a continuous
function of t, λ∗ and (φ̃, ψ̃) (the latter being given the strongH1 × L2 topology) forω in a
compact subset[ω0 −Ω, ω0 + Ω] of I.
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Introduce, in addition toΩ, two positive numbersL∗,M∗ and define

{
1 ∥̃∥ ∗ ∗(0) ∥̃∥

)–

.4

initial
t∗ = inf t0 > 0: |ω(t0)− ω0|> Ω or
ε

λ (t0)− λ (t0) ε
> L∗

or ‖(φ̃(t0), ψ̃(t0))‖H1×L2 > M∗

or λ∗(t) cannot be extended as a solution of (2.63) beyond[0, t0)
}

.

(2.64)

Lemma 2.4 implies the existence oft1 = t1(ε) > 0 such that there is a local solution to (2.24
(2.27) on[0, t1] and consequentlyt∗ is strictly positive. The plan is to show thatt∗ � T∗

ε , where
T∗ is independent ofε, by a contradiction argument using the fact that

|ω(t)− ω0|� Ω,
∥̃∥λ∗(t)− λ∗(0)(t)

∥̃∥
ε
� L∗ε and

∥∥(φ̃, ψ̃)
∥∥

H1×L2 � M∗(2.65)

on the time interval[0, t∗).
To do this observe that (2.65) implies that (2.53) holds for somel depending uponΩ,L∗ and

the unperturbed evolutionλ∗(0), which is in turn determined by the initial dataλ(0). Therefore
Corollary 2.6 and Theorem 2.7 together imply that fort < t∗ the following estimate holds

∥∥(
φ̃(t), ψ̃(t)

)∥∥2

H1×L2 � c3.(1 + M∗) + εc4t(2.66)

wherec3 = c3(λ(0),K2,Ω,L∗) andc4 = c4(λ(0),K2,Ω,L∗,M∗). Now chooseM∗ such that
M2

∗ > c3(1 + M∗) and let

t2 =
M2

∗ − c3(1 + M∗)
εc4

.

Next letε be chosen to ensure thatε‖(φ̃(t), ψ̃(t))‖H1×L2 � εM∗ is small enough that Lemma 2
and (2.61) can be applied. The latter will give the first estimate of (2.65) as long asε2ρM2

∗ < Ω.
To obtain an estimate forλ∗(t)−λ∗(0)(t) notice, from (1.49), thatV1

∗ is globally Lipschitz ifω
andπ are bounded. To be precise if (2.65) holds there exists a numberc5 = c5(K2,Ω,L∗) such
that ∥∥V∗

1(λ
∗
1;p, g, ε)−V∗

1(λ
∗
2;p, g, ε)

∥̃∥
ε
� εc5‖̃λ∗

1 − λ∗
2‖̃ε � ε2c5L∗.(2.67)

It is now straightforward to compare solutions of (2.63) and of (1.50) which have the same
data:

LEMMA 2.10. – There existsc6 depending uponK2, λ(0), ω0,Ω,L∗,M∗ such that fort < t∗:

∥̃∥λ∗(t)− λ∗(0)(t)
∥̃∥

ε
� ε2c5L∗t + ε2c6t.

Proof. –Write λ∗
ε = (ω, εθ, εξ, π) and similarly forλ∗(0)

ε . Then

∂tλ
∗
ε = εV∗

0 + εV∗
1 + ε2V∗

2,

∂tλ
∗(0)
ε = εV∗

0 + εV∗
1.

For t < t∗ (2.31) implies the existence ofc6 as in the statement so that|V∗
2| � c6. Recall that

the initial data determinesλ∗(0) and hence provides a bound onγ(t) as long ast < t∗ so that
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(2.65) holds. The estimate now follows by inspection sinceξ always appears asεξ in V∗
0,V∗

1 on
account of the scalinggε(t, x) = g(εt, εx). Finally let

m 1.7

y

t3 =
L∗

ε(c5L∗ + c6)

and definingT∗/ε = min{t2, t3} the proof of the theorem is completed.�
3. Proof of Theorem 1.1

Theorem 1.1 will be deduced from the next result which is obtained directly from Theore
by rescaling. Introduce the scaling byε of space and time (and also the phase):

X = εx, Ξ = εξ, T = εt, θ̃ = εθ.(3.1)

The metric is now
1
ε2

g =
1
ε2

(−p2dT 2 + gij dX i dXj)

with p = p(T,X), gij = gij(T,X). Under this scaling the system (NLWg) can be convenientl
written in the form:

∂φ

∂T
=

p
√

g
ψ,

∂ψ

∂T
= ∆p,gφ− 1

ε2
p
√

g
(
m2φ− β

(
|φ|

)
φ
)
.

(NLW
g

ε2 )

(This involves a scaling byε of ψ also. The operator∆p,g is now defined with∇X in place of
∇x of course.) Define at timeT the spatially homogeneous metric

h(T ) = −q(T )2 dT 2 + hij(T )dX i dXj

where

q(T ) = p
(
T,Ξ(T )

)
, hij(T ) = gij

(
T,Ξ(T )

)
.

The rescaling converts the norm̃‖ · ‖̃ε into theε = 1 case, which will be denoted̃‖ · ‖̃. The
parameters for the soliton will now be taken to be

λ(T ) =
(
ω(T ), θ̃(T ),Ξ(T ), u(T )

)
;

the unperturbed evolution

λ(0)(T ) =
(
ω(0)(T ), θ̃(0)(T ),Ξ(0)(T ), u(0)(T )

)
is now described as follows:T �→ Ξ(0)(T ) is a solution of the geodesic equation (GEO)g (with

parameterT rather thant), u(0)(T ) = dΞ(0)

dT , ω(0)(T ) = ω(0)(0) = ω0 and

θ̃(0)(T ) =

T∫
0

ω0q
(0)

γ((q(0))−1|u(0)|h(0))
+ θ̃(0)(0),
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where

q(0)(T ) = p
(
T,Ξ(0)(T )

)
, h

(0)
ij (T ) = gij

(
T,Ξ(0)(T )

)
.

things

2

With this change of variables Theorem 1.7 translates into the following:

THEOREM 3.1. – Letg be a pseudo-Riemannianmetric of the form(1.44), where(p, g) satisfy
the conditions in Section1.2, and letβ be as in Section1.7. Consider the solution(φ(t), ψ(t)) to

(NLW
g

ε2 ) with initial values

φ(0,X) = fω

(
Z(0,X)/ε

)
eiΘ(0,X)/ε,(3.2)

ψ(0,X) =
1
ε

(
iωγ

√
hfω

(
Z(0,X)/ε

)
− γ

√
h

q
(Bu) · ∇Zfω

(
Z(0,X)/ε

))
eiΘ(0,X)/ε(3.3)

whereZ(T,X) = Z(X ;λ(T ), h(T )) and Θ(T,X) = Θ(Z(T,X);λ(T ), h(T )) with Z,Θ as

defined in(2.4). If λ(0) ∈ O
g,0

stab there exist positive numbers

ε∗ = ε∗
(
λ(0),K2

)
, T∗ = T∗

(
λ(0),K2

)
, c = c

(
λ(0),K2

)
and a functionλ ∈ C1([0, T∗];R2 × TΣ) such that for allε < ε∗ and0 � T � T∗ the solution
persists and satisfies(∥̃∥λ(T )− λ(0)(T )

∥̃∥ + ε−1
∣∣ω(t)−ω0

∣∣ +
∥∥φ(T,X)− fω(Z(T,X)/ε)eiΘ(T,X)/ε

∥∥
H1

ε

+ ε

∥∥∥∥ψ(T,X)− 1
ε

(
iωγ

√
hfω

(
Z(T,X)/ε

)

− γ
√

h
q

(Bu) · ∇Zfω

(
Z(T,X)/ε

))
eiΘ(T,X)/ε

∥∥∥∥
L2

ε

)
� cε.

The statement in this theorem is now very close to that in Theorem 1.1. There are two
remaining to be done to complete the proof of Theorem 1.1:
• Obtain the slightly improved estimate forη in (1.13).
• Obtain the estimate for∂t(φ− φε

0) in (1.14).
Introduce, as in Section 2.2, the alternate variable

Λ = (ω, η̃, α̃, u)

with η̃ = εη andα̃ = εα, so thatdΛ
dT = dλ

dt −V0(λ;h ). It follows from the formulae in Lemma 2.
that

|∂T α̃|+ |∂T η̃|� cε2(3.4)

from which follows the estimate forη as required.
Now to derive the estimate for∂t(φ− φε

0) in (1.14) notice firstly thatif α̃ = 0 the function

φε
0(T,X) = fω

(
Z(T,X)/ε

)
eiΘ(T,X)/ε

is exactly the function defined in (1.12) (after relabelling(T,X) to (t, x) etc.) By (3.4) the
presence of a non-zerõα contributes anO(ε) error. Next compute

∂T φε
0(T,X) =

1
ε

(
i∂T Θfω

(
Z(T,X)/ε

)
+ ∂T Z · ∇Zfω

(
Z(T,X)/ε

))
eiΘ(T,X)/ε.(3.5)
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Therefore, suppressing the arguments(T,X) of Z andΘ:

ε∂ (φ− φε) = ε
p
√

(
ψ − 1

(
iωγ

√
hf (Z/ε)− γ

√
h

(Bu) · ∇ f (Z/ε)
)

eiΘ/ε

)

wing

ms in

ate

this
of

ments

s

the
T 0 g ε
ω

q
Z ω

− ε

(
∂T φε

0 −
p
√

g
1
ε

(
iωγ

√
hfω(Z/ε)− γ

√
h

q
(Bu) · ∇Zfω(Z/ε)

)
eiΘ/ε

)
.(3.6)

To prove Theorem 1.1 it is necessary to estimate this inL2
ε. The first line is estimated from

Theorem 3.1, so it remains to deal with the second line. As in Appendix A.4 the follo
formulae hold:

∂ZI

∂T
= −γ(Bu)I −BI

i (γP i
j + Qi

j)∂T α̃j + µI
JZJ ,

∂Θ
∂T

= −ωqγ + ∂T η̃ − ω

q
(Bu)I µ̃I + µ0

JZJ
(3.7)

for µI
J = µI

J(λ,∂T Λ, h, ∂T h ) and µ0
J = µ0

J (λ,∂T Λ, h, ∂T h ) and µ̃I as in Appendix A.4.
Substitute (3.5) into the second line of (3.6) using (3.7). Terms arising from the first ter
(3.7) cancel with

p
√

g

(
iωγ

√
hfω(Z/ε)− γ

√
h

q
(Bu) · ∇Zfω(Z/ε)

)

up to an error which is� cε by Lemma A.10. The estimate (3.4) makes it easy to estim
expressions arising from the middle terms. The third terms are� cε sinceZ/ε timesfω(Z/ε)
and its derivatives are bounded inL2

ε by the known exponential decay of these functions:
completes the estimation of (3.6) needed. ThusTheorem 1.1 is proved for the general class
nonlinearities described in Section 1.7.

Acknowledgements

The author is supported by EPSRC grant AF/98/2492. I thank the referee for some com
and corrections.

Appendix A

A.1. Various formulae

Let t be fixed and suppressed and letγ = γ(|u|h/q). The inverse of the functionx �→ Z =
Z(x;λ,h ), defined in (2.4) is given by

x = x(Z;λ,h ) =
(

1
γ

Pu,h(B−1Z) + Qu,h(B−1Z)
)

.(A.1)

The Jacobian of the transformationx �→ Z(x) is γ
√

h, so thatdnZ = γ
√

hdnx. The measure
dnx, dnZ will usually be writtendx, dZ respectively.

A.2. Projection operators

Given an inner producth = hij on Rn it is possible to introduce projection operators in
direction ofu and orthogonal tou, for anyu ∈ R. These are given by
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(Pu,hV )i =
〈u,V 〉hui

|u|2h
,(A.2)

2 i i

written

e

as
(Qu,hV )i = V i − (Pu,hV )i =
|u|hV − 〈u,V 〉hu

|u|2h
.(A.3)

A convenient way to write this is to write the isomorphism induced byh:

R
n → (Rn)∗,(A.4)

V i �→ Vi = hijV
j ,(A.5)

in terms of raising/lowering indices in the usual way. The projection operators can then be

(Pu,h)i
j =

uiuj

|u|2h
, (Qu,h)i

j = δi
j −

uiuj

|u|2h

while indices are raised and lowered withh in the standard way; thus, for example:

(Qu,h)ij = hij −
uiuj

|u|2h
.

A.3. Spatial derivatives

Let t be fixed, and so suppressed, and letγ = γ(|u|h/q) whereh = (q, h) is a spatially
homogeneous metric (as in (1.45)) withq, hij depending only ont. Then the derivatives of th
functionsZ = Z(x;λ,h ) andΘ = Θ(x;λ,h ) defined in (2.4) with respect tox are

∂ZI

∂xj
= BI

i (γ(Pu,h)i
j + (Qu,h)i

j)
(

so that(Bu)I ∂ZI

∂xj
= γuj

)
,(A.6)

∂Θ
∂xj

= −ωujγ

q
.(A.7)

A.4. Time derivatives

Assume thath = (q, h) is a spatially homogeneous metric (as in (1.45)) withq, hij depending
only ont. The derivatives with respect tot of the functions defined in (2.4) can be computed
(using〈, 〉 for the duality pairing):

∂tZ = 〈∂λZ, ∂tλ〉+ 〈∂hZ, ∂th〉
=

〈
∂λZ, V (λ)

〉
+ 〈∂λZ, ∂tλ〉+ 〈∂hZ, ∂th〉

=−γ(Bu) + 〈∂λZ, ∂tλ〉+ 〈∂hZ, ∂th〉,

and similarly forΘ. Thus, using the notation of (2.2), the expressionsµI , µ0 defined in (2.11)
can be written in terms ofZ,Θ defined in (2.4):

εµI(t, x) = εµI
(
x,λ(t), Λ̇(t), h(t), ḣ(t)

)
where(A.8)

µI(x,λ, Λ̇, h, ḣ ) =
〈
Λ̇,DλZ(x,λ,h )

〉
+

〈
ḣ,DhZ(x,λ,h )

〉
,

εµ0(t, x) = εµ0
(
x,λ(t), Λ̇(t), h(t), ḣ(t)

)
where(A.9)

µ0(x,λ, Λ̇, h, ḣ ) = µI ∂Θ
∂ZI

+
〈
Λ̇,DλΘ(Z, λ, h )

〉
+

〈
ḣ,DhΘ(Z, λ, h )

〉
.
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Here it is to be understood that all quantities are to be evaluated atZ(x,λ,h ). Rewrite all of
these as functions ofZ by composing with the inverse function (A.1):

in [23,

rator it
µ̄I(t,Z) = µI
(
t,x

(
Z,λ(t), h(t)

))
, µ̄0(t,Z) = µ0

(
t,x

(
Z,λ(t), h(t)

))
,

µ̄I(Z,λ, Λ̇, h, ḣ ) = µI
(
x
(
Z,λ,h

)
, λ, Λ̇, h, ḣ

)
,

µ̄0(Z,λ, Λ̇, h, ḣ ) = µ0
(
x(Z,λ,h ), λ, Λ̇, h, ḣ

)
.

(A.10)

These are affine inZ : decomposēµI and µ̄0 into partsµ̃I , µ̃0 independent ofZ and parts
µI

JZJ , µ0
JZJ linear inZ . The following identities summarize these definitions:

∂ZI

∂t
= −γ(Bu)I − εBI

i (γP i
j + Qi

j)∂T αj + εµI
JZJ ,

∂Θ
∂t

= ωqγ + ε∂T η − ε
ω

q
(Bu)I µ̃I + εµ0

JZJ .
(A.11)

Notice that the derivatives with respect toh contribute only to the parts linear inZ . The parts
independent ofZ are given by

µ̃0 = ∂T η − ω

q
(Bu)I µ̃I ,(A.12)

µ̃I = −BI
i (γP i

j + Qi
j)∂T αj .(A.13)

The explicit formulae for the parts linear inZ µI
J = µI

J(λ, Λ̇, h, ḣ ) andµ0
J = µ0

J(λ, Λ̇, h, ḣ ) will
not be needed, only the following identities

LEMMA A.1. –With the summation convention

µI
I =

∂µI

∂ZI
=

∂T (γ
√

h)
γ
√

h
,(A.14)

(Bu)JµJ
L

(
B(γP + Q)

)L

i
= (γui)t −

(
∂t(Bu)J

)(
B(γP + Q)

)J

i
,(A.15)

(
B(γP + Q)

)L

i

∂µ0

∂ZL
= −∂t

(
ωγui

q

)
.(A.16)

Proof. –The first is best proved by use of the change of variables for integrals exactly as
Lemma A.2]. The other two are simple calculations.�

LEMMA A.2. – Letλ ∈Kλ(0),l,t, the set defined in2.5and assumeh(t) ∈ MetK for someK .
There existsc = c(K,λ(0), l), uniform forλ(0) in a compact subset of the parameter space(1.46),
such that ∣∣µ̄I(Z,λ, Λ̇, h, ḣ )

∣∣ +
∣∣µ̄0(Z,λ, Λ̇, h, ḣ )

∣∣ � c
(
1 + |Z|

)(
|Λ̇|+ |ḣ|

)
.

A.5. Derivatives with respect to velocity u

In order to compute the elements of the generalised null space of the linearised ope
is helpful to first introduce some notation for the derivatives with respect tou of the function
Z(x;λ,h ) defined in (2.4). Letγ = γ(|u|h/q) and given the expression

Z = ZI(x;λ,h ) = BI
i

(
γ(Pu,h)i

j(x− ξ)j + (Qu,h)i
j(x− ξ)j

)
,
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defineζa
i = ζa

i (Z;λ,h ) by:

a ∂ (
a b a b

)

f
se
n case
l they

st
patially
ζi =
∂ui

γ(Pu,h)b (x− ξ) + (Qu,h)b (x− ξ)

=
∂

∂ui

(
(γ − 1)(Pu,h)a

b (x− ξ)b + (x− ξ)a
)

=
γ2ui

q2

(
Pu,h(B−1Z)

)a +
γ − 1
γ|u|2h

(Qu,h)a
i uc(B−1Z)c +

γ − 1
|u|2h

ua(Qu,h)ic(B−1Z)c.(A.17)

(In the final line (A.1) is used to expressζ as a function ofZ .) Notice thatζ is affine inZ , and
introduce

ζa
iJ =

∂

∂ZJ
ζa
i .(A.18)

The following identities can be verified directly,

BJ
a ζa

iJ =
γ2ui

q2
,(A.19)

uaζa
iI = (B−1)b

I

(
(γ − 1)(Qu,h)ib +

γ2|u|2h
q2

(Pu,h)ib

)
,(A.20)

BK
b ubζa

iK =
γ − 1

γ
(Qu,h)a

i +
γ2|u|2h

q2
(Pu,h)a

i ,(A.21)

(BI
aζa

iJ + BJ
a ζa

iI) =
γ

q2

(
(Bu)I(γP a

i + Qa
i )BJ

a + (Bu)J (γP a
i + Qa

i )B
I
a

)
.(A.22)

A.6. Multipliers

In this appendix formulae are given for the elements of the generalised null space oM̃∗,
the L2 adjoint of the operator defined in (2.14), in the case of flat space-time. From the
will be derived the inhomogeneous terms in (2.18) for the general case. In the Euclidea
q = 1, hij = δij the formulae for the generalised null space have been given in [23]. As usua
are generated by differentiation with respect to the parametersλA and then taking the simple
possible linear combinations. The definitions made here depend upon an arbitrary s
homogeneous metrich and can be obtained by a change of variables from those in [23].

To start with, the operator in question is given explicitly by:

M̃∗(a, b) =
(

∂ta + iωqγa−M(λ, gε, h ), ∂tb + iωqγb +
pε

√
gε

a

)
.(A.23)

Now given λ = (ω, θ, ξ, u) ∈ R
2 × TΣ and the metrich = −q2 dt2 + hij dxi dxj define the

following exponentially decaying functions ofZ (written with the convention thatfω, gω are
evaluated with argumentZ):

b−1(Z;λ,h ) = gω − i
Z · (Bu)

q
fω wheregω = ∂ωfω,

a−1(Z;λ,h ) =
−i

√
h

γ
fω +

√
h

q

(
γ(Bu) · ∇Z − iωqγ

)
b−1,

(A.24)
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b0(Z;λ,h ) = ifω,

a (Z;λ,h ) =

√
h(

iγ(Bu) · ∇ f + ωqγf
)
,

(A.25)

s

0
q

Z ω ω

bI(Z;λ,h ) =
∂fω

∂ZI
,

aI(Z;λ,h ) =

√
h

q

(
γ(Bu) · ∇Z

∂fω

∂ZI
− iωqγ

∂fω

∂ZI

)
,

(A.26)

bn+i(Z;λ,h ) = BI
aζa

i

∂fω

∂ZI
− iωγ

q
(γPu + Qu)ic(B−1Z)cfω,

an+i(Z;λ,h ) =

√
h

q

(
(γPu,h + Qu,h)j

iB
I
j

∂fω

∂ZI
+

(
γ(Bu) · ∇Z − iωqγ

)
bn+i

)
.

(A.27)

Hereγ is as in (1.21).

RemarkA.3. – Notice that the dependence onλ = (ω, θ, ξ, u) is only through(ω,u). The
convention introduced following (M-3) aboutnot explicitly indicating dependence onB as well
ash is used here.

LEMMA A.4. – The map

(λ,h ) �→
(
bA(· ;λ,h ), aA(· ;λ,h )

)
∈Hk ×Hk−1,

defined forh in anyMetK andλ∈ Oh, is continuous fork = 3, C1 for k = 2 andC2 for k = 1.

In the case whengε = h = const andλ satisfies (1.24) the operator̃M∗ reduces, on function
of Z (whereZ is as in (1.22)), to the operator

M̃∗
0(a, b) =

(
−γ(Bu) · ∇Za + iωqγa−M(λ,h,h )b,−γ(Bu) · ∇Zb + iωqγb +

q√
h

a

)
.

Calculation, using (A.19)–(A.22), then shows that the pairs of functions(aA, bA) lie in the
generalised null space:̃M∗

0(aA, bA) = 0 if A = 0 or if A = I ∈ {1, . . . , n} while

M̃∗
0(a−1, b−1) =− q

γ
(a0, b0) (A =−1)

and

M̃∗
0(an+i, bn+i) =

√
h

q
(γP + Q)j

iB
I
j (aI , bI) (A = n + i).

Now in the general case whenλ does not satisfy (1.24), whenh is time-dependent andgε is both
space and time dependent the following formula holds

M̃∗(a, b) = M̃∗
0(a, b) + εµI ∂

∂ZI
(a, b) + ε(λ̇Dλ + ḣDh )(a, b)

+
((

M(λ,h,h )−M(λ, gε, h )
)
b,

(
pε

√
gε

− q√
h

)
a

)
(A.28)
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whereµI is as in (A.8). From this follows (2.18), where the only non-zero elements of the matrix
DAB areD−1,0 = −q/γ and

√

n

all of

. The

n. Thus
Dn+i,I =
h

q
(γP + Q)j

iB
I
j

and the inhomogeneous terms are given by

ε(J1
A,J2

A) = εµI ∂

∂ZI
(aA, bA) + ε(Λ̇Dλ + ḣDh )(aA, bA)

+
((

M(λ,h,h )−M(λ, gε, h )
)
bA,

(
pε

√
gε

− q√
h

)
aA

)
.(A.29)

RemarkA.5. – The (aA, bA) are functions of(Z,λ,h ) but the explicit dependence o
λ = (ω, θ, ξ, u) is only through(ω,u) which is why it is possible to replacėλ with Λ̇ here.

The inhomogeneous terms are exponentially decaying functions ofZ which also have the
following parametric dependence:

J1,2
A = J1,2

A (Z;λ, Λ̇, h, ḣ, gε, ġε,∇gε).

They have the following form (using the summation convention):

J1,2
A = J1,2

A + J1,2
ABΛ̇B + J1,2

µν ḣµν + J1,2
α Qα(gε,Dgε)

where theQα are affine in their second argument and rational in their first argument and
theJ1,2

{·} have dependenceJ1,2
{·} = J1,2

{·}(Z;λ,h ).

LEMMA A.6. – The maps

(λ,h ) �→
(
J2

{·}(· ;λ,h ),J1
{·}(· ;λ,h )

)
∈ Hk ×Hk−1,

defined forh in anyMetK andλ∈ Oh, are continuous fork = 2 andC1 for k = 1. Furthermore
ε〈J2

A,w〉 = εF̃A with

F̃A = F̃0A(t, λ;w,gε, h, ε) + F̃AB(t, λ;w,gε, h, ε)Λ̇B + F̃µν(t, λ;w,gε, h, ε)ḣµν(A.30)

where theF̃{·} are continuous functions oft, λ and of w ∈ H−1 and are� c‖εw‖H−1 with
c = c(K1,γ(q−1|u|h), (m2 − ω2)−1). Similarlyε〈J1

A, v〉 = εG̃A with

G̃A = G̃0A(t, λ;v, gε, h, ε) + G̃AB(t, λ;v, gε, h, ε)Λ̇B + G̃µν(t, λ;v, gε, h, ε)ḣµν(A.31)

where theG̃{·} are continuous functions oft, λ and of v ∈ L2 and are � c‖εv‖L2 with
c = c(K1,γ(q−1|u|h), (m2 − ω2)−1).

Proof. –This lemma can be essentially read off from (A.29) using Lemmas A.4 and A.10
stated estimates are given in the form needed inSection 2.2, and are not necessarily optimal.�
A.7. Inhomogeneous terms

In this appendix formulae and estimates for the inhomogeneous terms in (2.12) are give
it is assumed that
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• t �→ λ(t) = (ω(t), θ(t), ξ(t), u(t)) is aC1 function andΛ(t) is defined as in (2.7), with time
evolution as in (2.30), (2.32),

• t �→ (φ(t,ψ(t)) is a solution of (NLWgε

), with regularity as in (WP-1)–(WP-2),
)–

s of
and the various inhomogeneous termsji, j̃i, fi, f̃i,N , Ñ are as defined in (2.12) and (2.41
(2.42) and the surrounding discussion. The explicit formulae are:

j1(t, x;λ, Λ̇, h, ḣ ) =−e−iΘ〈DλφS , Λ̇〉 − e−iΘ〈DhφS , ḣ〉

=−ω̇gω − µI ∂fω

∂ZI
− iµ0fω, wheregω = ∂ωfω,(A.32)

j2(t, x;λ, Λ̇, h, ḣ ) =−e−iΘ〈DλψS , Λ̇〉 − e−iΘ〈DhψS , ḣ〉

= ∂T

(
γ
√

h
q

Bu

)
· ∇Zfω − i∂T (ωγ

√
h)fω

− ∂T ω

(
iωγ

√
hgω − γ

√
h

q
(Bu) · ∇Zgω

)

− µI

(
iωγ

√
h− γ

√
h

q
(Bu) · ∇Z

)
∂fω

∂ZI

− iµ0

(
iωγ

√
h− γ

√
h

q
(Bu) · ∇Z

)
fω,(A.33)

f1(t, x;λ, gε, h ) =
1
ε

(
pε

√
gε − q√

h

)
e−iΘψS ,(A.34)

f2(t, x;λ, gε, h ) =
e−iΘ

ε
(∆pε,gε −∆q,h)(φS)

− e−iΘ

ε

(
pε√gε − q

√
h
)(

m2φS − β
(
|φS |

)
φS

)
,(A.35)

N (fω, εv, gε, ε) =
1
ε2

pε√gε
{
β(|fω + εv|)(fω + εv)− β(fω)fω

− εβ(fω)v − εfωβ′(fω)�v
}
.(A.36)

In these formulaeφS , ψS ,Z,Θ are as in Section 2.1. Notice thatj1, j2 are linear inΛ̇, ḣ, or, after
substituting forḣ from (2.45) affine inΛ̇. The regularity properties of these terms as function
(λ,h ) can be read off from hypothesis (R):

LEMMA A.7. – The map(λ,h ) �→ j1 (resp.j2) are continuous toH3 (resp.H2), C1 to H2

(resp.H1), andC2 to H1 (resp.L2), for h in anyMetK andλ∈ Oh.

LEMMA A.8. – There existsc = c(K0, (m2 −ω2)−1,γ(|u|h/q), ε‖v‖H1), whereK0 is as in
(M-1)–(M-3), such that ∥∥εN (fω, εv, gε, ε)

∥∥
L2 � cε‖v‖2

H1 .

Proof. –It is convenient to use the variablẽφ = eiΘv andF instead ofβ (see (1.1)). Now
compute, suppressing arguments where possible,

‖N‖L2 = ‖eiΘN‖L2 = ε−2
∥∥pε√gε

(
F(φS + εφ̃)−F l(φS

))
− ε

〈
F ′(φS), φ̃

〉∥∥
L2

= ε−1

∥∥∥∥∥pε√gε

1∫
0

〈
F ′(φS + ετφ̃)−F ′(φS), φ̃

〉
dτ

∥∥∥∥∥
L2

.

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE



354 D.M.A. STUART

Recalling now the hypotheses (NL-3) the resultfollows by applying Holder’s inequality with
1/2 = 1/2∗ + 1/n. �

n
plies

that

2)

.3 are
The estimates involving the operators

X ≡ ∂t + Ũ i(∇x)i,(A.37)

X̃ ≡ ∂t −
iωpε

γ
+ Ũ i(∇x)i(A.38)

needed in Section 2.3 are now given. Recall the decomposition in (2.46)–(2.47).

LEMMA A.9. – The inhomogeneous termsj̃•i appearing in(2.46)–(2.47)are of the form

j̃
(0)
1 (t, x) =−〈DλφS ,V1〉 −

〈
DhφS , ḣ

(0)〉
,(A.39)

j̃
(0)
2 (t, x) =−〈DλψS ,V1〉 −

〈
DhψS , ḣ

(0)〉
,(A.40)

j̃
(1)
1 (t, x) =−〈DλφS ,V2〉 −

〈
DhφS , ḣ

(1)〉
,(A.41)

j̃
(1)
2 (t, x) =−〈DλψS ,V2〉 −

〈
DhψS , ḣ

(1)〉
(A.42)

and satisfy the estimates

‖X̃ j̃
(0)
i ‖L2 � c2ε

(
1 + |Λ̇|+ |∂tλ|

)
,

‖X̃f̃i‖L2 � c1ε
(
1 + |∂tλ|+ |Λ̇|

)
,

‖∇xj
(1)
1 ‖L2 + ‖j(1)

i ‖L2 � c3ε

with ci = ci(Ki,γ(|u|h/q), (m2 − ω2)−1) for i = 1,2 and

c3 = c3

(
K2,γ

(
|u|h/q

)
,Ω, ω0,

∥∥(v,w)
∥∥

H1×L2

)
.

Proof. –To prove the first observe thatV1 is itself aC1 function of εt, λ (as can be see
by inspection of the formulae in Section 2.2) which satisfies (1.52), while (2.45) im
immediately

|ḣ(0)|+ |∂tḣ
(0)|� c(K2)

(
1 + |∂tλ|+ |Λ̇|

)
.

The result now follows the explicit expressions for the inhomogeneous terms above.
The second follows from the product rule and Lemma A.13. Finally recall from (2.45)

ḣ
(1)

= ε〈Vi
2, (Dig)ε〉 so that|ḣ(1)|� K1|εV2| and the last estimate follows from (A.41)–(A.4

and (2.31). �
A.8. Estimates for some integrals

In this appendix various estimates for integrals used primarily in Sections 2.2 and 2
given.

LEMMA A.10. – (a)LetF ∈ C1(Rn;R) have bounded first derivative andρ be an integrable
function satisfying ∫ (

1 + |Z|
)∣∣ρ(Z)

∣∣dZ < ∞
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and letA be ann× n matrix. Then for allp � 1

∥∥(
1 + |Z|

)m(
F

(
ε(ξ + AZ)

)
− F (εξ)

)
ρ(Z)

∥∥
p � cε|A|‖DF‖L∞

∥∥(
1 + |Z|

)m+1
ρ(Z)

∥∥
p .

s by

rm
uated

n

(in
L
dZ

L
dZ

(b)LetF ∈ C2(Rn;R) have bounded second derivative,A be as above, andρ be an integrable
function satisfying

∫
Zρ(Z)dZ = 0 and

∫ (
1 + |Z|2

)
ρ(Z)dZ <∞.

Then ∣∣∣∣
∫ (

F
(
ε(ξ + AZ)

)
− F (εξ)

)
ρ(Z)dZ

∣∣∣∣ � cε2|A|2‖D2F‖L∞
∣∣(1 + |Z|2

)
ρ(Z)

∣∣
L1

dZ

.

If further F ∈C3(Rn;R) has bounded third derivatives then

∣∣∣∣
∫ [

DF
(
ε(ξ + AZ)

)
−DF (εξ)

]
ρ(Z)dZ

∣∣∣∣ � cε2|A|‖D3F‖L∞
∣∣(1 + |Z|2

)
ρ(Z)

∣∣
L1

dZ

.

Proof. –The proof of, for example, the middle inequality follows from the assumption
writing:

F
(
ε(ξ + AZ)

)
− F (εξ)− ε

〈
DF (εξ),AZ

〉
=

1∫
0

1∫
0

s
〈
D2F (εξ + stεAZ), εAZ, εAZ

〉
dsdt.

The others are proved similarly.�
In the following it is assumed, as usual, thatg is a pseudo-Riemannian metric of the fo

(1.44), where(p, g) satisfy the conditions in Section 1.2; it is rescaled as in (1.44) and eval
atx = ξ(t) as in (1.45) to define a spatially homogeneous metrich = (q, h).

LEMMA A.11. – Given λ = (ω, θ, ξ, u) ∈ R2 × TΣ consider the affine transformatio
Z �→ x(Z) given by(A.1), which is itself the inverse of the affine transformation defined in(2.4).
Assume further thatj is an integrable function with‖(1 + |Z|)j(Z)‖L2

dZ
< ∞, and given

u∈ TξΣ define a vector field̃U onΣ as in(2.48). Then:∥∥(
1 + |Z|

)m(
pε

(
x(Z)

)
− q

)
j(Z)

∥∥
L2 � εc

∥∥(
1 + |Z|

)m+1
j(Z)

∥∥
L2 ,∥∥(

1 + |Z|
)m(

Ũ i
(
x(Z)

)
− ui

)
j(Z)

∥∥
L2 � εc

∥∥(
1 + |Z|

)m+1
j(Z)

∥∥
L2

with c = c(K1,γ(q−1|u|h)).

Proof. –By (A.1) x(Z) = ξ + AZ whereA is a linear transformation with norm bounded
terms ofKi for anyi � 0) andγ(q−1|u|h). Now estimate as follows

∫ ∣∣(p(εξ + εAZ)− p(εξ)
)
j(Z)

∣∣2dZ � c
∥∥(

1 + |Z|
)
j(Z)

∥∥2

L2
dZ

since the derivatives ofp are bounded byK1. The second inequality is proved similarly.�
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LEMMA A.12. – Given aC1 curve

t �→ λ(t) = (ω, θ, ξ, u) ∈Ogε,t,

l

a

let the functionsZ = Z(t, x) andΘ = Θ(t, x) be as in(2.4), introduce the first order differentia
operatorsX, X̃ as in(A.37)–(A.38), and defineV∗ by

εV∗(t) = ∂tλ(t)−V0

(
λ(t);h(t)

)
.(A.43)

Assuming that‖(1 + |Z|)j(Z)‖2
L2

dZ

+ ‖(1 + |Z|)∇Zj(Z)‖2
L2

dZ

< ∞ and that the functioñj(t, x)

is of the form̃j = eiΘj(Z) the following estimates hold:∥∥(
1 + |Z|

)m
Xj

∥∥
L2 � c1ε

(
1 + |∂tλ|+ |V∗|

)∥∥(
1 + |Z|

)m+1(∣∣j(Z)
∣∣ +

∣∣∇Zj(Z)
∣∣)∥∥

L2 ,∥∥(
1 + |Z|

)m
X̃ j̃

∥∥
L2 � c1ε

(
1 + |∂tλ|+ |V∗|

)
×

∥∥(
1 + |Z|

)m+1(∣∣j(Z)
∣∣ +

∣∣∇Zj(Z)
∣∣)∥∥

L2 ,∥∥(
1 + |Z|

)m∇x(Xj)
∥∥

L2 � c2ε
(
1 + |∂tλ|+ |V∗|

)∥∥(
1 + |Z|

)m+1(∣∣j(Z)
∣∣ +

∣∣∇2
Zj(Z)

∣∣)∥∥
L2 ,∥∥(

1 + |Z|
)m∇x(X̃ j̃)

∥∥
L2 � c2ε

(
1 + |∂tλ|+ |V∗|

)∥∥(
1 + |Z|

)m+1(∣∣j(Z)
∣∣ +

∣∣∇2
Zj(Z)

∣∣)∥∥
L2 ,

with ci = ci(Ki,γ(q−1|u|h) for i = 1,2.

Proof. –This follows directly by using the identities

∂tΘ + Ũ i∂xiΘ− ωpε

γ
= εµ0 +

ω

γ
(q − pε)− ωγ

q
(Ũ i − ui)ui,

∂tZ
I + Ũ i∂xiZI = εµI + (Ũ i − ui)BI

j (γPu,h + Qu,h)j
i ,

where, for allA, µA(t, x) = µA(x,λ(t),V∗(t), h(t), ḣ(t)) is as in (A.10) anḋh is as in (2.45),
to reduce to Lemma A.11.�

LEMMA A.13. – In the situation of LemmaA.12 assume in addition that there is given
function α ∈ C2(R1+n,R) and a(t) ≡ α(εt, εξ(t)). Then the following estimates hold forε
small: ∥∥(

1 + |Z|
)m

X
(
ε−1

(
α(εt, εx)− a(t)

)
j(Z(t, x))

)∥∥
L2

� εc×
(
1 + |∂tλ|+ |V∗|

)
×

(∥∥(
1 + |Z|

)m+2(∣∣j(Z)
∣∣ +

∣∣∇Zj(Z)
∣∣)∥∥

L2

)
,∥∥(

1 + |Z|
)m∇x

[(
Xε−1

(
α(εt, εx)− a(t)

)
j
(
Z(t, x)

))]∥∥
L2

� εc×
(
1 + |∂tλ|+ |V∗|

)
×

(∥∥(
1 + |Z|

)m+2(|j|+ ∣∣∇Zj
∣∣ +

∣∣∇2
Zj

∣∣)∥∥
L2

)
with c = c(K1,γ(q−1|u|h, |α|C2), as do the analogous statements withj replaced bỹj andX̃
replacingX .

Remark. – In applications an estimate forV∗ is provided by Lemma 2.3.

Proof. –Compute(
∂t + Ũ i(t)∇i

)
ε−1

(
α(εt, εx)− a(t)

)
j
(
Z(t, x)

)
=

[
∂1α(εt, εx)− ∂1α

(
εt, εξ(t)

)
− (∂tξ − u)∂2α(εt, εξ)− (u− Ũ)∂2α(εt, εξ)

+ Ũ
(
∂2α(εt, εx)− ∂2α

(
εt, εξ(t)

))]
j
(
Z(t, x)

)
+ ε−1

(
α(εt, εx)− a(t)

)(
∂t + Ũ i(t)∇i

)
j
(
Z(t, x)

)
.
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Use Lemma A.10 to estimate the first third and fourth lines and (A.43) and Lemma A.11 for
the second. This gives the first estimate. The second is proved similarly, observing in addition
that a spatial derivative applied to∂α(εt, εx) introduces an additional factor ofε. �

btain
t
on,

se
the

) to

inner

iately
come

s

to

in

ly,
ith
A.9. Computation of the modulation equations (proof of Lemma 2.2)

In this appendix theL2 inner products which appear in (2.19) are computed in order to o
the modulation equations (2.24)–(2.27)and prove Lemma 2.2. Assumeλ = λ(t) lies in a compac
subset of the parameter space (1.19). Since timet is fixed (and will be suppressed) in this secti
it is possible to regardZ , defined in (2.4), as the independent variable rather thanx. Thus all
functions ofx will be regarded as functions ofZ (obtained by composition with the inver
function x �→ x(Z;λ,h ) given in (A.1)), but by abuse of notation will be represented by
same symbols. Since, as explained in Appendix A.1, the measuresdZ = dnZ anddx = dnx
differ only by a nowhere vanishing function of time, it is permissible in condition (2.19
replacedx by dZ . Also it will be convenient to suppress the subscriptsu,h on the projection
operatorsP,Q and to writeγ for γ(|u|h/q). The notation〈, 〉 and‖ · ‖ will be used for theL2

dZ

inner product and norm respectively.
It will transpire that the terms on the left hand side of (2.24)–(2.27) arise from the

products involvingj1, j2, f1, f2, up toO(ε) terms which are continuous int, λ and lie in the class
E1 (see (2.20)) and hence contribute to the right hand sides. (Continuity follows immed
from the assumption (R) in Section 1.7). The other contributions to the right hand side
from the terms with anε explicitly in front; these will be discussed first.

Term involving N . The term involvingN is independent oḟΛ, and, by Lemma A.8, satisfie
the bound (for anyε < 1): ∣∣〈bA(Z;λ,h ), εN

〉∣∣ � εc.‖v‖2
H1(A.44)

wherec = c(q−1|u|h), (m2−ω2)−1), ε‖v‖H1 ,K0, K̃2). Now 〈bA(Z;λ,h ), εN〉 is a continuous
function ofλ, and also ofv (in the strongH1 topology) since the nonlinearity is not allowed
have supercritical growth by (NL-1)–(NL-3). Therefore this term lies in the classE2 (see (2.21))
and contributes to the term̃F (0)

A , and is bounded as in (2.21) (withc depending also onK0 and
theK̃i of (NL-1)–(NL-3).)

Terms involving (v,w) explicitly. The other terms with anε appearing in front are those
the second line of (2.19). These are treated directly using Lemma A.6 and substituting forḣ from
(1.45). It follows that these terms can be broken upinto two terms which contribute, respective
to F̃

(0)
A andF̃AB in (2.24)–(2.27) and as functions oft, λ are bounded as in (2.21)–(2.23) w

constantsc (which depend also onK1).

Terms involving j1, j2. The contributions fromj1, j2 may be computed directly:

〈b−1, j2〉+ 〈a−1, j1〉= γ−1
√

hµ̃0‖fω‖2 − γ
√

h
q

(Bu)J µ̃J

(
2
n
〈∇gω,∇fω〉+ ω‖fω‖2

)

+ γ
√

hµ̃0

(
2ω〈fω, gω〉+

|u|2h
q2

‖fω‖2

)

=
√

h
(

γ−1 + γ
|u|2h
q2

)
‖fω‖2µ̃0 + 2ωγ

√
hµ̃0〈fω, gω〉

= γ
√

hµ̃0 ∂

∂ω

(
ω‖fω‖2

)
,
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〈b0, j2〉+ 〈a0, j1〉= −∂T (ωγ
√

h)‖fω‖2 − 2ωγ
√

h∂T ω〈fω, gω〉+ ωγ
√

h‖fω‖2 ∂µI

∂ZI( √ ) ∂µI

alues

g

= −∂T ωγ h‖fω‖2 + ωγ‖fω‖2

∂ZI

= −γ
√

h∂T

(
ω‖fω‖2

)
.

For I ∈ {1, . . . , n}

〈bI , j2〉+ 〈aI , j1〉=
1
n
‖∇fω‖2∂T

(
γ
√

h
q

(Bu)I

)
+ 2ω̇

(
γ
√

h
q

(Bu)J

)〈
∂gω

∂ZJ
,
∂fω

∂ZI

〉

+
γ
√

h
q

(Bu)J

∫
µK

L

(
∂2fω

∂ZJ∂ZK

∂fω

∂ZI
− ∂2fω

∂Zi∂ZJ

∂fω

∂ZK

)
dZ

+ 2ωγ
√

h
〈

µ0fω,
∂fω

∂ZI

〉

=
√

h(PB−1 + γQB−1)a
I

(
∂T

(
‖∇fω‖2

nq
γua

)
+ ω‖fω‖2∂T

(
ω

q
γua

))
.

For i ∈ {1, . . . , n}

〈bn+i, j2〉+ 〈an+i, j1〉=−
√

h
q

(γP + Q)j
iB

J
j µ̃I

〈
∂fω

∂ZI
,
∂fω

∂ZJ

〉

+ 2
γ
√

h
q

(Bu)K µ̃I

〈
∂2fω

∂ZI∂ZK
,BJ

a ζa
i

∂fω

∂ZJ

〉

+ 2ω2γ2

√
h

q
µ̃I

〈
(γP + Q)ic(B−1Z)cfω,

∂fω

∂ZI

〉

+ 2ωγ
√

hµ̃0

〈
fω,BJ

a ζa
j

∂fω

∂ZJ

〉

− 2ωγ2

√
h

q2
(Bu)K µ̃0

〈
∂fω

∂ZK
, (γP + Q)ic(B−1Z)cfω

〉

=−γ2

√
h

q

(
‖∇fω‖2

n
+ ω2‖fω‖2

)
(γ2P + Q)ij∂T αj .

Terms involving f1, f2. To calculate the quantities〈aA, f1〉+ 〈bA, f2〉, first of all notice that
for A ∈ {−1, n + 1, . . . ,2n} �bA is an even function ofZ and�aA is odd, while the situation
is reversed for the imaginary parts. From this observation it follows directly that for these v
of A it is possible to write

〈aA, f1〉+ 〈bA, f2〉=
1
ε

∫ ((
pε

√
gε

− q√
h

)
F 0(Z) + (pε√gε − q

√
h)F 1(Z)

+
(
pε√gε(gε)ij − q

√
hhij

)
Fij(Z)

)

where all theF ′s are even functions ofZ . In accordance with the remarks above about usinZ
instead ofx as independent variable in these formulae

pε = p
(
εξ + ε(γ−1P + Q)(B−1Z)

)
q = p(εξ)
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etc.; therefore by Lemma A.10 these terms, which are continuous functions oft, λ areO(ε) and
lie in the classE1 and satisfy a bound as in (2.20) withc depending also onK2. Thus these terms
contribute toεF̃ (0) on the right hand side of the modulation equations.

s

in

erms
A

For A = 0 it follows by inspection that〈aA, f1〉+ 〈bA, f2〉 = 0, thus it is left to compute thi
expression in the caseA = 1, . . . , n. The final answer is

〈bI , f2〉+ 〈aI , f1〉=
1
2
mω(γ−1PB−1 + QB−1)k

I

×
(

hij
,k

γ2|u|2h
q2

q
√

hPij + 2γ2
√

hq,k

)
+ O(ε),(A.45)

where theO(ε) term is a continuous function oft, λ which satisfies a bound as in (2.20) (

which c depends also onK2) and so contributes toεF̃ (0)
A in the modulation equations.

To prove this it is helpful to split up the various terms carefully. ForI ∈ {1, . . . , n}

〈bI , f2〉=−1
ε

∫ (
pε√gε(gε)ij − q

√
hhij

)〈
(∇x)i

(
∂fω

∂ZI
eiΘ

)
, (∇x)j(fωeiΘ)

〉
dZ

− 1
ε

∫
(pε√gε − q

√
h)

〈
∂fω

∂ZI
,
(
m2 − β(fω)

)
fω

〉
dZ

= EI1 + EI2,

〈aI , f1〉=
1
ε

∫ √
h

q

(
pε

√
gε

− q√
h

)〈
γ(Bu) · ∇Z

∂fω

∂ZI
− iωqγ

∂fω

∂ZI
, iωγ

√
hfω(Z)

− γ
√

h
q

∂fω

∂ZI
(Bu)I

〉
dZ

= EI3.

Using the proof of Lemma A.10 and integration by parts it is possible to write (forI ∈ {1, . . . , n}
andα = 1,2,3)

EIα = (γ−1PB−1 + QB−1)k
IE0

kα + εE1
kα

where

E0
k1 =

1
2
(∇x)k

(
pε√gε(gε)ij

)∣∣∣∣
x=ξ

(
‖∇fω‖2

n
(γ2Pij + Qij) +

ω2γ2

q2
uiuj‖fω‖2

)
,

E0
k2 =

1
2
(∇x)k(pε√gε)

∣∣∣∣
x=ξ

∫ (
m2f2

ω −G(fω)
)
dZ,

E0
k3 =

1
2
(∇x)k

(
pε

√
gε

)∣∣∣∣
x=ξ

(
‖∇fω‖2

n

hγ2

q2
|u|2h + ω2γ2h‖fω‖2

)
,

with

G′(t) = 2tβ(t).

Notice that here, and in the following, after differentiation the terms involvingpε, gε are to be
evaluated atx = ξ, using the notation (1.10). Lemma A.10 implies that the remainder t
εE1

kα are indeedO(ε) and satisfy a bound as in (2.20) (in whichc depends also onK2). Since

they are continuous functions oft, λ they lie in the classE1 and so contribute tõF (0)
A in the

inhomogeneous terms.
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To evaluate the dominant terms, use the Pohazaev identity (see e.g. [23])

(2− n)‖∇f ‖2 − n(m2 −ω2)‖f ‖2 + n

∫
G(f ) = 0(A.46)

).

tence
1) as

onding
9) (in

1)
g

iable
t

ω ω ω

to combine them as

E0
1k + E0

2k + E0
3k =

1
2

(
‖∇fω‖2

n
A + ω2‖fω‖2B

)
,(A.47)

where (for fixedk)

A = (∇x)k

(
pε√gε(gε)ij

)
(γ2Pij + Qij) + (2− n)(∇x)k(pε√gε ) +

hγ2

q2
|u|2h(∇x)k

(
pε

√
gε

)
,

B = (∇x)k

(
pε√gε(gε)ij

)γ2|u|2h
q2

Pij + (∇x)k(pε√gε ) + γ2h(∇x)k

(
pε

√
gε

)
.

Here it is understood thatpε, gε are evaluated atx = ξ (after differentiation if need be
Calculation shows that these are in fact equal:

A = B = (∇x)k(gε)ij

(
γ2|u|2h

q2
pε√gεPij

)
+ 2γ2√gε(∇x)kpε(A.48)

which finally gives (A.45) (by way of the definition in (1.59)).

A.10. Local existence

In this appendix basic estimates are given which imply the validity of the local exis
hypotheses (WP-1) and (WP-2) of Section 1.7 will be given. It is convenient to rewrite (1.1

�gφ = F , φ(0) = φ0, φt(0) = ψ0,(A.49)

with F = F(φ).

THEOREM A.14. – Assume thatF :C → C satisfies:
(i) |F(φ)| � M(|φ|+ |φ|p),
(ii) |F(φ) −F(φ̃)| � L(|φ− φ̃|+ (|φ|p−1 + |φ̃|p−1)|φ− φ̃|),

wherep ∈ (1,∞) if n = 1,2 andp ∈ ( n
n−2 , n+2

n−2 ) if n � 3. Then the Cauchy problem for(A.49)
is well-posed inH1 ×L2 and satisfies the hypotheses(WP1)–(WP2)of Section1.7.

The theorem is proved by showing convergence of the Picard iterates in the corresp
topology by means of the following two estimates for the inhomogeneous problem (A.4
whichF is now regarded as a given function):

sup
s∈[0,t]

∥∥(φ,ψ)
∥∥

H1×L2 � c1

(
ec2t

∥∥(φ0, ψ0)
∥∥

H1×L2 + ‖F‖L1([0,t];L2)

)
,(A.50)

‖φ‖LQ([0,t];LR) � c3

(∥∥(φ0, ψ0)
∥∥

H1×L2 + ‖F‖L1([0,t];L2)

)
.(A.51)

Here the constantsci depend on the constantK2 introduced in Section 1.2 and in (A.5
R ∈ ( 2n

n−2 , 2(n+1)
n−3 ], Q = 2R

(n−2)R−2n , n > 2 andt � t1 wheret1 is a positive number dependin
upon K2. The first of these follows from the energy identity while the second is a var
coefficient Strichartz estimate proved in [25, Corollary 5] for the case ofC2 metrics relevan
here.
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A.11. Proper reference frames

In this appendix a local co-ordinate system corresponding to an observer moving along the
.12).
irst of

by
-
in
te
g

es to
).

,

for

l

eton,

of
curveξ(t) will be used to clarify the meaning of the expressions for the dominant term in (1
The construction of the co-ordinate system is given in [14, Section 13.6]; see also [11]. F
all let v = dξ

dt be then-velocity along the curve and introduce theproper timeτ(t) by

τ(t) =

t∫
0

q(t′)
γ(t′)

dt′

where, as usual,q(t) = p(t, ξ(t)), hij(t) = gij(t, ξ(t)) andγ(t) = γ(1 − |v|h/q). The idea is
to find a local system of co-ordinates(x̂0 = t̂, x̂) in a tube surrounding the curve(t, ξ(t))
in which τ(t), x̂ = 0 corresponds to(t, x = ξ(t)). As explained in [14] this can be done
using an orthonormal frameE0, . . . ,En to TM along the curve in whichE0 is the space
time velocity vector of the curve(γ

q , γv
q ) and E1, . . . ,En are (non-parallel) propagated

such a way as to preserve orthonormality (see [14,Eq. 13.60, Section 13.6]. The co-ordina
system is then produced from the geodesic flow. LetΦ((t, ξ(t)), σ,n) be the geodesic emanatin
from the point(t0, ξ(t0), parametrised by arc-lengthσ, in the directionn = niEi: then if
(t, x) = Φ((t0, ξ(t0)), σ,n), the new co-ordinates of this point are(t̂, x̂i) = (τ(t0), σni). Observe
that by construction the co-ordinates of a point(t, ξ(t)) on the curve are(t̂ = τ(t), x̂ = 0). Forg
a C3 metric the geodesic flow isC2, and from this and the expression forE0 it follows that for
|x− ξ(t)| sufficiently small the new time co-ordinatet̂(t, x) satisfies:∣∣∣∣t̂(t, x)− τ(t) +

1
q(t)

γ(t)
〈
v, x− ξ(t)

〉
h

∣∣∣∣ � C
∣∣x− ξ(t)

∣∣2.(A.52)

From this it follows by consideration of the pseudo-Riemannian distance between(t, ξ(t)) and
(t, x) in both co-ordinate systems that

∣∣∣∣x̂(t, x)
∣∣2 − ∣∣γ(t)Pv,h(x− ξ) + Qv(x− ξ)

∣∣2
h

∣∣ � C
∣∣x− ξ(t)

∣∣3.(A.53)

Thus to conclude, the functionφ0 defined in (1.12) pulls back under this change of co-ordinat
eiωt̂fω(|x̂|)+o(1), in a neighbourhood of the curveξ(t), as stated in the remark following (1.12
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