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ABSTRACT. – We consider a regression model where the unknown regression functionf is
known to be decreasing and defined over[0,1]. Our aim is to study the distance between the
empirical processFn and its least concave majorantF̂n. We obtain the asymptotic distributions
of both F̂n(x)− Fn(x), x ∈]0,1[, and theLq -distance between̂Fn andFn. These distributions
depend on the distribution of the processX̂ − X whereX is a standard two-sided Brownian
motion with parabolic drift and̂X is the least concave majorant ofX. Some properties of this
process are described. Finally we provide the order of magnitude of the supremum distance
betweenF̂n andFn.
 2003 Éditions scientifiques et médicales Elsevier SAS
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RÉSUMÉ. – Considérons un modèle de régression dans lequel la fonction de régression
inconnue est définie sur[0,1] et supposée décroissante. Nous étudions la distance entre le
processus empiriqueFn associé à ce modèle et le plus petit majorant concaveF̂n deFn. Nous
obtenons les lois asymptotiques des écarts, ponctuel et en distanceLq , entreF̂n etFn. Ces lois
s’expriment en fonction de la loi du processusX̂−X oùX est un mouvement Brownien standard
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sur R avec dérive parabolique et̂X est le plus petit majorant concave deX. Nous énonçons
quelques propriétés de ce processus. Nous donnons enfin l’ordre de grandeur de la distance
uniforme entreF̂n etFn.
 2003 Éditions scientifiques et médicales Elsevier SAS

1. Introduction

We observey1, . . . , yn according to the following model

yi = f (xi)+ εi, i = 1, . . . , n (1.1)

wherexi = i/n, the εi ’s are independent and identically distributed random variables
with mean zero and varianceσ 2 and the regression functionf is assumed to be monotone
– say decreasing – on[0,1]. Our aim is to study the asymptotic behaviour ofF̂n − Fn,
whereFn is the empirical process given by

∀t ∈ [0,1], Fn(t)= 1

n

n∑
i=1

yi1xi�t (1.2)

and F̂n is the least concave majorant ofFn. We first study the pointwise asymptotic
distribution of F̂n − Fn. It depends on the distribution of̂X(0), defined as the least
concave majorant at time zero of the standard two-sided Brownian motion with parabolic
drift. We state in Theorem 4.1 that for everyx ∈]0,1[, F̂n(x)− Fn(x) converges at the
n2/3-rate toCf X̂(0), whereCf is a normalizing constant that depends on bothf andσ 2.
We are then interested in the global behaviour ofF̂n−Fn. In Theorem 5.1, it is stated that
the order of magnitude of the supremum distance betweenF̂n andFn is n−2/3(logn)2/3.
Finally, we give in Theorem 5.2 the asymptotic distribution of theLq -distance between
F̂n andFn. It is shown that a centered version of

∫ 1
0 |F̂n(t)− Fn(t)|q dt converges at the

n(1+4q)/6-rate to a Gaussian variable.
The problem of studying the empirical process under order restrictions has been

considered in the context of density estimation by Kiefer and Wolfowitz [5], Wang [10]
and is, at the time of the writing of this paper, also studied by Kulikov and Lopuhaä
[6]. In this framework, the authors have considered the empirical distribution function
associated to a random sample whose underlying density is assumed to be decreasing.
Wang has described the asymptotic distribution of the difference between the empirical
distribution function and its least concave majorant at a given point. Kiefer, Wolfowitz,
Kulikov and Lopuhaä have studied the distance between the empirical distribution
function and its concave majorant in the global sense. Kiefer and Wolfowitz have proved
that the least concave majorant of the empirical distribution function is asymptotically
minimax estimator of the underlying concave distribution function. They have also
proved that the supremum-distance between the empirical distribution function and its
concave majorant isOP(n

−2/3(logn)2/3) (one can easily check that the proof of their
Theorem 1 provides this rate). Kulikov and Lopuhaä have proved a central limit theorem
for theL1-distance between the empirical distribution function and its concave majorant,
which is close in spirit to our Theorem 5.2. Our Theorems 4.1 and 5.1 can be compared
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to the results of Kiefer, Wolfowitz and Wang. The pointwise asymptotic distribution we
obtain in regression framework is similar to the one obtained by Wang, appart from
a normalizing constant. Moreover, the upper boundsn−2/3(logn)2/3 for the supremum
distances are the same in both frameworks. In Theorem 5.1, we also provide a lower
bound that proves that the supremum distance is exactly of ordern−2/3(logn)2/3.

It is worth noticing that all the asymptotic distributions mentioned above depend
on a procesŝX − X defined as follows: for everyη ∈ R, X(η) = −η2 +W(η) where
W is a standard two-sided Brownian motion, andX̂ is the least concave majorant of
X. Functionals of Brownian motion with parabolic drift usually appear in asymptotic
distribution of estimators obtained under order restrictions. For instance, Prakasa
Rao [7], Brunk [1], Huang and Wellner [4] have studied the pointwise asymptotic
distribution of the isotonic estimator of a monotone density and of a monotone regression
function. They have proved that, when properly normalized, these estimators converge in
distribution to the location of the maximum ofX (that is distributed as half the slope ofX̂
at time zero). Groeneboom et al. [3] and Durot [2] have proved, in density and regression
framework respectively, a central limit theorem for theL1-distance between the isotonic
estimator and the function to be estimated. In both cases, asymptotic expectation and
variance depend on a location process related to Brownian motion with parabolic drift.

The paper is organized as follows. Some properties of least concave majorants are
given in Section 2. In Section 3 we describe some properties of the canonical process
X̂ − X the asymptotic distribution ofF̂n − Fn depends on. Pointwise asymptotic
distribution of F̂n − Fn is given in Section 4. Finally, global behaviour of̂Fn − Fn is
studied in Section 5.

2. Some properties of least concave majorants

In this section,I denotes an interval inR, Z denotes a process indexed byI and
Ẑ denotes the least concave majorant of{Z(η), η ∈ I }. The first lemma of this section
summarizes properties of least concave majorants that have been used by Prakasa Rao [7]
and others.

LEMMA 2.1. –For every t ∈ I , a > 0, b ∈ R, the least concave majorant at time
t of {aZ(η) − b, η ∈ I } is aẐ(t) − b and the least concave majorant at timet of
{Z(η)− bη, η ∈ I } is Ẑ(t)− bt . Moreover, we have the following property of change of
variable: if J denotes{η, aη + b ∈ I } then for everyt ∈ J , a �= 0 andb ∈ R, the least
concave majorant at timet of {Z(aη+ b), η ∈ J } is Ẑ(at + b).

Proof. –We only prove here the first property. The last two properties can be proved
in the same way. Let̂G be the least concave majorant of{G(η), η ∈ I }, whereG(η)=
aZ(η)− b. Thenη 
→ (Ĝ(η)+ b)/a is concave and aboveZ so (Ĝ(t)+ b)/a � Ẑ(t)

for all t ∈ I . Likewise,η 
→ aẐ(η)− b is concave and aboveG soaẐ(t)− b� Ĝ(t) for
all t ∈ I , which proves thataẐ(t)− b = Ĝ(t) for everyt . ✷

The following result will be repeatedly used in the paper. An interesting consequence
of this result is that the supremum distance between least concave majorants of two
processes converges to zero whenever the supremum distance between the processes
themselves converges to zero.
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LEMMA 2.2. –LetZ andZ′ be processes indexed byI and letẐ and Ẑ′ denote the
least concave majorants ofZ andZ′ respectively. Then,

sup
η∈I

∣∣Ẑ(η)− Ẑ′(η)
∣∣� sup

η∈I

∣∣Z(η)−Z′(η)
∣∣.

Proof. –Fix x ∈ I and assume without loss of generality thatẐ(x)� Ẑ′(x). Assume
first Ẑ(x)= Z(x). Then|Ẑ(x)− Ẑ′(x)| � Z(x)− Z′(x), which is less than or equal to
the supremum distance betweenZ andZ′. Assume nowẐ(x) > Z(x). Then there exist
u < x andv > x such thatẐ(u)= Z(u), Ẑ(v)= Z(v) andẐ is affine on[u, v] (that is

Ẑ(t)= Ẑ(u)+ (t − u) Ẑ(v)−Ẑ(u)
v−u for everyt ∈ [u, v]). Also, t 
→ Ẑ(t)− Ẑ′(t) is convex

on [u, v] and therefore,

Ẑ(x)− Ẑ′(x)� max
{
Ẑ(u)− Ẑ′(u), Ẑ(v)− Ẑ′(v)

}
� sup

η∈I

∣∣Z(η)−Z′(η)
∣∣.

We thus have ∣∣Ẑ(x)− Ẑ′(x)
∣∣� sup

η∈I

∣∣Z(η)−Z′(η)
∣∣

for everyx ∈ I , which proves the lemma.✷
3. The canonical process

Both pointwise and global asymptotic distributions of the distance between the
empirical processFn defined by (1.2) and its least concave majorantF̂n depend on a
canonical procesŝX − X defined as follows: for everyη ∈ R, X(η) = −η2 + W(η)

whereW is a standard two-sided Brownian motion, andX̂ is the least concave majorant
of X. The aim of this section is to describe properties of this canonical process. We first
state a stationarity property.

LEMMA 3.1. –For everyt ∈ R, X̂(t)−X(t) is identical in distribution toX̂(0).

Proof. –By Lemma 2.1,X̂(t)−X(t) is the least concave majorant at time zero of the
process{−(η+ t)2 +W(η+ t)+ t2 −W(t), η ∈ R}. It is thus identical in distribution to
the least concave majorant at time zero of the process{−(η+ t)2 +W(η)+ t2, η ∈ R},
that is equal tôX(0) (see the second property in Lemma 2.1).✷

We now prove in Lemma 3.2 that the least concave majorantX̂ at a given pointt
is essentially unchanged if the processX is restricted to some long enough bounded
interval centered att . The increments of Brownian motion are independent and the
difference betweenX(t) and the least concave majorant at timet of {X(η), η ∈
[t − 2c, t + 2c]} only depends on the increments of the Brownian motionW on
[t − 2c, t + 2c]. It thus can be shown from Lemma 3.2 thatX̂−X is a mixing process.

LEMMA 3.2. –Letc be some positive real number and for everyt ∈ R, let X̂(t)
c denote

the least concave majorant of{X(η), η ∈ [t − 2c, t + 2c]}. For all t ∈ R,

P
(
X̂(t) �= X̂(t)

c (t)
)
� 4exp

(−c3/2
)
.
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Proof. –LetR(c) be defined by

R(c)= P

(
∃u < a − c, ∃v > a + c, X(u)+ X(u)−X(v)

u− v
(a − u) > X(a)

)
.

Then R(c) does not depend ona since {W(t + a) − W(a), t ∈ R} is identical in
distribution to{W(t), t ∈ R} for every fixeda ∈ R. We have

P
(
X̂(t) �= X̂(t)

c (t)
)
� P(A∪B),

whereA is the event that there exist someu < t , v > t + 2c such that the line segment
joining (u,X(u)) and(v,X(v)) is above(t + c,X(t + c)) andB is the event that there
exist someu < t − 2c, v > t such that the line segment joining(u,X(u)) and(v,X(v))
is above(t − c,X(t − c)). Settinga = t + c yields P(A) = R(c). Likewise, setting
a = t − c yields P(B) = R(c). Therefore,P(X̂(t) �= X̂(t)

c (t)) � 2R(c). (Note that the
above arguments leading to the latter inequality are due to Prakasa Rao [7], see his
Lemma 6.2.) Settinga = 0 yields

P
(
X̂(t) �= X̂(t)

c (t)
)
� 2P

({∃u <−c, X(u) > 0
}

or
{∃v > c, X(v) > 0

})
.

Let b andc be positive numbers. Change of variablev = c/u yields

P
(
sup
u>c

{
W(u)− bu2}> 0

)
� P

(
sup
v∈(0,1]

{
v2

√
c
W

(
c

v

)}
> bc3/2

)
.

But {vc−1/2W(c/v), v ∈ R} is a standard two-sided Brownian motion (see e.g. Revuz
and Yor [8], pp. 19–20) so

P
(
sup
u>c

{
W(u)− bu2}> 0

)
� P

(
sup
v∈[0,1]

W(v) > bc3/2).
By exponential inequality (see e.g. Revuz and Yor [8], p. 52) we obtain

P
(
sup
u>c

{
W(u)− bu2}> 0

)
� exp

(−b2c3/2
)
, (3.3)

and Lemma 3.2 follows. ✷
We now state probability and covariance inequalities that imply existence and

finiteness ofmq andkq , defined forq > 0 by

mq = E
∣∣X̂(0)∣∣q and kq =

∞∫
0

cov
(∣∣X̂(0)∣∣q, ∣∣X̂(t)−X(t)

∣∣q)dt. (3.4)

LEMMA 3.3. – For everyt > 0,

P
(
X̂(0) > t

)
� 4exp

(−t3/2/2). (3.5)
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Moreover, for everyq > 0 there exists some positive constantAq such that for every
t ∈ R, ∣∣cov

(∣∣X̂(0)∣∣q, ∣∣X̂(t)−X(t)
∣∣q)∣∣�Aq exp

(
−|t|3

210

)
. (3.6)

Therefore, for everyq > 0, the constantsmq andkq as defined in(3.4)are finite.

Proof. –It follows from (3.3) that for allt > 0,

P
(

sup
|η|>t1/2

{
X(η)

}
> 0

)
� 2exp

(−t3/2/2).
For all η, X(η) �W(η) so it follows from scaling and symmetry of Brownian motion
that

P
(

sup
|η|�t1/2

{
X(η)

}
> t
)
� 2P

(
sup
η∈[0,1]

{
W(η)

}
> t3/4

)
,

where by exponential inequality, the latter probability is less than or equal to
exp(−t3/2/2). Inequality (3.5) now follows from the fact that the least concave majo-
rant at time zero of the processX is less than or equal to the supremum ofX. Integrating
(3.5) yieldsmq <∞ for all q > 0.

Inequality (3.6) is an immediate consequence of finiteness ofm2q whenevert = 0.
We thus assumet �= 0. For everyt ∈ R\{0} andc > 0, let X̂(t)

c be defined as in Lemma
3.2. For the sake of simplicity we notêX(t)

c (t) = X̂c(t). Since for allt , X̂c(t) − X(t)

is the least concave majorant at time zero of the process{−(η+ t)2 +W(η+ t)+ t2 −
W(t), η ∈ [−2c,2c]} (see Lemma 2.1), it only depends on the increments ofW between
timest − 2c andt + 2c. Increments of Brownian motion are independent so the random
variablesX̂c(t)−X(t) andX̂c(0) are independent wheneverc � |t|/4. In the sequel we
setc= |t|/4. Then,

cov
(∣∣X̂c(0)∣∣q, ∣∣X̂c(t)−X(t)

∣∣q)= 0.

By Lemma 3.1,E|X̂(t) − X(t)|q = mq for all t ∈ R. SinceX(t) � X̂c(t) � X̂(t), by
Cauchy–Schwarz inequality and Lemma 3.2 we have for alll > 0

E
∣∣X̂c(t)− X̂(t)

∣∣l �m
1/2
2l P

1/2(X̂c(t) �= X̂(t)
)
� 2m1/2

2l exp
(−c3/4

)
.

We obtain (3.6) by using the following consequence of Cauchy–Schwarz inequality: if
X, Y ,X′ andY ′ are random variables inL2 then∣∣cov(X,Y )− cov(X′, Y ′)

∣∣� E
1/2|X|2E1/2|Y − Y ′|2 + E

1/2|Y ′|2E1/2|X−X′|2. (3.7)

Existence and finiteness ofkq follows from (3.6). ✷
4. Pointwise asymptotic distribution of F̂n − Fn

In this section, we describe the asymptotic distribution ofF̂n − Fn at a given point
x ∈]0,1[. We prove that, when properly normalized,n2/3(F̂n(x) − Fn(x)) converges
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in distribution to X̂(0) defined in Section 3. Apart from a normalizing constant that
depends onf andσ 2 = E(ε2

1), the asymptotic distribution we obtain is the same as the
one obtained by Wang in the context of density estimation, see [10].

THEOREM 4.1. – Assume we are given the regression model(1.1), wherexi = i/n,
the εi ’s are centered independent and identically distributed random variables andf

is a decreasing twice differentiable function with bounded second derivative. LetFn be
the empirical process defined by(1.2) and letF̂n be the least concave majorant ofFn.
If there exists somep > 3 such thatE|ε1|p is finite and ifinf t∈[0,1] |f ′(t)| > 0, then for
everyx ∈]0,1[,

n2/3(F̂n(x)− Fn(x)
) D−→σ 4/3

∣∣∣∣f ′(x)
2

∣∣∣∣−1/3

X̂(0), asn→ ∞,

whereσ 2 = E(ε2
1), X̂ is the least concave majorant of the process{W(η)− η2, η ∈ R}

andW is a standard two-sided Brownian motion.

The rest of this section is devoted to the proof of Theorem 4.1. Some of the ideas
involved in this proof are close in spirit to Prakasa Rao’s. Arguments used to obtain the
asymptotic distribution ofn2/3(F̂n(x) − Fn(x)) are the following. We assumeσ = 1.
First, we prove thatFn can be approximated in distribution by some continuous process
Gn defined by

∀η ∈ [0,1], Gn(η)= F(η)+W(η)/
√
n, (4.8)

where F(η) = ∫ η
0 f (s) ds and W is a standard two-sided Brownian motion, see

Lemma 4.1 below. The least concave majorant ofFn can then be approximated in law by
the least concave majorantĜn of Gn. Next, we prove that the least concave majorantĜn

of Gn at a given pointx is essentially unchanged if the processGn is restricted to some
interval with length 4cn−1/3 (wherec > 0) and centered atx, see Lemma 4.2 below. The
result then follows from properties of least concave majorants described in Section 2.

For the sake of simplicity, we have assumed in Theorem 4.1 thatf satisfies global
regularity conditions. However, it is worth noticing that the convergence result in
Theorem 4.1 remains true under local regularity conditions. More specifically, the
convergence result in Theorem 4.1 still holds under the following less restrictive
conditions:xi = i/n, f is non-increasing on[0,1] and continuously differentiable in
a neighbourhood ofx, f ′(x) < 0, theεi ’s are i.i.d. withEεi = 0 andE|ε1|p <∞ for
somep > 2. To prove this, one can first prove in the same way as Lemma 4.2 that for
large enoughc, F̂n(x) is essentially identical tôFn,c(x), the least concave majorant at
time x of the restricted process{Fn(η), |η − x| � 2cn−1/3}. More precisely, one can
prove that

lim
c→∞ lim sup

n→∞
P
(
F̂n(x) �= F̂n,c(x)

)= 0.

It can be shown then that the process{Fn(η) − Fn(x), |η − x| � 2cn−1/3} is
asymptotically uniformly close to{Gn(η) − Gn(x), |η − x| � 2cn−1/3}, provided
ε1, . . . , εn are defined on some rich enough probability space. The result then follows



224 C. DUROT, A.-S. TOCQUET / Ann. I. H. Poincaré – PR 39 (2003) 217–240

from Taylor’s expansion ofF and Lemmas 2.1 and 2.2, sincef ′ is uniformly continuous
in a neighbourhood ofx.

The reason why we choose to prove Theorem 4.1 under global regularity conditions
is that Lemmas 4.1 and 4.2 are useful to prove our main result, Theorem 5.2 below,
which describes asymptotic global behaviour ofF̂n − Fn. Stating Theorem 4.1 under
local assumptions would make the paper cumbersome.

LEMMA 4.1. –Assume we are given the regression model(1.1), wherexi = i/n, the
εi ’s are centered independent and identically distributed random variables andf is a
differentiable function with bounded derivative. LetFn be the empirical process defined
by (1.2) and letF be defined byF(t)= ∫ t

0 f (s) ds, t ∈ [0,1]. If the εi ’s are defined on
some rich enough probability space and ifE|ε1|p is finite for somep > 0 then there exist
someCp > 0 and some standard Brownian motionW such that for allu > 0,

P

(
sup
t∈[0,1]

∣∣∣∣Fn(t)− F(t)− 1√
n
W(t)

∣∣∣∣> u)�Cpn
1−pu−p. (4.9)

If supt |f (t)| � s0 andsupt |f ′(t)| � s1, then one can chooseCp that only depends onp,
s0 ands1.

Proof. –We assume without loss of generality thatu/2> (s0 + s1)/n (in the case
whereu/2 � (s0 + s1)/n, it suffices to chooseCp large enough so that the upper bound
in (4.9) is greater than one and the inequality is trivial). Suppose that theεi ’s are defined
on some rich enough probability space so that the Sakhanenko’s construction holds. In
that case, see [9], there exists some standard Brownian motionW0 such that

E

(
sup

1�k�n

∣∣∣∣∣
k∑
i=1

εi −W0(k)

∣∣∣∣∣
p)

� nE|ε1|p. (4.10)

In the sequel,W denotes the standard Brownian motion defined byW(t)=W0(nt)/
√
n

and[nt] denotes the integer part ofnt . Let d andu be positive numbers withd � 1. For
everyt ∈ [0,1] letπ(t) denote that element of{0, d/4,2d/4, . . . , ([4/d]+1)d/4} which
is closer tot . Then,|π(t)− t| � d/8 and|π(t)− s| � 9d/8 for everys with |t − s| � d.
Therefore,

P
(

sup
t∈[0,1], |t−s|�d

∣∣W(t)−W(s)
∣∣>u)� 2

[ 4
d
]+1∑
k=0

P

(
sup

|s− kd
4 |� 9d

8

∣∣∣∣W(kd4
)

−W(s)

∣∣∣∣> u

2

)
.

From time homogeneity and scaling properties of Brownian motion,

P
(

sup
t∈[0,1], |t−s|�d

∣∣W(t)−W(s)
∣∣> u)� 2

(
4

d
+ 2

)
P

(
sup
|s|�1

∣∣W(s)∣∣> u

2
√

9d/8

)
.

It thus follows from symmetry of Brownian motion and exponential inequality that

P
(

sup
t∈[0,1], |t−s|�d

∣∣W(t)−W(s)
∣∣> u)� 48

d
exp
(

− u
2

9d

)
(4.11)
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for all u > 0 andd ∈ (0,1]. In particular, there exist some positiveA andA′ such that
for all positiveu

P

(
sup
t∈[0,1]

∣∣∣∣ 1√
n
W

( [nt]
n

)
− 1√

n
W(t)

∣∣∣∣> u/4)�Anexp
(

− n2u2

9× 42

)
�A′n1−pu−p.

Moreover, supt |
∑
i�nt f (xi)−nF(t)| � s0 + s1 and therefore, the probability in (4.9) is

less than or equal to

P

(
sup

1�k�n

∣∣∣∣1n∑
i�k

εi − 1√
n
W

(
k

n

)∣∣∣∣>u/4)+A′n1−pu−p.

The result now follows from Markov’s inequality and (4.10).✷
In the following lemma, it is stated that the least concave majorantĜn of Gn at a

given pointx is essentially unchanged if the processGn is restricted to some interval
with length 4cn−1/3 (wherec > 0) and centered atx. This result has to be compared to
Lemma 3.2, where an analogous property of the canonical processX̂−X is stated.

LEMMA 4.2. –Let f be a decreasing function defined on[0,1] andGn be defined
by (4.8). Let Ĝn and Ĝ(x)

n,c be the least concave majorants of the processes{Gn(η), η ∈
[0,1]} and {Gn(η), η ∈ [x − 2cn−1/3, x + 2cn−1/3] ∩ [0,1]} respectively, wherec > 0
and x ∈ [0,1]. If f is twice differentiable withinf t |f ′(t)| � ε, supt |f ′(t)| � s1 and
supt |f ′′(t)| � s2 for some positiveε, s1 ands2, then there exist some positiveK andK ′
that only depend onε, s1 ands2 such that

P
(
Ĝn(x) �= Ĝ(x)

n,c(x)
)
� 12exp

(−Kc3)
whenevern�K ′c3.

Proof. –Fix x ∈ [0,1]. Let x̃i be the smallest real numberu � (x − 2cn−1/3) ∨ 0
that satisfiesĜn(u) = Ĝ(x)

n,c(u) (with the convention that the infimum of an empty set

is (x + 2cn−1/3) ∧ 1). If x̃i > x then by definition,Ĝn(u) �= Ĝ(x)
n,c(u) for all u � x. In

that case, there exist somey � x − 2cn−1/3, z � x such that the line segment joining
(y,Gn(y)) and (z,Gn(z)) is above(t,Gn(t)) for all t ∈ (y, z). More specifically, this
line segment is above(x − cn−1/3,Gn(x − cn−1/3)), which implies that the slope of
the line segment joining(y,Gn(y)) and (x − cn−1/3,Gn(x − cn−1/3)) is smaller than
the slope of the line segment joining(z,Gn(z)) and(x − cn−1/3,Gn(x − cn−1/3)). We
thus havex̃i � x whenever the following inequality holds for ally � x − 2cn−1/3 and
all z� x:

Gn(y)−Gn(x − cn−1/3)

y − x + cn−1/3
� Gn(z)−Gn(x − cn−1/3)

z− x + cn−1/3
.

But the latter inequality holds whenever the left hand term is greater than some given
real numberα and the right hand term is smaller thanα. Therefore for everyα > 0,
P(x̃i > x)� P1 + P2, where

P1 = P
(∃y � x − 2cn−1/3, Gn(y)−Gn

(
x − cn−1/3)> (y − x + cn−1/3)α)
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and

P2 = P
(∃z� x, Gn(z)−Gn

(
x − cn−1/3)> (z− x + cn−1/3)α).

First we estimate the probabilityP1. For every real numbert , we haveP1 � P1,1 + P1,2,
where

P1,1 = P
(
Gn(x)−Gn

(
x − cn−1/3)− cαn−1/3> t

)
and

P1,2 = P
(∃y � x − 2cn−1/3, Gn(x)−Gn(y)+ (y − x)α < t

)
.

In the sequel, we fixt = n−2/3c2f ′(x)/4 and α = f (x) + cn−1/3|f ′(x)|. Since
n−1/6c1/2W(1) is identical in law toW(x)−W(x − cn−1/3), we have

P1,1 � P
(√
cW(1) > cαn1/3 + n2/3t + n2/3(F (x − cn−1/3)− F(x)

))
.

From Taylor’s expansion,

F
(
x − cn−1/3)−F(x)� −cn−1/3f (x)+ c2

2
n−2/3f ′(x)− c3

6
n−1s2

since by definition, supt |f ′′(t)| � s2. Therefore,

P1,1 � P

(√
cW(1) >

c2

4

∣∣f ′(x)
∣∣− s2

6
c3n−1/3

)
.

If 3n1/3ε � 4s2c, thenP1,1 is no more thanP(8W(1) > c3/2ε), which is, by exponential
inequality, no more than exp(−Kc3) for some positive real numberK that only depends
onε. Let us estimateP1,2. By scaling and time homogeneity of Brownian motion, change
of variablez= n1/3(x − y)/2c yields:

P1,2 � P

(
sup
z�1

{
n2/3(F (x− 2cn−1/3z

)−F(x))+√
2cW(z)+ 2cαn1/3z

}
>
c2|f ′(x)|

4

)
.

Let a be some real number withaε � 2s1 (which impliesa � 1). On the one hand, the
first derivative off is non-positive. So by Taylor’s expansion, for allz� a,

n2/3(F (x − 2cn−1/3z
)− F(x)

)+ 2cαn1/3z� −c2z2ε. (4.12)

It then follows that

P

(
sup
z�a

{
n2/3(F (x − 2cn−1/3z

)−F(x)
)+ √

2cW(z)+ 2cαn1/3z
}
>
c2|f ′(x)|

4

)

� P

(
sup
z�a

{
W(z)− εc3/2

√
2
z2
}
> 0

)
,

where by (3.3) the latter probability is no more than exp(−Kc3) for someK > 0 that
only depends onε anda. On the other hand, for allz ∈ [1, a] there exists someξz ∈ [0,1]
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such that

n2/3(F (x − 2cn−1/3z
)− F(x)

)+ 2cαn1/3z= 2c2∣∣f ′(x)
∣∣z(1− z)− 4

3
c3n−1/3z3f ′′(ξz),

where 2c2|f ′(x)|z(1− z)� 0. Therefore there exists someK ′ > 0 that only depends on
ε, a ands2 such that for allz ∈ [1, a]

n2/3(F (x − 2cn−1/3z
)− F(x)

)+ 2cαn1/3z+ tn2/3 � −c2∣∣f ′(x)
∣∣/8 (4.13)

whenevern� c3K ′. So there exists someK > 0 that only depends onε anda such that

P

(
sup
z∈[1,a]

{
n2/3(F (x − 2cn−1/3z

)− F(x)
)+ √

2cW(z)+ 2cαn1/3z
}
>
c2|f ′(x)|

4

)
� exp

(−Kc3)
whenevern � c3K ′. We thus haveP1,2 � 2exp(−Kc3) whenevern � c3K ′. Therefore
P1 � 3exp(−Kc3)whenevern� c3K ′. By using the same arguments, one can prove that
there exist some positive real numbersK andK ′ such thatP2 � 3exp(−Kc3) whenever
n� c3K ′. SinceP(x̃i > x)� P1 + P2, it follows thatP(x̃i > x)� 6exp(−Kc3). Let x̃s
be the greatestu � (x + 2cn−1/3) ∧ 1 such thatĜn(u) = Ĝ(x)

n,c(u), with the convention
that the supremum of an empty set is(x − 2cn−1/3) ∨ 0. One can prove by using the
same arguments as above that there exist some positive real numbersK andK ′ that only
depend onε, s1 and s2 such thatP(x̃s < x) � 6exp(−Kc3) whenevern � c3K ′. But
Ĝn(x)= Ĝ(x)

n,c(x) wheneverx̃i � x � x̃s , so the proof of Lemma 4.2 is complete.✷
We turn now to the proof of the main result of this section.

Proof of Theorem4.1. – In the sequel,F(t) denotes
∫ t

0 f (s) ds, t ∈ [0,1]. We assume
without loss of generality thatσ = 1 and that theεi ’s are defined on some rich enough
probability space so that the Sakhanenko’s construction holds.

Let Gn be the process defined by (4.8) whereW is some Brownian motion that
satisfies (4.9) for somep > 3. Thenn2/3 supt∈[0,1] |Fn(t)−Gn(t)| converges to zero in
probability asn goes to infinity. IfĜn denotes the least concave majorant of the process
Gn, then by Lemma 2.2,n2/3(F̂n(x)− Ĝn(x)) also converges to zero in probability asn
goes to infinity. By Lemmas 3.2 and 4.2 it thus suffices to prove that there exists some
k > 0 such that for allc > 0,

n2/3(Ĝ(x)
n,c(x)−Gn(x)

) D−→
∣∣∣∣f ′(x)

2

∣∣∣∣−1/3

X̂
(0)
kc (0), asn→ ∞ (4.14)

whereĜ(x)
n,c andX̂(0)

kc are defined as in Lemmas 4.2 and 3.2. Fixc > 0 and assumen large

enough so that[x − 2cn−1/3, x + 2cn−1/3] ⊂ [0,1]. By Lemma 2.1,(Ĝ(x)
n,c(x)−Gn(x))

is the least concave majorant atη= 0 of the process{
Gn(x + η)−Gn(x), η ∈ [−2cn−1/3,2cn−1/3]}.
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By Taylor’s expansion and time homogeneity of Brownian motion, it is identical in
distribution to the concave majorant atη= 0 of

{
ηf (x)+ η2

2
f ′(x)+ η3

6
f ′′(ξη)+ 1√

n
W(η), η ∈ [−2cn−1/3,2cn−1/3]}

where ξη ∈ [0,1]. Change of variableδ = n1/3|f ′(x)/2|2/3η, the three properties in
Lemma 2.1 and scaling property of Brownian motion yield thatn2/3|f ′(x)/2|1/3 ×
(Ĝ(x)

n,c(x) − Gn(x)) is identical in distribution to the least concave majorant atδ = 0
of{

−δ2 + n−1/3δ
3

6

∣∣∣∣f ′(x)
2

∣∣∣∣−5/3

f ′′(ξ ′
δ)+W(δ), δ ∈ [−21/3∣∣f ′(x)

∣∣2/3c,21/3∣∣f ′(x)
∣∣2/3c]}

whereξ ′
δ ∈ [0,1]. Sincef ′′ is bounded and|f ′| is bounded away from zero, it converges

in distribution to the least concave majorant of

{
W(η)− η2, η ∈ [−21/3∣∣f ′(x)

∣∣2/3c,21/3∣∣f ′(x)
∣∣2/3c]}

asn goes to infinity. This proves (4.14) and completes the proof of the theorem.✷

5. Global behaviour of F̂n − Fn

In this section we describe the asymptotic distribution of theLq-distance between̂Fn
andFn and provide the order of magnitude of the supremum distance between these
processes.

5.1. Statement of the main results

We first state that the supremum distance betweenF̂n andFn is of order((logn)/n)2/3.
Let ε, s0, s1 ands2 be positive numbers and letF be the class of decreasing functions
f defined on[0,1] that satisfy the following properties:f is twice differentiable,
inf t |f ′(t)| � ε and supt |f (i)(t)| � si , where f (i) denotes theith derivative of f ,
i = 0,1,2.

THEOREM 5.1. –Assume we are given the regression model(1.1), wherexi = i/n,
the εi ’s are centered independent and identically distributed random variables with
E|ε1|3 < ∞. Let Fn be the empirical process defined by(1.2) and let F̂n be the least
concave majorant ofFn. If F is not empty, then there exist some positiveC andC ′ such
that for all n

C �
(

n

logn

)2/3

sup
f∈F

Ef

(
sup
t∈[0,1]

∣∣F̂n(t)− Fn(t)
∣∣)�C ′,

whereEf denotes expectation in model(1.1).
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This result has to be compared with Theorem 1 of Kiefer and Wolfowitz [5].
Let X1, . . . ,Xn be independent and identically distributed random variables whose
underlying density is assumed to be decreasing. In their Theorem 1, Kiefer and
Wolfowitz state that the supremum distance between the empirical distribution function
and its least concave majorant isOa.s.(n

−2/3 logn). In fact, slight modification of their
proof leads to the fact that this supremum distance isOP(((logn)/n)2/3). It is thus
not surprising that, in our framework of regression estimation, the supremum distance
between the empirical process and its least concave majorant isOP(((logn)/n)2/3). In
our Theorem 5.1, we also provide a lower bound that proves that the order of magnitude
of this distance is exactly((logn)/n)2/3.

We turn now to the statement of our main result: the asymptotic distribution of the
Lq-distance between̂Fn andFn is given in the following theorem. Let us recall that the
constantsmq andkq defined by (3.4) exist and are finite (see Lemma 3.3).

THEOREM 5.2. –Assume we are given the regression model(1.1), wherexi = i/n,
the εi ’s are centered independent and identically distributed random variables andf

is a decreasing twice differentiable function with bounded second derivative. LetFn be
the empirical process defined by(1.2) and letF̂n be the least concave majorant ofFn.
If inf t∈[0,1] |f ′(t)|> 0 and if there exists somep > 6 for whichE|ε1|p is finite, then for
everyq > 1/2+ 3/(2(p− 3)),

n1/6

(
n2q/3

1∫
0

∣∣F̂n(t)− Fn(t)
∣∣q dt −mq

1∫
0

∣∣∣∣f ′(t)
2σ 4

∣∣∣∣−q/3dt
)

D−→N
(
0,/2

q

)
asn→ ∞,

where

σ 2 = E
(
ε2

1

)
, /2

q = 2kqσ
2q

1∫
0

∣∣f ′(t)/2
∣∣−2(q+1)/3

dt

and wheremq andkq are defined by(3.4).

5.2. Proofs

This section is devoted to the proof of Theorems 5.1 and 5.2. We assume here
that σ = 1 and that theεi ’s are defined on some rich enough probability space so
that Lemma 4.1 holds. By Lemma 4.1, the empirical functionFn can be uniformly
approximated in distribution by the processGn defined by (4.8). Therefore,̂Fn can be
uniformly approximated by the least concave majorantĜn of Gn, which can be itself
approximated by the least concave majorantĜ(x)

n,c of Gn restricted to a well chosen
bounded interval (see Lemma 4.2). In order to obtain global results, we first state that
this approximation can be performed uniformly inx: it is stated in Lemma 5.1 that
supx |Ĝn(x)− Ĝ(x)

n,c(x)| is small wheneverc is large enough.

LEMMA 5.1. –Let f be a decreasing function defined on[0,1] andGn be defined
by (4.8). Let Ĝn and Ĝ(x)

n,c be the least concave majorants of the processes{Gn(η), η ∈
[0,1]} and {Gn(η), η ∈ [x − 2cn−1/3, x + 2cn−1/3] ∩ [0,1]} respectively, wherec > 0
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and x ∈ [0,1]. If f is twice differentiable withinf t |f ′(t)| � ε, supt |f ′(t)| � s1 and
supt |f ′′(t)| � s2 then there exist some positiveK andK ′ that only depend onε, s1 and
s2 such that for allq > 0

E
(

sup
x∈[0,1]

∣∣Ĝn(x)− Ĝ(x)
n,c(x)

∣∣q)�Aqn
1
3− q

2 c−1 exp
(−Kc3),

for someAq > 0 that only depends onε, s1 ands2 and whenevern�K ′c3.

Proof. –The development of the proof is similar to the one of Lemma 4.2. We
use here the notatioñxi defined in the proof of Lemma 4.2. For everyx ∈ [0,1], let
αx = f (x)+ cn−1/3|f ′(x)| andtx = n−2/3c2f ′(x)/4. We haveP(∃x ∈ [0,1], (x̃i − x) >
0)� P1 + P2, where

P1 = P
(∃x ∈ [0,1], ∃y � x − 2cn−1/3,

Gn(y)−Gn

(
x − cn−1/3)> (y − x + cn−1/3)αx)

and

P2 = P
(∃x ∈ [0,1], ∃z� x, Gn(z)−Gn

(
x − cn−1/3)> (z− x + cn−1/3)αx).

Also, P1 � P1,1 + P1,2, where

P1,1 = P
(∃x ∈ [0,1], Gn(x)−Gn

(
x − cn−1/3)− cαxn

−1/3> tx
)

and

P1,2 = P
(∃x ∈ [0,1], ∃y � x − 2cn−1/3, Gn(x)−Gn(y)+ (y − x)αx < tx

)
.

We obtain by using Taylor’s expansion

P1,1 � P

(
sup
x∈[0,1]

n1/6(W(x)−W
(
x − cn−1/3))> c2

8
ε

)
,

whenever 3n1/3ε � 4s2c. Inequality (4.11) holds for everyu > 0, d ∈ (0,1]. There thus
exist some positive numbersA,K andK ′ such thatcP1,1 �An1/3 exp(−Kc3) whenever
n�K ′c3. Leta be some real number withaε � 2s1. For allx ∈ [0,1], z� 1, letYn(x, z)
be defined by

Yn(x, z)= n2/3(Gn

(
x − 2cn−1/3z

)−Gn(x)
)+ 2cαxn

1/3z+ n2/3tx.

We have (4.12) for allx ∈ [0,1] and allz� a so

P
(
sup
x,z

{
Yn(x, z)

}
> 0

)
� P

(
sup
x,z

{
n1/6(W(x − 2cn−1/3z

)−W(x)
)− εc2z2}> c2ε

4

)
, (5.15)
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where the supremum is taken over the set{
(x, z), x ∈ [0,1], z ∈ [a;xn1/3/(2c)

]}
.

For all n ∈ N, let kn be the integer part ofn1/3c−1 and for all j ∈ {1, . . . , kn}, let
tj = j/kn. From (3.3) there exists someK > 0 that only depends onε anda such that
for all j ∈ {1, . . . , kn},

P
(
sup
z�a

{
n1/6(W(tj − 2cn−1/3z

)−W(tj )
)− εc2z2}> 0

)
� exp

(−Kc3).
By symmetry and time homogeneity,

P

(
sup

x∈[tj−1,tj ],y∈[0,1]
{
n1/6(W(x − y)−W(tj − y)

)}
>
c2ε

8

)

� P

(
sup

y∈[0,1], |u−y|�1/kn

∣∣W(u)−W(y)
∣∣> c2εn−1/6

8

)
for all j ∈ {1, . . . , kn}, wheret0 = 0. Assumen1/3c−1 � 2. Thenkn � n1/3c−1/2� 1 and
from (4.11) there exist someA > 0 andK > 0 such that the latter probability is less
than or equal toAkn exp(−Kc3). Therefore, there exist someA,K andK ′ such that the
probability in (5.15) is less than or equal toAk2

n exp(−Kc3) whenevern�K ′c3. From
(4.11) and (4.13) there exist some positiveA, K andK ′ such that

P
(

sup
x∈[0,1], z∈[1,a]

{
Yn(x, z)

}
> 0

)
�An1/3c−1 exp

(−Kc3)
whenevern�K ′c3. There thus exist some positiveA,K , K ′ such that

P1,2 �An2/3c−2 exp
(−Kc3)

whenevern � K ′c3. It follows that c2
P1 � An2/3 exp(−Kc3) for some positiveA and

K , whenevern�K ′c3. Repeating the same kind of arguments, we obtain that there exist
someA, K andK ′ that only depend onε, s1 ands2 such that

P
(∃x ∈ [0,1], Ĝn(x) �= Ĝ(x)

n,c(x)
)
�An2/3c−2 exp

(−Kc3) (5.16)

whenevern�K ′c3. It is assumed thatF is concave so by Lemma 2.2,

sup
x∈[0,1]

∣∣Ĝn(x)− Ĝ(x)
n,c(x)

∣∣� 2 sup
x∈[0,1]

∣∣Gn(x)− F(x)
∣∣� 2√

n
sup
x∈[0,1]

∣∣W(x)∣∣.
By Hölder’s inequality we have

E
(

sup
x∈[0,1]

∣∣Ĝn(x)− Ĝ(x)
n,c(x)

∣∣q)
� 2q

nq/2
E

1/2( sup
x∈[0,1]

∣∣W(x)∣∣2q)P1/2(∃x ∈ [0,1], Ĝn(x) �= Ĝ(x)
n,c(x)

)
.
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This last inequality combined with (5.16) completes the proof of the lemma.✷
Proof of Theorem5.1. – In the sequel,Pf denotes probability in the model (1.1). Let

Gn be the process defined by (4.8), whereW is some standard Brownian motion that
satisfies (4.9) wherep = 3 andC3 only depends ons1 ands0. Let Ĝn be the least concave
majorant of{Gn(t), t ∈ [0,1]}. By (4.9) and Fubini’s Theorem we have

Ef

(
sup
t∈[0,1]

∣∣Fn(t)−Gn(t)
∣∣)�

∞∫
0

1∧ (C3n
−2u−3)du.

There thus exists someC ′ > 0 such that for allf ∈ F and alln,

Ef

(
sup
t∈[0,1]

∣∣Fn(t)−Gn(t)
∣∣)�C ′.

From Lemma 2.2 we also have

n2/3
Ef

(
sup
t∈[0,1]

∣∣F̂n(t)− Ĝn(t)
∣∣)�C ′.

Let cn = (c0 logn)1/3 for some large enoughc0 > 0 and letdn = (d0 logn)1/3 for some
d0 ∈]0,1/(10ε2)[. We will prove that on the one hand, there exists someC ′ > 0 such
that (

n

logn

)2/3

Ef

(
sup
t∈[0,1]

∣∣Ĝ(t)
n,cn
(t)−Gn(t)

∣∣)� C ′ (5.17)

for all large enoughn and allf ∈F and on the other hand, there exists someC > 0 such
that (

n

logn

)2/3

Ef0

(
sup
t∈[0,1]

∣∣Ĝ(t)
n,dn
(t)−Gn(t)

∣∣)� C (5.18)

for somef0 ∈ F and all large enoughn. From Lemma 5.1 and since for everyt ,
Gn(t) � Ĝ

(t)
n,dn
(t) � Ĝn(t), Theorem 5.1 follows from these last four inequalities. For

all t ∈ [0,1], let Ẑcn(t) be the least concave majorant at time zero of the process

{
−η2 + n1/6

∣∣∣∣f ′(t)
2

∣∣∣∣1/3(W(t + n−1/3∣∣f ′(t)/2
∣∣−2/3

η
)−W(t)

)
, η ∈ In(t)

}
, (5.19)

where

In(t)=
[
−
∣∣∣∣f ′(t)

2

∣∣∣∣2/3((n1/3t
)∧ (2cn)); ∣∣∣∣f ′(t)

2

∣∣∣∣2/3((n1/3(1− t)
)∧ (2cn))].

The least concave majorant of a process at a given time is less than or equal to the
supremum of this process so for allx > 0 and allf ∈F ,

Pf

(
sup
t∈[0,1]

∣∣Ẑcn(t)∣∣> x)� Pf

(
n1/6(s1/2)

1/3 sup
t∈[0,1], |t−u|�2cnn−1/3

∣∣W(u)−W(t)
∣∣> x).
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From (4.11), there thus exist some positiveA andK such that for allx > 0 and all
f ∈F ,

Pf

(
sup
t∈[0,1]

∣∣Ẑcn(t)∣∣> x)�
(
An1/3c−1

n exp
(−Kx2/cn

))∧ 1

whenevern is large enough. Therefore, there exists someC ′ > 0 such that for allf ∈F
and all large enoughn,

Ef

(
sup
t∈[0,1]

∣∣Ẑcn(t)∣∣)�C ′(logn)2/3. (5.20)

For everyt ∈ [0,1] and everyη ∈ In(t), let Zcn(t, η) denote the value of the process
(5.19) at timeη. It follows from Taylor’s expansion and the three properties in
Lemma 2.1 thatn2/3|f ′(t)/2|1/3(Ĝ(t)

n,cn
(t)−Gn(t)) is the least concave majorant at time

zero of the process

{
Zcn(t, η)+ n−1/3η

3

6

∣∣∣∣f ′(t)
2

∣∣∣∣−5/3

f ′′(ξη), η ∈ In(t)
}
,

where for allη, ξη is some number in[0,1]. By Lemma 2.2, there exists someK > 0
that only depends ons1 ands2 such that

sup
t∈[0,1]

∣∣∣∣Ẑcn(t)− n2/3
∣∣∣∣f ′(t)

2

∣∣∣∣1/3(Ĝ(t)
n,cn
(t)−Gn(t)

)∣∣∣∣�Kn−1/3c3
n. (5.21)

We obtain (5.17) by combining (5.20) and (5.21).
Let f0 be the decreasing function defined fort ∈ [0,1] by f0(t) = −εt + s0. Then,

supt |f0(t)| = max(s0, ε−s0). But for allf ∈F , f (0)−f (1)� ε and therefore, 2s0 � ε.
It follows that supt |f0(t)| = s0 andf0 ∈F . Let kn denote the integer part ofn1/3(4dn)−1

and for allj ∈ {1, . . . , kn}, let tj = j/kn. Moreover, letx = d
2/3
0 |ε/2|4/3. By Markov’s

inequality

(
1

logn

)2/3

Ef0

(
sup

1�j�kn−1

∣∣Ẑdn(tj )∣∣)� xPf0

(
sup

1�j�kn−1

∣∣Ẑdn(tj )∣∣> x(logn)2/3
)
.

By (5.21) wherecn stands fordn, it suffices to prove that

lim inf
n→∞ Pf0

(
sup

1�j�kn−1

∣∣Ẑdn(tj )∣∣> x(logn)2/3
)
> 0 (5.22)

in order to prove (5.18). The increments of Brownian motion are independent and
therefore the random variableŝZdn(tj ), j ∈ {1, . . . , kn}, are independent. Moreover,
n1/3k−1

n � 4dn so it follows from scaling and time homogeneity of Brownian motion that
the random variablêZdn(tj ) is identical in distribution to the least concave majorant at
time zero of{−η2+W(η), |η| � 2dn|f ′(tj )/2|2/3}, for all j ∈ {1, . . . , kn−1}. Therefore
whenf = f0, the random variableŝZdn(tj ), j ∈ {1, . . . , kn − 1}, are independent and
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identically distributed. It follows that

Pf0

(
sup

1�j�kn−1

∣∣Ẑdn(tj )∣∣> x(logn)2/3
)= 1− P

kn−1
f0

(∣∣Ẑdn(t1)∣∣� x(logn)2/3
)
, (5.23)

whereẐdn(t1)� 0. The least concave majorant of a processX at time zero is greater than
or equal to either the supremum of{X(η), η � 0} or the supremum of{X(η), η� 0}.
Moreover, {W(η), η � 0} is independent of{W(η), η � 0} and for anyb > 0,
supη∈[0,b]{−η2 +W(η)} is identical in distribution to supη∈[−b,0]{−η2 +W(η)}. We fix
bn = 2dn|ε/2|2/3. Then the right hand term in (5.23) is greater than or equal to

1− (1− P
2( sup
η∈[0,bn]

{−η2 +W(η)
}
> x(logn)2/3

))kn−1
.

By definition,x = d
2/3
0 |ε/2|4/3. We thus have

P
(

sup
η∈[0,bn]

{−η2 +W(η)
}
> x(logn)2/3

)
� P

(
sup

η∈[0,bn]
{
W(η)

}
> 5(logn)2/3

(
ε2d0

4

)2/3)

where supη∈[0,bn]{W(η)} has the same distribution as
√
bn |W(1)|. Let φ be the

distribution function ofW(1). It is well known that 1− φ(t) ∼ φ′(t)/t as t goes to
infinity so there exists somet0 such that 1− φ(t) � φ′(t)/2t for all t � t0. We thus
obtain for large enoughn

Pf0

(
sup

0�j�kn−1

∣∣Ẑdn(tj )∣∣> x(logn)2/3
)
� 1−

(
1− 4

25πε2d0 logn
n− 25

8 d0ε
2
)kn−1

,

that converges to one asn goes to infinity since by assumptiond0 < 1/(10ε2). This
proves (5.22) and completes the proof of the theorem.✷

Proof of Theorem5.2. – Let x andy be positive numbers and fixr ∈ [0,1]. Since for
all t ∈ [0,1], 1− t r � (1− t)r we have∣∣xr − yr

∣∣� |x − y|r . (5.24)

Fix now r � 1. There exists somez lying betweenx and y such thatxr − yr =
r(x − y)zr−1. Sincer � 1 we obtain∣∣xr − yr

∣∣� r|x − y|(x + y)r−1. (5.25)

Letp be some positive number withp > 6 andE|ε1|p <∞. Fix q > 1/2+3/(2(p−3)).
LetGn be the process defined by (4.8), whereW is some standard Brownian motion that
satisfies (4.9). Then,

sup
t∈[0,1]

∣∣Fn(t)−Gn(t)
∣∣= OP

(
n1/p−1), (5.26)
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which implies

sup
t∈[0,1]

∣∣Fn(t)−Gn(t)
∣∣q = oP

(
n−1/6−2q/3).

Let Ĝn be the least concave majorant of{Gn(η), η ∈ [0,1]}. Assume firstq � 1. By
(5.24), Lemma 2.2 and the latter equality,

1∫
0

∣∣∣∣∣Gn(t)− Ĝn(t)
∣∣q − ∣∣Fn(t)− F̂n(t)

∣∣q ∣∣∣dt = oP

(
n−1/6−2q/3). (5.27)

Assume nowq > 1. From (5.25),

1∫
0

∣∣∣∣∣Gn(t)− Ĝn(t)
∣∣q − ∣∣Fn(t)− F̂n(t)

∣∣q ∣∣∣dt
� 2q sup

t∈[0,1]

∣∣Fn(t)−Gn(t)
∣∣ 1∫

0

(
2
∣∣Gn(t)− Ĝn(t)

∣∣+ 2
∣∣Fn(t)−Gn(t)

∣∣)q−1
dt.

Let cn = (c0 logn)1/3 for some large enough positive real numberc0 and for every
t ∈ [0,1] let Ẑcn(t) be the least concave majorant at time zero of the process (5.19).
For all t , Ẑcn(t)� 0 andẐcn(t) is less than or equal to a random variable distributed as
X̂(0), the least concave majorant at time zero of{−η2 +W(η), η ∈ R}. By Lemma 3.3
there thus exists someCq > 0 such that

sup
t∈[0,1]

E
1/(q−1)∣∣Ẑcn(t)∣∣q−1 � Cq.

By Lemma 5.1 and (5.21), there thus exist some positiveAq andKq such that for every
t ∈ [0,1]

E
1/(q−1)∣∣Gn(t)− Ĝn(t)

∣∣q−1

�Aq
[
n−1c3

n + n−2/3 + n1/3(q−1)−1/2c−1/(q−1)
n exp

(−Kqc3
n

)]
.

It then follows from (5.26) that

1∫
0

(
2
∣∣Gn(t)− Ĝn(t)

∣∣+ 2
∣∣Fn(t)−Gn(t)

∣∣)q−1
dt = OP

(
n−2q/3+2/3).

Therefore, sincep > 6, (5.27) still holds in the case whereq � 1, which implies

1∫
0

∣∣Fn(t)− F̂n(t)
∣∣q dt = 1∫

0

∣∣Gn(t)− Ĝn(t)
∣∣q dt + oP

(
n−1/6−2q/3)
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for everyq > 1/2+ 3/(2(p− 3)). One can prove in the same way that

n2q/3

1∫
0

∣∣Gn(t)− Ĝn(t)
∣∣q dt = 1∫

0

∣∣∣∣f ′(t)
2

∣∣∣∣−q/3∣∣Ẑcn(t)∣∣q dt + oP

(
n−1/6)

for everyq > 1/2+ 3/(2(p− 3)). Theorem 5.2 then follows from the following lemma
(recallσ = 1). ✷

LEMMA 5.2. –LetW be some standard two-sided Brownian motion, letf be a twice
differentiable function on[0,1] with bounded second derivative andinf t |f ′(t)|> 0. Let
cn = (c0 logn)1/3 for some fixed positive real numberc0 and for everyt ∈ [0,1] and
n ∈ N, let Ẑcn(t) be the least concave majorant at time zero of the process(5.19). If c0 is
large enough then for allq > 0 on the one hand,

lim
n→∞n

1/6

( 1∫
0

(
E
∣∣Ẑcn(t)∣∣q −mq

)∣∣∣∣f ′(t)
2

∣∣∣∣−q/3dt
)

= 0, (5.28)

and on the other hand

n1/6

( 1∫
0

∣∣∣∣f ′(t)
2

∣∣∣∣−q/3(∣∣Ẑcn(t)∣∣q − E
∣∣Ẑcn(t)∣∣q)dt

)
D−→N

(
0,/2

q

)
asn→ ∞, (5.29)

where/2
q = 2kq

∫ 1
0 |f ′(t)/2|−2(q+1)/3dt and wheremq andkq are defined by(3.4).

Proof. –Fix q > 0. Let X̂(0) be the least concave majorant at time zero of{−η2 +
W(η), η ∈ R} and for everyd > 0, let X̂d(0) be the least concave majorant at time
zero of {−η2 + W(η), |η| � 2d}. It follows from scaling and time homogeneity
of Brownian motion that for allt ∈ [2cnn−1/3, 1 − 2cnn−1/3], Ẑcn(t) is identical in
distribution to X̂dn(t)(0), where dn(t) = cn|f ′(t)/2|2/3. Moreover, for all t ∈ [0,1],
Ẑcn(t) � 0 andẐcn(t) is less than or equal to a random variable distributed asX̂(0).
From Lemma 3.3, supt∈[0,1] E|Ẑcn(t)|q is thus finite. Also, supt∈[0,1] E|X̂dn(0)|q is finite
since 0� X̂dn(t)(0)� X̂(0). Therefore,

1∫
0

E
∣∣Ẑcn(t)∣∣q ∣∣∣∣f ′(t)

2

∣∣∣∣−q/3dt =
1∫

0

E
∣∣X̂dn(t)(0)∣∣q ∣∣∣∣f ′(t)

2

∣∣∣∣−q/3dt + O
(
cnn

−1/3).
Since 0� X̂dn(t)(0)� X̂(0) we have∣∣E∣∣X̂dn(t)(0)∣∣q − E

∣∣X̂(0)∣∣q ∣∣� E
(∣∣X̂(0)∣∣q1

X̂dn(t)(0) �=X̂(0)
)
.

Let ε be some positive real number with inft |f ′(t)| � ε. By Lemma 3.3,E|X̂(0)|p is
finite for allp > 0. By Hölder’s inequality and Lemma 3.2 there thus exists someAq > 0
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such that ∣∣E∣∣X̂dn(t)(0)∣∣q − E
∣∣X̂(0)∣∣q ∣∣�Aq exp

(−dn(t)3/4)�Aqn
−c0ε2/16.

If c0 is large enough (that isc0> 8/(3ε2)) then

lim
n→∞n

1/6

1∫
0

(
E
∣∣X̂dn(t)(0)∣∣q − E

∣∣X̂(0)∣∣q)∣∣∣∣f ′(t)
2

∣∣∣∣−q/3dt = 0.

So we obtain (5.28) and it remains to prove (5.29). In the sequel,Yn(t) denotes the
random variable

Yn(t)=
∣∣∣∣f ′(t)

2

∣∣∣∣−q/3(∣∣Ẑcn(t)∣∣q − E
∣∣Ẑcn(t)∣∣q).

By Fubini’s Theorem,

var
( 1∫

0

Yn(t) dt

)
= 2

1∫
0

1∫
s

∣∣∣∣f ′(t)f ′(s)
4

∣∣∣∣−q/3 cov
(∣∣Ẑcn(t)∣∣q, ∣∣Ẑcn(s)∣∣q)dt ds.

For all t , Ẑcn(t) only depends on the increments ofW between timest − 2cnn−1/3

and t + 2cnn−1/3. The increments of Brownian motion are independent so the random
variablesẐcn(t) andẐcn(s) are independent whenever|t − s| � 4cnn−1/3. Moreover,

sup
t,s

∣∣∣∣f ′(t)f ′(s)
4

∣∣∣∣−q/3∣∣cov
(∣∣Ẑcn(t)∣∣q, ∣∣Ẑcn(s)∣∣q)∣∣<∞.

Change of variable thus yields

n1/3 var

( 1∫
0

Yn(t) dt

)
= o(1)+ 2

1−n−1/4∫
n−1/4

4cn∫
0

∣∣∣∣f ′(s)f ′(s + n−1/3t)

4

∣∣∣∣−q/3
× cov

(∣∣Ẑcn(s)∣∣q, ∣∣Ẑcn(s + n−1/3t)
∣∣q)dt ds.

In the sequel, we assumen large enough so thatn−1/4 � 2cnn−1/3. Fix s ∈ [n−1/4, 1 −
n−1/4] and for everyt ∈ R, let Ws(t) = n1/6[W(s + n−1/3t) − W(s)]. ThenWs is
a standard Brownian motion and by change of variable,Ẑcn(s) is the least concave
majorant at time zero of the process{

−
∣∣∣∣f ′(s)

2

∣∣∣∣4/3η2 +
∣∣∣∣f ′(s)

2

∣∣∣∣1/3Ws(η), |η| � 2cn

}
.

Moreover, for allt ∈ [0,4cn], Ẑcn(s + n−1/3t) is the least concave majorant at time zero
of the process{

−
∣∣∣∣f ′(s + n−1/3t)

2

∣∣∣∣4/3η2 +
∣∣∣∣f ′(s + n−1/3t)

2

∣∣∣∣1/3(Ws(η+ t)−Ws(t)
)
, |η| � 2cn

}
.
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For everyη ∈ R, letX(η)= −η2 + W̃s(η), whereW̃s is the Brownian motion defined by
W̃s(η) = |f ′(s)/2|1/3Ws(|f ′(s)/2|−2/3η). Let dn = cn|f ′(s)/2|2/3 and for everyu ∈ R,
let X̂dn(u) be the least concave majorant at timeu of{−η2 + W̃s(η), |η− u| � 2dn

}
.

Let denoteX̂dn(|f ′(s)/2|2/3t)−X(|f ′(s)/2|2/3t) by Tn(s, t). Then,Tn(s, t) is the least
concave majorant at time zero of

{
−
∣∣∣∣f ′(s)

2

∣∣∣∣4/3η2 +
∣∣∣∣f ′(s)

2

∣∣∣∣1/3(Ws(η+ t)−Ws(t)
)
, |η| � 2cn

}
.

Moreover,Ẑcn(s)= X̂dn(0) so by Cauchy–Schwarz inequality,∣∣cov
(∣∣Ẑcn(s)∣∣q, ∣∣Ẑcn(s + tn−1/3)∣∣q)− cov

(∣∣X̂dn(0)∣∣q, ∣∣Tn(s, t)∣∣q)∣∣
�m

1/2
2q E

1/2(∣∣Ẑcn(s + tn−1/3)∣∣q − ∣∣Tn(s, t)∣∣q)2. (5.30)

Assume firstq � 1. We have (5.24) withr = q for all positivex, y. Moreover,f ′′ is
assumed to be bounded. By Lemma 2.2, there thus exists some positiveCq that does
not depend ons or t such that the right hand term in (5.30) is less than or equal to
Cq(n

−1/3c2
nt)

q . Therefore

lim
n→∞n

α sup
t,s

[
cov
(∣∣Ẑcn(s + tn−1/3)∣∣q, ∣∣Ẑcn(s)∣∣q)

− cov
(∣∣X̂dn(0)∣∣q, ∣∣Tn(s, t)∣∣q)]= 0 (5.31)

for all α < q/3, where the supremum is taken overt ∈ [0,4cn], s ∈ [n−1/4,1 − n−1/4].
From finiteness ofE|X̂(0)|p for all p > 0, Lemma 3.1 and the regularity assumptions on
f , we have

n1/3 var

( 1∫
0

Yn(t) dt

)
= 2

1∫
0

4cn∫
0

∣∣∣∣f ′(s)
2

∣∣∣∣−2q/3

cov
(∣∣X̂dn(0)∣∣q, ∣∣Tn(s, t)∣∣q)dt ds + o(1).

Change of variable and Lemma 3.2 finally yields

lim
n→∞n

1/3 var

( 1∫
0

Yn(t) dt

)
= /2

q. (5.32)

Assume nowq > 1. We have (5.25) withr = q for all positivex andy. There thus
exists some positiveCq that does not depend ons or t such that the right hand term
in (5.30) is less than or equal toCqn−1/3c2

nt , which implies (5.31) for allα < 1/3.
Therefore, (5.32) still holds in the case whereq > 1.

For all n ∈ N, let Ln = n−1/3(logn)3, L′
n = n−1/3 logn and letNn denote the integer

part of (Ln + L′
n)

−1. Let a0 = 0 and for alln ∈ N and all j ∈ {0, . . . ,Nn − 1}, let
a2j+1 = a2j +Ln anda2j+2 = a2j+1+L′

n. Then, the intervals[a2j+1, a2j+2] are the small
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blocs of lengthL′
n while the intervals[a2j , a2j+1] are the large blocs of lengthLn. The

first derivative off is bounded away from zero andE|Ẑcn(t)|2q is uniformly bounded in
n andt . So there exists some positiveAq such that

E
1/2

(
n1/6

1∫
a2Nn

Yn(t) dt

)2

� n1/6|1− a2Nn |Aq. (5.33)

By definition, for allj ∈ {0, . . . ,Nn}, a2j = j (Ln + L′
n). We thus have 1− Ln − L′

n �
a2Nn � 1 and therefore the right hand term in inequality (5.33) converges to zero asn

goes to infinity. LetSn be defined by

Sn = n1/6
Nn−1∑
j=0

a2j+2∫
a2j+1

Yn(t) dt.

The random variablesYn(t) are centered at expectation and therefore

E(Sn)
2 = n1/3

∑
i,j

a2j+2∫
a2j+1

a2i+2∫
a2i+1

cov
(
Yn(t), Yn(s)

)
dt ds.

For all i �= j , t ∈ [a2i+1, a2i+2] and s ∈ [a2j+1, a2j+2], we have|t − s| � Ln so Yn(t)
andYn(s) are independent whenevern is large enough (that is(logn)8/3 � 4c1/3

0 ). So we
have for large enoughn

n1/3
∑
i �=j

a2j+2∫
a2j+1

a2i+2∫
a2i+1

cov
(
Yn(t), Yn(s)

)
dt ds = 0.

Moreover, |cov(Yn(t), Yn(s))| is uniformly bounded inn and t so there exists some
positiveA′

q such that

n1/3
Nn−1∑
j=0

a2j+2∫
a2j+1

a2j+2∫
a2j+1

cov
(
Yn(t), Yn(s)

)
dt ds � n1/3Nn(L

′
n)

2A′
q,

which converges to zero asn goes to infinity. Therefore,E(Sn)2 converges to zero asn
goes to infinity and it follows from (5.33) that

n1/6

1∫
0

Yn(t) dt = n1/6
Nn−1∑
j=0

a2j+1∫
a2j

Yn(t) dt +Rn,

whereE
1/2(Rn)

2 converges to zero asn goes to infinity. We shall now use the central
limit theorem under Lindeberg condition. The random variablesξn,j = n1/6

∫ a2j+1
a2j

Yn(t) dt
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are centered at expectation and admit finite variance. Moreover, these random variables
are independent whenevern is large enough (that is whenever(logn)2/3 � 4c1/3

0 ) and
by (5.32)

lim
n→∞ var

(
Nn−1∑
j=0

ξn,j

)
= /2

q .

By Hölder’s and Markov’s inequalities, for allδ > 0

Nn−1∑
j=0

E
(
ξ2
n,j1|ξn,j |>δ

)
�

Nn−1∑
j=0

E
(|ξn,j |3)δ−1.

Since there exists someA′′
q > 0 such thatE(|ξn,j |3)� A′′

qn
1/2L3

n, the right hand term of
the latter inequality converges to zero asn goes to infinity for allδ > 0. By the central
limit theorem under Lindeberg condition, we thus have

Nn−1∑
j=0

ξn,j
D−→N

(
0,/2

q

)
,

which completes the proof of the lemma.✷
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