# Remarks on a Nonlocal Problem Involving the Dirichlet Energy. 
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Abstract - We introduce a class of nonlinear parabolic problems of nonlocal type depending on the Dirichlet integral and study the questions of existence, uniqueness and asymptotic behaviour for the solution.

## 1. Introduction.

Let $\Omega$ be a bounded, smooth open subset of $\mathbb{R}^{n}, n \geqslant 1$. For

$$
\begin{gather*}
f=f(x) \in L^{2}(\Omega),  \tag{1.1}\\
u_{0} \in H_{0}^{1}(\Omega), \tag{1.2}
\end{gather*}
$$

we would like to consider the problem of finding $u=u(x, t)$ solution to

$$
\begin{cases}u_{t}-a\left(\int_{\Omega}|\nabla u|^{2} d x\right) \Delta u=f & \text { in } \Omega \times \mathbb{R}^{+}  \tag{1.3}\\ u(x, 0)=u_{0}(x) \text { in } \Omega, \quad u=0 & \text { on } \partial \Omega \times \mathbb{R}^{+} .\end{cases}
$$

Here $a=\alpha(s)$ is a continuous function such that

$$
\begin{equation*}
0<m \leqslant a(s) \leqslant M \tag{1.4}
\end{equation*}
$$
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for some positive constants $m$ and $M$ and $\partial \Omega$ denotes the boundary of $\Omega$.
Nonlinear nonlocal problems present several interesting features, see for instance [9], [6], [7], [8], [2], [3], [4], [10], [16] for various issues and applications. In particular several equilibria (up to a continuum) can appear. This makes the study of the asymptotic behaviour of these problems interesting and challenging. In addition to the usual properties of nonlocal problems, as we will see, (1.3) admits a Lyapunov function. This will allow us to describe some of its asymptotic behaviour.

The paper is divided as follow. In the next section we prove existence and uniqueness of a solution to (1.3). In section 3 we study the corresponding stationary problem. Finally in the last section we give some results regarding the asymptotic behaviour of (1.3).

## 2. Existence and uniqueness.

We will need the following Lemma.

Lemma 2.1. Let $T$ be a positive number and suppose that $a_{n}$ is a uniformly bounded sequence of functions such that

$$
\begin{equation*}
a^{n}(t) \rightarrow a^{\infty}(t) \quad \text { a.e. } \quad t \in(0, T) \tag{2.1}
\end{equation*}
$$

Suppose also that

$$
\begin{equation*}
u_{0}^{n} \rightarrow u_{0}^{\infty}, \quad f^{n} \rightarrow f^{\infty} \quad \text { in } L^{2}(\Omega) \tag{2.2}
\end{equation*}
$$

If $u^{n}$ is the solution of the problem

$$
\begin{array}{r}
u^{n} \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap C\left([0, T] ; L^{2}(\Omega)\right), u_{t}^{n} \in L^{2}\left(0, T ; H^{-1}(\Omega)\right), \\
\frac{d}{d t}\left(u^{n}, v\right)+a^{n}(t) \int_{\Omega} \nabla u^{n} \nabla v(x) d x=\left(f^{n}, v\right), \text { in } \mathcal{O}^{\prime}(0, T) \forall v \in H_{0}^{1}(\Omega),  \tag{2.3}\\
u^{n}(\cdot, 0)=u_{0}^{n}
\end{array}
$$

then

$$
\begin{equation*}
u^{n} \rightarrow u^{\infty} \quad \text { in } \quad L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \tag{2.4}
\end{equation*}
$$

where $u^{\infty}$ is the solution to

$$
u^{\infty} \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap C\left([0, T] ; L^{2}(\Omega)\right), u_{t}^{\infty} \in L^{2}\left(0, T ; H^{-1}(\Omega)\right),
$$

$$
\begin{array}{r}
\frac{d}{d t}\left(u^{\infty}, v\right)+a^{\infty}(t) \int_{\Omega} \nabla u^{\infty} \nabla v(x) d x=\left(f^{\infty}, v\right), \text { in } \mathscr{D}^{\prime}(0, T) \forall v \in H_{0}^{1}(\Omega)  \tag{2.5}\\
u^{\infty}(\cdot, 0)=u_{0}^{\infty}
\end{array}
$$

Proof. The existence and uniqueness of a solution to (2.3), (2.5) follows by a well known result of J. L. Lions (see [11], [5]). We have denoted by (, ) the usual scalar product in $L^{2}(\Omega)$. We refer to [11], [5] for notation. By difference from (2.3), (2.5) we get

$$
\begin{aligned}
& \frac{d}{d t}\left(u^{n}-u^{\infty}, v\right)+a^{n}(t) \int_{\Omega} \nabla\left(u^{n}-u^{\infty}\right) \nabla v(x) d x=\left(f^{n}-f^{\infty}, v\right)+ \\
& \quad+\left(a^{\infty}(t)-a^{n}(t)\right) \int_{\Omega} \nabla u^{\infty} \nabla v(x) d x, \quad \text { in } \mathscr{\partial}^{\prime}(0, T) \forall v \in H_{0}^{1}(\Omega) .
\end{aligned}
$$

Taking $v=\left(u^{n}-u^{\infty}\right)$ it comes by the Poincaré inequality for some constant $c$

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left|u^{n}-u^{\infty}\right|_{2}^{2}+a^{n}\left\|\nabla\left(u^{n}-u^{\infty}\right)\right\|_{2}^{2}= \\
& \quad=\left(f^{n}-f^{\infty}, u^{n}-u^{\infty}\right)+\left(a^{\infty}-a^{n}\right) \int_{\Omega} \nabla u^{\infty} \nabla\left(u^{n}-u^{\infty}\right)(x) d x \leqslant \\
& \quad \leqslant c\left|f^{n}-f^{\infty}\right|_{2}\left\|\nabla\left(u^{n}-u^{\infty}\right)\right\|_{2}+\mid a^{n}-a^{\infty}\| \| u^{\infty}\left\|_{2}\right\| \nabla\left(u^{n}-u^{\infty}\right) \|_{2}
\end{aligned}
$$

(|| $\left.\right|_{2}$ denotes the usual $L^{2}(\Omega)$-norm, \| the Euclidean norm). Using the Young inequality we get

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left|u^{n}-u^{\infty}\right|_{2}^{2}+m\left\|\nabla\left(u^{n}-u^{\infty}\right)\right\|_{2}^{2} \leqslant \\
& \quad \leqslant \varepsilon\left\|\nabla\left(u^{n}-u^{\infty}\right)\right\|_{2}^{2}+C(\varepsilon)\left\{\left|f^{n}-f^{\infty}\right|_{2}^{2}+\left|a^{n}-a^{\infty}\right|^{2}\left\|\nabla u^{\infty}\right\|_{2}^{2}\right\}
\end{aligned}
$$

for some constant $C(\varepsilon)$. Choosing $\varepsilon=\frac{m}{2}$ this leads to

$$
\begin{aligned}
\frac{d}{d t}\left|u^{n}-u^{\infty}\right|_{2}^{2}+m| | \nabla\left(u^{n}-u^{\infty}\right)| |_{2}^{2} \leqslant & \\
& \leqslant C\left\{\left|f^{n}-f^{\infty}\right|_{2}^{2}+\left|a^{n}-a^{\infty}\right|^{2}\left\|\nabla u^{\infty}\right\|_{2}^{2}\right\}
\end{aligned}
$$

Integrating between $0, T$ we derive easily

$$
\begin{aligned}
m \int_{0}^{T} \| \nabla\left(u^{n}-\right. & \left.u^{\infty}\right) \|_{2}^{2} d t \leqslant \\
& \leqslant\left|u_{0}^{n}-u_{0}^{\infty}\right|_{2}^{2}+C T\left|f^{n}-f^{\infty}\right|_{2}^{2}+C \int_{0}^{T}\left|a^{n}-a^{\infty}\right|^{2}\left\|\nabla u^{\infty}\right\|_{2}^{2} d t
\end{aligned}
$$

The result follows by the Lebesgue theorem (to pass to the limit in the last integral).

Theorem 2.1. For any $T>0$ there exists a weak solution to (1.3), i.e. there exists $u$ such that

$$
u \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap C\left([0, T] ; L^{2}(\Omega)\right), u_{t} \in L^{2}\left(0, T ; H^{-1}(\Omega)\right)
$$

(2.6) $\frac{d}{d t}(u, v)+a\left(\int_{\Omega}|\nabla u|^{2} d x\right) \int_{\Omega} \nabla u \nabla v(x) d x=(f, v)$, in $\mathcal{O}^{\prime}(0, T) \forall v \in H_{0}^{1}(\Omega)$,

$$
u(\cdot, 0)=u_{0} .
$$

Proof. Let us set

$$
B=\left\{v \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) ;|w|_{L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)} \leqslant C\right\}
$$

where $C$ is a constant that we will fix later on. Let $w$ be fixed in $B$. There exists a unique $u$ solution to
(2.7) $\frac{d}{d t}(u, v)+a\left(\int_{\Omega}|\nabla w|^{2} d x\right) \int_{\Omega} \nabla u \nabla v(x) d x=(f, v)$, in $\mathcal{O}^{\prime}(0, T) \forall v \in H_{0}^{1}(\Omega)$,

$$
u(\cdot, 0)=u_{0} .
$$

We want show that the mapping

$$
w \rightarrow u=R(w)
$$

admits a fixed point. For that, taking $v=u$ in (2.7), we get

$$
\frac{1}{2} \frac{d}{d t}|u|_{2}^{2}+a\left(\|\nabla w\|_{2}^{2}\right)\|\nabla u\|_{2}^{2}=(f, u) \leqslant|f|_{2}|u|_{2} \leqslant c|f|_{2}\|\nabla u\|_{2}
$$

by the Poincaré inequality for some constant c. Using (1.4) we get

$$
\frac{1}{2} \frac{d}{d t}|u|_{2}^{2}+m| | \nabla u\left\|_{2}^{2} \leqslant \frac{c^{2}}{2 m}|f|_{2}^{2}+\frac{m}{2}\right\| \nabla u \|_{2}^{2}
$$

and hence

$$
\frac{d}{d t}|u|_{2}^{2}+m\|\nabla u\|_{2}^{2} \leqslant \frac{c^{2}}{m}|f|_{2}^{2}
$$

Integrating between 0 and $T$ we have

$$
\begin{array}{rl}
|u|_{2}^{2}+m \int_{0}^{T}\|\nabla u\|_{2}^{2} & d t \leqslant T \frac{c^{2}}{m}|f|_{2}^{2}+\left|u_{0}\right|_{2}^{2} \Rightarrow  \tag{2.8}\\
& \Rightarrow|u|_{L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)}^{2} \leqslant T \frac{c^{2}}{m^{2}}|f|_{2}^{2}+\frac{1}{m}\left|u_{0}\right|_{2}^{2} \doteq C^{2}
\end{array}
$$

We have defined $C$ by the above inequality. Note that we choose also

$$
|u|_{L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)}=\left\{\int_{0}^{T}\|\nabla u\|_{2}^{2} d t\right\}^{1 / 2}
$$

With $C$ defined in (2.8) we see that $w \rightarrow u=R(w)$ maps $B$ into $B$. We claim now that $R$ is continuous from $B$ into $B$. Indeed, consider a sequence $w^{n} \in B$ such that

$$
w^{n} \rightarrow w^{\infty} \quad \text { in } B
$$

Denote by $u^{n}$ the solution to (2.7) where $w$ is replaced by $w^{n}$ and by $u^{\infty}$ the solution to (2.7) where $w$ is replaced by $w^{\infty}$. We have, for a subsequence,

$$
\left\|\nabla\left(w^{n_{k}}-w^{\infty}\right)\right\|_{2}^{2} \rightarrow 0 \quad \text { a.e. } \quad t \in(0, T)
$$

which implies

$$
\left\|\nabla w^{n_{k}}\right\|_{2}^{2} \rightarrow\left\|\nabla w^{\infty}\right\|_{2}^{2} \quad \text { a.e. } \quad t \in(0, T)
$$

and

$$
a\left(\left\|\nabla w^{n_{k}}\right\|_{2}^{2}\right) \rightarrow a\left(\left\|\nabla w^{\infty}\right\|_{2}^{2}\right) \quad \text { a.e. } \quad t \in(0, T)
$$

Applying the Lemma 2.1 we conclude that

$$
u^{n_{k}} \rightarrow u^{\infty} \quad \text { in } L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)
$$

and the continuity of the map $R$ follows since $u^{\infty}$ is the only possible limit of $u^{n}$. In order to apply the Schauder fixed point theorem we now just need to prove that $R(B)$ is relatively compact in $B$. For that we select $a^{n} \in C^{\infty}([0, T]), f^{n} \in \mathscr{D}(\Omega), u_{0}^{n} \in \mathscr{O}(\Omega)$ such that

$$
\begin{gathered}
\left.\frac{m}{2} \leqslant a^{n} \leqslant 2 M, \quad a^{n} \rightarrow a(\| \nabla w) \|_{2}^{2}\right) \text { a.e. } t \\
f^{n} \rightarrow f \text { in } L^{2}(\Omega), \quad u_{0}^{n} \rightarrow u_{0} \text { in } H_{0}^{1}(\Omega)
\end{gathered}
$$

and we denote by $u^{n}$ the solution to (2.3). $u^{n}$ is very smooth and in particular since $\left.u^{n}(x, t)\right|_{\partial \Omega}=0$ for any $t$, we have

$$
u_{t}^{n} \in H_{0}^{1}(\Omega) \forall t .
$$

This implies also, by the second equation of (2.3) that it holds

$$
\Delta u^{n} \in H_{0}^{1}(\Omega) \quad \forall t .
$$

Thus taking $v=\Delta u^{n}$ in (2.3) we get

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\|\nabla u^{n}\right\|_{2}^{2}+a_{n}\left|\Delta u^{n}\right|_{2}^{2}=\left(f^{n}, \Delta u^{n}\right) \leqslant\left|f^{n}\right|_{2}\left|\Delta u^{n}\right|_{2} \Rightarrow \\
& \quad \Rightarrow \frac{1}{2} \frac{d}{d t} \|\left.\nabla u^{n}\right|_{2} ^{2}+\frac{m}{2}\left|\Delta u^{n}\right|_{2}^{2} \leqslant \frac{\left|f^{n}\right|_{2}^{2}}{m}+\frac{m}{4}\left|\Delta u^{n}\right|_{2}^{2} .
\end{aligned}
$$

It follows easily by integration that

$$
\frac{1}{2}\left\|\nabla u^{n}\right\|_{2}^{2}+\frac{m}{4} \int_{0}^{T}\left|\Delta u^{n}\right|_{2}^{2} d t \leqslant T \frac{\left|f^{n}\right|_{2}^{2}}{m}+\frac{1}{2}\left\|\nabla u_{0}^{n}\right\|_{2}^{2} \leqslant C
$$

where $C$ is independent of $n$. It follows that

$$
\int_{0}^{T}\left|\Delta u^{n}\right|_{2}^{2} d t \leqslant C
$$

for some other constant independent of $n$ and $w$. Using the Lemma we obtain

$$
\begin{equation*}
\int_{0}^{T}|\Delta u|_{2}^{2} d t \leqslant C \tag{2.9}
\end{equation*}
$$

From (1.3) we derive also

$$
\left|u_{t}\right|_{2}^{2} \leqslant C\left(|\Delta u|_{2}^{2}+|f|_{2}^{2}\right)
$$

and

$$
\begin{equation*}
\left|u_{t}\right|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)} \leqslant C . \tag{2.10}
\end{equation*}
$$

The estimates (2.9)-(2.10) insure that $R(B)$ is relatively compact in $B$ (see [15]) and this concludes the proof.

To establish uniqueness, we suppose now that $a$ is a Lipschitz continuous function that is to say for some $K$ it holds that

$$
\begin{equation*}
\left|a(\zeta)-a\left(\zeta^{\prime}\right)\right| \leqslant K\left|\zeta-\zeta^{\prime}\right| \quad \forall \zeta, \zeta^{\prime} \in \mathbb{R} \tag{2.11}
\end{equation*}
$$

THEOREM 2.2. Under the assumptions of Theorem 2.1 and if (2.11) holds there is a unique weak solution to the problem (1.3) i.e. to (2.6).

Proof. If $u$ is solution to (2.6) we set

$$
\begin{equation*}
\alpha(t)=\int_{0}^{t} a\left(\int_{\Omega}|\nabla u(x, s)|^{2} d x\right) d s=\int_{0}^{t} a\left(\|\nabla u(., s)\|_{2}^{2}\right) d s \tag{2.12}
\end{equation*}
$$

It is clear that $\alpha$ is a one-to-one mapping from $(0,+\infty)$ into itself. Set

$$
\begin{equation*}
w(x, \alpha(t))=u(x, t) \tag{2.13}
\end{equation*}
$$

Due to (1.4), both $\alpha$ and $\alpha^{-1}$ are Lipschitz continuous so that

$$
\begin{equation*}
w(x, t)=u\left(x, \alpha^{-1}(t)\right) \in H^{1}\left(0, T ; H_{0}^{1}(\Omega), H^{-1}(\Omega)\right) \tag{2.14}
\end{equation*}
$$

(See [11], [5] for a definition of this space). If $u$ is solution to (2.6) and
$\varphi \in \mathcal{O}(0, T), v \in H_{0}^{1}(\Omega)$, we have

$$
\begin{align*}
-\int_{0}^{T} \int_{\Omega} u(x, t) v(x) \varphi^{\prime}(t) d x d t+\int_{0}^{T} a(t) \int_{\Omega} & \nabla u(x, t) \nabla v(x) \varphi(t) d x d t=  \tag{2.15}\\
& =\int_{0}^{T} \int_{\Omega} f(x) v(x) \varphi(t) d x d t
\end{align*}
$$

where we have set

$$
\begin{equation*}
a(t)=a\left(\|\nabla u(., t)\|_{2}^{2}\right) \tag{2.16}
\end{equation*}
$$

This equality holds true for any $\varphi \in H^{1}(0, T)$. If $\varphi \in \mathcal{D}(0, \alpha(T))$, then $\varphi(\alpha(t)) \in H^{1}(0, T)$ and using this function in (2.14) we obtain
(2.17) $\quad-\int_{0}^{T} \int_{\Omega}\left\{w(x, \alpha(t)) v(x) \varphi^{\prime}(\alpha(t))+\right.$
$+\nabla w(x, \alpha(t)) \nabla v(x) \varphi(\alpha(t))\} a(t) d x d t=\int_{0}^{T} \int_{\Omega} \frac{f(x) v(x) \varphi(\alpha(t)) a(t)}{a\left(\|\nabla w(., \alpha(t))\|_{2}^{2}\right)} d x d t$.
Then, we use the following lemma of change of variables in the integrals:

Lemma 2.2. Let
(2.18) $\quad f \in L_{\mathrm{loc}}^{1}(\mathbb{R}), \quad a \in L^{\infty}(\mathbb{R}), \quad 0<m \leqslant a \leqslant M, \quad \alpha(t)=\int_{0}^{t} a(s) d s$, then it holds that

$$
\begin{equation*}
\int_{0}^{T} f(\alpha(t)) \alpha(t) d t=\int_{0}^{\alpha(T)} f(t) d t \tag{2.19}
\end{equation*}
$$

Assuming this Lemma proved we get for $\varphi \in \mathcal{O}(0, \alpha(T)), v \in H_{0}^{1}(\Omega)$ :

$$
\begin{align*}
-\int_{0}^{\alpha(T)} \int_{\Omega}\left\{w(x, t) v(x) \varphi^{\prime}(t)+\nabla w(x,\right. & t) \nabla v(x) \varphi(t)\} d x d t=  \tag{2.20}\\
& =\int_{0}^{\alpha(T)} \int_{\Omega} \frac{f(x) v(x) \varphi(t)}{a\left(\|\nabla w(., t)\|_{2}^{2}\right)} d x d t
\end{align*}
$$

i.e $w(x, t)$ is solution to

$$
w \in L^{2}\left(0, \alpha(T) ; H_{0}^{1}(\Omega)\right) \cap C\left([0, \alpha(T)] ; L^{2}(\Omega)\right), w_{t} \in L^{2}\left(0, \alpha(T) ; H^{-1}(\Omega)\right)
$$

$$
\begin{align*}
& \frac{d}{d t}(w, v)+\int_{\Omega} \nabla w \nabla v(x) d x=\frac{(f, v)}{a\left(\|\nabla w(., t)\|_{2}^{2}\right)},  \tag{2.21}\\
& \quad \operatorname{in~} \mathcal{D}^{\prime}(0, \alpha(T)) \forall v \in H_{0}^{1}(\Omega), \quad w(\cdot, 0)=u_{0}
\end{align*}
$$

Consider then $u_{1}$ and $u_{2}$ two solutions of (2.6). Then $w_{1}$ and $w_{2}$ defined by

$$
\begin{equation*}
w_{i}(x, \alpha(t))=u_{i}(x, t), \quad i=1,2 \tag{2.22}
\end{equation*}
$$

are solution to (2.21). Taking $v=w_{1}-w_{2}$ in (2.21) written for $w_{1}$ and $w_{2}$ we get easily by subtraction

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left|w_{1}-w_{2}\right|_{2}^{2}+\left\|\nabla\left(w_{1}-w_{2}\right)\right\|_{2}^{2}= \\
& \quad=\left(f, w_{1}-w_{2}\right)\left\{\frac{1}{a\left(\left\|\nabla w_{1}\right\|_{2}^{2}\right)}-\frac{1}{a\left(\left\|\nabla w_{2}\right\|_{2}^{2}\right)}\right\}
\end{aligned}
$$

Note that $\alpha_{i}(T)$ are not necessarily the same, but they can be taken arbitrarily like $T$. Recalling (1.4) we get

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left|w_{1}-w_{2}\right|_{2}^{2}+\left\|\nabla\left(w_{1}-w_{2}\right)\right\|_{2}^{2} \leqslant \\
& \\
& \qquad \leqslant|f|_{2}\left|w_{1}-w_{2}\right|_{2}\left\{\frac{a\left(\left\|\nabla w_{2}\right\|_{2}^{2}\right)-a\left(\left\|\nabla w_{1}\right\|_{2}^{2}\right)}{m^{2}}\right\}
\end{aligned}
$$

From (2.11) we deduce

$$
\begin{aligned}
\left|\alpha\left(\left\|\nabla w_{2}\right\|_{2}^{2}\right)-a\left(\left\|\nabla w_{1}\right\|_{2}^{2}\right)\right| \leqslant K \mid \int_{\Omega} & \nabla\left(w_{1}-w_{2}\right) \nabla\left(w_{1}+w_{2}\right) d x \mid \leqslant \\
& \leqslant K| | \nabla\left(w_{1}-w_{2}\right)\left\|_{2}\right\| \nabla w_{1}|+| \nabla w_{2} \|_{2}
\end{aligned}
$$

Thus we obtain

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left|w_{1}-w_{2}\right|_{2}^{2}+ & \left\|\nabla\left(w_{1}-w_{2}\right)\right\|_{2}^{2} \leqslant \\
& \leqslant \frac{|f|_{2}}{m^{2}}\left|w_{1}-w_{2}\right|_{2} K\left\|\nabla\left(w_{1}-w_{2}\right)\right\|_{2}| | \nabla w_{1}|+| \nabla w_{2} \|_{2}
\end{aligned}
$$

Using the Young inequality we get

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left|w_{1}-w_{2}\right|_{2}^{2}+\left\|\nabla\left(w_{1}-w_{2}\right)\right\|_{2}^{2} \leqslant \\
& \quad \leqslant \frac{1}{2}\left\|\nabla\left(w_{1}-w_{2}\right)\right\|_{2}^{2}+\frac{|f|_{2}^{2}}{2 m^{4}} K^{2}\left\|\nabla w_{1}\left|+\left|\nabla w_{2} \|_{2}^{2}\right| w_{1}-w_{2}\right|_{2}^{2} .\right.
\end{aligned}
$$

It follows that

$$
\frac{d}{d t}\left|w_{1}-w_{2}\right|_{2}^{2} \leqslant C(t)\left|w_{1}-w_{2}\right|_{2}^{2}
$$

where $C(t) \in L^{1}(0, T)$. From the Gronwall inequality we obtain that $w_{1}=w_{2}$ and the uniqueness of $u$ follows.

Let us now turn to the proof of the Lemma which is more or less classical but that we establish for the reader convenience.

Proof of the lemma 2.2. Let $f \in C(\mathbb{R}), a_{n} \in C(\mathbb{R})$ such that

$$
\frac{m}{2} \leqslant a_{n} \leqslant 2 M \quad a_{n} \rightarrow a \quad \text { a.e. on }(0, T) .
$$

One has clearly with $\alpha_{n}=\int_{0}^{t} a_{n}(s) d s$

$$
\begin{equation*}
\int_{0}^{T} f\left(\alpha_{n}(t)\right) a_{n}(t) d t=\int_{0}^{\alpha_{n}(T)} f(t) d t \tag{2.23}
\end{equation*}
$$

Passing to the limit in $n$ we see that (2.19) holds for $f \in C(\mathbb{R})$. Let $f_{n} \in$ $\in C(\mathbb{R})$ such that $f_{n} \rightarrow f$ in $L_{\text {loc }}^{1}(\mathbb{R})$. We have

$$
\begin{equation*}
\int_{0}^{T} f_{n}(\alpha(t)) a(t) d t=\int_{0}^{\alpha(T)} f_{n}(t) d t \tag{2.24}
\end{equation*}
$$

We claim that $f_{n}(\alpha(t)) \alpha(t)$ is a Cauchy sequence in $L^{1}(0, T)$. This follows indeed from

$$
\int_{0}^{T}\left|f_{n}(\alpha(t)) a(t)-f_{m}(\alpha(t)) a(t)\right| d t=\int_{0}^{a(T)}\left|f_{n}-f_{m}\right| d s \leqslant \varepsilon
$$

for $n, m$ large enough. Thus, there exists a function $g \in L^{1}(0, T)$ such that

$$
f_{n}(\alpha(t)) a(t) \longrightarrow g(t)
$$

in $L^{1}(0, T)$. Up to a subsequence one can assume that

$$
f_{n}(s) \rightarrow f(s) \quad \text { on } \quad[0, \alpha(T)] \backslash N
$$

where $N$ is a set of measure 0 . Since $\alpha^{-1}$ is Lipschitz continuous, $\alpha^{-1}(N)$ is also of measure 0 and

$$
f_{n}(\alpha(t)) \rightarrow f(\alpha(t)) \quad \text { on } \quad[0, T] \backslash \alpha^{-1}(N) .
$$

Thus $g(t)=f(\alpha(t)) a(t) a . e$. and passing to the limit in (2.24) the proof of the lemma is complete.

## 3. Steady states.

In this section we study the stationary solutions to (1.3). These steady states can be obtained as minimizers of some energy or as critical points. Let $E(u)$ be the energy defined by

$$
\begin{equation*}
E(u)=\frac{1}{2} A\left(\int_{\Omega}|\nabla u|^{2} d x\right)-(f, u), \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
A(s)=\int_{0}^{s} a(\zeta) d \zeta \tag{3.2}
\end{equation*}
$$

We have:
Theorem 3.1. The functional E(u) admits a global minimizer in $H_{0}^{1}(\Omega)$.

Proof. First, we see that $E$ is coercive and bounded from below. Indeed, from the Poincaré inequality we have

$$
|(f, u)| \leqslant|f|_{2}|u|_{2} \leqslant c|f|_{2}\|\nabla u\|_{2}
$$

and hence

$$
\begin{equation*}
E(u)=\frac{1}{2} A\left(\int_{\Omega}|\nabla u|^{2} d x\right)-(f, u) \geqslant \frac{m}{2}\|\nabla u\|_{2}^{2}-c|f|_{2}\|\nabla u\|_{2} . \tag{3.3}
\end{equation*}
$$

This shows the coerciveness of $E . E$ is also bounded from below since

$$
\begin{equation*}
\frac{m}{2}\|\nabla u\|_{2}^{2}-c|f|_{2}\|\nabla u\|_{2} \geqslant-\frac{c^{2}}{2 m}|f|_{2}^{2} \tag{3.4}
\end{equation*}
$$

Let $u_{n} \in H_{0}^{1}(\Omega)$ be a minimizing sequence of $E$. Due to (3.3) $u_{n}$ is bounded in $H_{0}^{1}(\Omega)$ and we can assume that for some $u_{\infty} \in H_{0}^{1}(\Omega)$ we have

$$
u_{n} \rightharpoonup u_{\infty} \text { in } H_{0}^{1}(\Omega), \quad u_{n} \rightarrow u_{\infty} \text { in } L^{2}(\Omega)
$$

Due to the weak lower semicontinuity of the norm we deduce

$$
\underline{\lim }\left\|\nabla u_{n}\right\|_{2}^{2} \geqslant\left\|\nabla u_{\infty}\right\|_{2}^{2} .
$$

Consider a subsequence $u_{n_{k}}$ such that

$$
\underline{\lim }\left\|\nabla u_{n}\right\|_{2}^{2}=\lim _{k}\left\|\nabla u_{n_{k}}\right\|_{2}^{2}
$$

Since $u_{n_{k}}$ is a minimizing sequence we have

$$
\begin{aligned}
& \inf _{H_{0}^{1}(\Omega)} E(u)=\lim _{k} E\left(u_{n_{k}}\right)=\frac{1}{2} \int_{0}^{\stackrel{\lim }{| | \nabla u_{n} \|_{2}^{2}}} a(s) d s-\left(f, u_{\infty}\right) \geqslant \\
& \geqslant \frac{1}{2} \int_{0}^{\left\|\nabla u_{\infty}\right\|_{2}^{2}} a(s) d s-\left(f, u_{\infty}\right)=E\left(u_{\infty}\right) .
\end{aligned}
$$

Thus $u_{\infty}$ is a minimizer of $E$ on $H_{0}^{1}(\Omega)$. Note that for any sequence $u_{n}$ satisfying

$$
u_{n} \rightharpoonup u_{\infty} \text { in } H_{0}^{1}(\Omega)
$$

we have shown that it holds that

$$
\underline{\lim } E\left(u_{n}\right)=\frac{1}{2} \int_{0}^{\underline{\lim }| | \nabla u_{n} \|_{2}^{2}} a(s) d s-\left(f, u_{\infty}\right) \geqslant E\left(u_{\infty}\right),
$$

i.e. $E$ is weakly lower semicontinuous on $H_{0}^{1}(\Omega)$. This completes the proof of the theorem.

As we will see below $E$ might have several minimizers. First note that if $u_{\infty}$ is a (local) minimizer of $E$ on $H_{0}^{1}(\Omega)$ then $u_{\infty}$ is a solution of

$$
\begin{cases}-a\left(\int_{\Omega}|\nabla u|^{2} d x\right) \Delta u=f & \text { in } \Omega  \tag{3.5}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

Indeed if $u_{\infty}$ is a (local) minimizer it holds that (Euler equation)

$$
\left.\frac{d}{d \lambda} E\left(u_{\infty}+\lambda v\right)\right|_{\lambda=0}=0 \quad \forall v \in H_{0}^{1}(\Omega)
$$

This leads to

$$
\begin{aligned}
& \left.\frac{d}{d \lambda}\left\{\frac{1}{2} \int_{0}^{\left\|\nabla\left(u_{\infty}+\lambda v\right)\right\|_{2}^{2}} a(s) d s-\left(f, u_{\infty}+\lambda v\right)\right\}\right|_{\lambda=0}=0, \\
\Rightarrow & \frac{1}{2} a\left(\left\|\nabla u_{\infty}\right\|_{2}^{2}\right) 2 \int_{\Omega} \nabla u_{\infty} \nabla v(x) d x-(f, v)=0, \quad \forall v \in H_{0}^{1}(\Omega),
\end{aligned}
$$

i.e. $u_{\infty}$ is a solution to (3.5) and a stationary point.

Regarding stationary points we have:
THEOREM 3.2. The mapping $u \rightarrow l(u)=\int_{\Omega}|\nabla u|^{2} d x$ is a one-to-one mapping from the set of weak solution to (3.5) onto the set of solutions to

$$
\begin{equation*}
a(\mu)^{2} \mu=l(\varphi)=\int_{\Omega}|\nabla \varphi|^{2} d x \tag{3.6}
\end{equation*}
$$

where $\varphi$ is the weak solution to

$$
\begin{cases}-\Delta \varphi=f & \text { in } \Omega  \tag{3.7}\\ \varphi=0 & \text { on } \partial \Omega\end{cases}
$$

Proof. Let $u$ be a solution of (3.5), we have

$$
a(l(u)) u=\varphi \Rightarrow l(a(l(u)) u)=l(\varphi) \Rightarrow a^{2}(l(u)) l(u)=l(\varphi)
$$

and $l(u)$ is a solution to (3.6). This shows that $l$ goes from the set of solutions to (3.5) into the set of solutions to (3.6). Let now $\mu$ be a solution to (3.6), denoting by $u$ the solution to

$$
-a(\mu) \Delta u=f \text { in } \Omega, \quad u=0 \text { on } \partial \Omega,
$$

one has

$$
\begin{gathered}
a(\mu) u=\varphi \Rightarrow l(a(\mu) u)=l(\varphi) \\
\Rightarrow a(\mu)^{2} l(u)=l(\varphi)=a(\mu)^{2} \mu \Rightarrow l(u)=\mu
\end{gathered}
$$

and $u$ is a solution to (3.5). Now if we have $l\left(u_{1}\right)=l\left(u_{2}\right)$ then $a\left(l\left(u_{1}\right)\right)=$ $=a\left(l\left(u_{2}\right)\right)$ and $u_{1}=u_{2}$. This completes the proof of the theorem.

Remark 3.1. The stationary points are determined (through (3.6)) by the solutions to

$$
\begin{equation*}
a(\mu)=\sqrt{\frac{l(\varphi)}{\mu}} \tag{3.8}
\end{equation*}
$$

Of course we can select $a$ so that this equation admits $1,2, \ldots a$ continuum of solutions. The critical points of $E$ are not all global minimizers. Indeed we have:

Theorem 3.3 (comparison of energies). Let $u_{1}, u_{2}$ be two solutions of (3.5) corresponding to the solutions $\mu_{1}, \mu_{2}$ of (3.8). Assume that
(3.9) $a(\mu)>\sqrt{\frac{l(\varphi)}{\mu}}\left(\right.$ resp. $a(\mu)<\sqrt{\frac{l(\varphi)}{\mu}}, a(\mu)=\sqrt{\frac{l(\varphi)}{\mu}} \quad \forall \mu \in\left(\mu_{1}, \mu_{2}\right)$
then it holds that

$$
E\left(u_{2}\right)>E\left(u_{1}\right)\left(\text { resp } . \quad E\left(u_{2}\right)<E\left(u_{1}\right), E\left(u_{2}\right)=E\left(u_{1}\right)\right)
$$

Proof. Recall that $u_{i}$ is solution to

$$
-a\left(\mu_{i}\right) \Delta u_{i}=f \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega,
$$

i.e. we have

$$
\mu_{i}=\left\|\nabla u_{i}\right\|_{2}^{2}, \quad u_{i}=\frac{\varphi}{a\left(\mu_{i}\right)}
$$

Thus it comes

$$
\begin{aligned}
E\left(u_{i}\right)=\frac{1}{2} \int_{0}^{\mu_{i}} a(s) d s & -\left(f, u_{i}\right)= \\
& =\frac{1}{2} \int_{0}^{\mu_{i}} a(s) d s-\left(f, \frac{\varphi}{a\left(\mu_{i}\right)}\right)=\frac{1}{2} \int_{0}^{\mu_{i}} a(s) d s-\frac{l(\varphi)}{a\left(\mu_{i}\right)}
\end{aligned}
$$

since $(f, \varphi)=(-\Delta \varphi, \varphi)=l(\varphi)$. By subtraction we obtain in the first case above

$$
\begin{array}{r}
E\left(u_{2}\right)-E\left(u_{1}\right)=\frac{1}{2} \int_{\mu_{1}}^{\mu_{2}} a(s) d s+\frac{l(\varphi)}{a\left(\mu_{1}\right)}-\frac{l(\varphi)}{a\left(\mu_{2}\right)}=\frac{1}{2} \int_{\mu_{1}}^{\mu_{2}} a(s) d s+ \\
+\sqrt{l(\varphi) \mu_{1}}-\sqrt{l(\varphi) \mu_{2}}>\frac{1}{2} \int_{\mu_{1}}^{\mu_{2}} \sqrt{\frac{l(\varphi)}{s}} d s+\sqrt{l(\varphi) \mu_{1}}-\sqrt{l(\varphi) \mu_{2}}= \\
=\sqrt{l(\varphi) \mu_{2}}-\sqrt{l(\varphi) \mu_{1}}+\sqrt{l(\varphi) \mu_{1}}-\sqrt{l(\varphi) \mu_{2}}=0
\end{array}
$$

The other cases could be treated the same way. This completes the proof of the theorem.

Remark 3.2. The functional $E(u)$ is not convex and might have as shown by the above theorem several global minimizers.

## 4. Asymptotic behaviour.

Let us denote by $H^{1}\left(0, T ; L^{2}(\Omega)\right)$ the space

$$
\begin{equation*}
H^{1}\left(0, T ; L^{2}(\Omega)\right)=\left\{v \in L^{2}\left(0, T ; L^{2}(\Omega)\right) ; v_{t} \in L^{2}\left(0, T ; L^{2}(\Omega)\right)\right\} \tag{4.1}
\end{equation*}
$$

Lemma 4.1. For $u \in H^{1}\left(0, T ; L^{2}(\Omega)\right) \cap C\left((0, T) ; H_{0}^{1}(\Omega) \cap H^{2}(\Omega)\right)$ it holds that

$$
\begin{equation*}
\int_{s}^{t} \int_{\Omega}\left\{-a\left(\|\nabla u(., t)\|_{2}^{2}\right) \Delta u-f\right\} u_{t} d x d t=E(u(t))-E(u(s)) \tag{4.2}
\end{equation*}
$$

Proof. By density (see [11], [5]) we can assume that $u \in$ $\in C^{1}\left((0, T) ; L^{2}(\Omega)\right)$ and then that $u \in C^{1}\left((0, T) ; H_{0}^{1}(\Omega) \cap H^{2}(\Omega)\right)$ (see [1] p. 74 for a similar argument). Then for such a $u$ we have

$$
\begin{aligned}
\int_{\Omega}\left\{-a\left(\|\nabla u(., t)\|_{2}^{2}\right)\right. & \Delta u-f\} u_{t}=\int_{\Omega} a\left(\|\nabla u(., t)\|_{2}^{2}\right) \nabla u \nabla u_{t}-f u_{t} d x= \\
& =\frac{d}{d t} \frac{1}{2} \int_{\Omega} A\left(\|\nabla u(x, t)\|_{2}^{2}\right) d x-\int_{\Omega} f u d x=\frac{d}{d t} E(u(t))
\end{aligned}
$$

where $E$ is defined by (3.1). The result follows by integrating between $s$ and $t$.

Lemma 4.2. Let $u(\cdot, t)$ be the unique solution to the problem (1.3) or (2.6) then when $t \rightarrow \infty$ there exists a subsequence $t_{k}$ such that

$$
u\left(\cdot, t_{k}\right) \rightharpoonup u_{\infty} \quad \text { in } H_{0}^{1}(\Omega)
$$

where $u_{\infty}$ is a stationary point.
Proof. Using the equation (1.3) and the Lemma 4.1 we have (recall also (2.10))

$$
\begin{equation*}
-\int_{s}^{t} \int_{\Omega} u_{t}^{2} d x d t=E(u(t))-E(u(s)) \tag{4.3}
\end{equation*}
$$

It follows that $E(u(t))$ is nonincreasing and there exists $E_{\infty}$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} E(u(t))=E_{\infty} . \tag{4.4}
\end{equation*}
$$

Passing to the limit in (4.3) we have

$$
\begin{equation*}
\int_{0}^{\infty}\left|u_{t}\right|_{2}^{2} d t=E(u(s))-E_{\infty} \tag{4.5}
\end{equation*}
$$

and from (3.4)

$$
\begin{equation*}
\|\nabla u(., t)\|_{2}^{2}=\int_{\Omega}|\nabla u(x, t)|^{2} d x \leqslant \text { const. }=C_{1} \quad \forall t \geqslant s . \tag{4.6}
\end{equation*}
$$

From (4.5) we have

$$
\underline{\lim }\left|u_{t}\right|_{2}^{2}=0 \quad \text { as } t \rightarrow \infty
$$

so there is a subsequence which we denote by $t_{k}$ such that

$$
\begin{equation*}
\left|u_{t}\left(\cdot, t_{k}\right)\right|_{2}^{2} \rightarrow 0 \quad \text { as } t_{k} \rightarrow \infty \tag{4.7}
\end{equation*}
$$

We also have from (4.6) that

$$
\left\|\nabla u\left(\cdot, t_{k}\right)\right\|_{2}^{2} \leqslant C_{1}
$$

hence passing eventually to a subsequence if $u_{k}=u\left(\cdot, t_{k}\right)$ we have

$$
\begin{array}{ll}
u_{k} \rightharpoonup u_{\infty} & \text { weakly in } H_{0}^{1}(\Omega) \\
u_{k} \rightarrow u_{\infty} & \text { strongly in } L^{2}(\Omega)
\end{array}
$$

Now, we want to prove that $u_{\infty}$ is a stationary point i.e. is a solution to (3.5). Since $E$ is nonincreasing

$$
\begin{gathered}
E\left(u\left(\cdot, t_{k}\right)\right)=\frac{1}{2} A\left(\int_{\Omega}\left|\nabla u_{k}\right|^{2} d x\right)-\left(f, u_{k}\right) \rightarrow E_{\infty} \\
\quad \Rightarrow \quad \frac{1}{2} A\left(\int_{\Omega}\left|\nabla u_{k}\right|^{2} d x\right) \rightarrow E_{\infty}+\left(f, u_{\infty}\right)
\end{gathered}
$$

and recalling that $A$ is invertible

$$
\begin{equation*}
\int_{\Omega}\left|\nabla u_{k}\right|^{2} d x \rightarrow l_{\infty}=A^{-1}\left(2 E_{\infty}+2\left(f, u_{\infty}\right)\right) \tag{4.8}
\end{equation*}
$$

Taking $v=u$ and $\varphi$ solution of (3.7) in (2.6) we get

$$
\begin{gathered}
\frac{1}{2} \frac{d}{d t}|u|_{2}^{2}+a\left(\|\nabla u\|_{2}^{2}\right)\|\nabla u\|_{2}^{2}=(f, u) \\
\frac{d}{d t}(u, \varphi)+a\left(\|\left.\nabla u\right|_{2} ^{2}\right)(f, u)=(f, \varphi)=(-\Delta \varphi, \varphi)=l(\varphi)
\end{gathered}
$$

From (4.8) we deduce that

$$
\left.\begin{array}{l}
\frac{1}{2} \frac{d}{d t}\left|u\left(t_{k}\right)\right|_{2}^{2}=\left(u_{t}\left(\cdot, t_{k}\right), u_{k}\right)= \\
\quad=-a\left(\left\|\nabla u_{k}\right\|_{2}^{2}\right)\left|\nabla u_{k}\right|^{2}+\left(f, u_{k}\right) \rightarrow\left(f, u_{\infty}\right)-a\left(l_{\infty}\right) l_{\infty} \\
\left(u_{t}\left(\cdot, t_{k}\right), \varphi\right)
\end{array}\right)=l(\varphi)-a\left(\left\|\nabla u_{k}\right\|_{2}^{2}\right)\left(f, u_{k}\right) \rightarrow l(\varphi)-a\left(l_{\infty}\right)\left(f, u_{\infty}\right) .
$$

Since $u$ is bounded in $L^{2}(\Omega)$ and (4.7) holds we get

$$
\begin{gathered}
\left(f, u_{\infty}\right)=a\left(l_{\infty}\right) l_{\infty}, \quad l(\varphi)=a\left(l_{\infty}\right)\left(f, u_{\infty}\right) \\
\Rightarrow \quad l(\varphi)=a^{2}\left(l_{\infty}\right) l_{\infty}
\end{gathered}
$$

i.e. $l_{\infty}$ is a solution to (3.6). For any $v$ belonging to $H_{0}^{1}(\Omega)$ it holds that

$$
\left(u_{t}\left(\cdot, t_{k}\right), v\right)+a\left(\int_{\Omega}\left|\nabla u_{k}\right|^{2} d x\right)\left(\nabla u_{k}, \nabla v\right)=(f, v)
$$

From (4.7), (4.8) passing to the limit we get

$$
a\left(l_{\infty}\right)\left(\nabla u_{\infty}, \nabla v\right)=(f, v) \quad \forall v \in H_{0}^{1}(\Omega)
$$

and we obtain that $u_{\infty}$ is a stationary point - see Theorem 3.2.
REmark 4.1. The convergence is in fact strong in $H_{0}^{1}(\Omega)$ since

$$
\int_{\Omega}\left|\nabla u_{k}\right|^{2} d x \rightarrow l_{\infty}=\int_{\Omega}\left|\nabla u_{\infty}\right|^{2} d x \quad k \rightarrow \infty
$$

see (4.8).
We can then show:
THEOREM 4.1. Let $u$ be the unique solution to the problem (1.3) then, if $E$ admits a unique stationary point $u_{\infty}$, it holds that

$$
u(\cdot, t) \rightarrow u_{\infty} \quad \text { in } H_{0}^{1}(\Omega)
$$

when $t \rightarrow \infty$.
Proof. Since $u(t)$ is uniformly bounded in $H_{0}^{1}(\Omega)$ for some subsequence it holds that

$$
u\left(\cdot, t_{k}\right) \rightharpoonup v_{\infty} \quad \text { in } H_{0}^{1}(\Omega)-\text { weak. }
$$

By Lemma 4.2 - see also Remark 4.1 - we have

$$
E(u(t)) \rightarrow E\left(u_{\infty}\right)
$$

where $u_{\infty}$ is the global minimizer of $E$. By the weak lower semicontinuity of $E$ (see Theorem 3.1) we have

$$
E\left(u_{\infty}\right)=\lim _{t_{k} \rightarrow \infty} E\left(u\left(t_{k}\right)\right) \geqslant E\left(v_{\infty}\right)
$$

Since $v_{\infty}$ is a minimizer we have necessarily $v_{\infty}=u_{\infty}$. Since this holds for any subsequence the result follows - see also the Remark 4.1.

Remark 4.2. If $E$ admits a unique global minimizer $u_{\infty}$ and if

$$
E\left(u_{0}\right)<E\left(u_{i}\right)
$$

for any stationary point $u_{i} \neq u_{\infty}$, then with the same proof as above we have

$$
u(\cdot, t) \rightarrow u_{\infty} \quad \text { in } H_{0}^{1}(\Omega)
$$

when $t \rightarrow \infty$.
We would like to end this section by a result of asymptotic stability. Let $c$ be the constant defined by the Poincaré inequality

$$
\|\nabla u\|_{2} \leqslant c|\Delta u|_{2}, \quad \forall u \in H_{0}^{1}(\Omega) \cap H^{2}(\Omega) .
$$

We introduce the function $\mathfrak{G}(s)=a\left(s^{2}\right)$ which, from (1.4), verifies

$$
0<m \leqslant \mathfrak{Q}(s) \leqslant M .
$$

Then we have
Theorem 4.2. Assume $\mathfrak{a}$ is a $C^{1}$ function and $u_{\infty}$ is a stationary solution to the problem (3.5) which verifies

$$
\begin{equation*}
m-\left|\mathfrak{C}^{\prime}\left(\left\|\nabla u_{\infty}\right\|_{2}\right)\right| \frac{c}{m}|f|_{2}>\mu>0 \tag{4.9}
\end{equation*}
$$

then $u_{\infty}$ is a locally asymptotically stable stationary solution in the sense of Lyapunov. That is to say, there exits $\varrho=\varrho(\mu)$ such that if $\left\|\nabla\left(u_{0}-u_{\infty}\right)\right\|_{2} \leqslant \varrho$ the solution $u(t)$ of the problem (1.3) verifies

$$
\left\|\nabla\left(u(t)-u_{\infty}\right)\right\|_{2} \leqslant\left\|\nabla\left(u_{0}-u_{\infty}\right)\right\|_{2} e^{-\frac{\mu}{c^{2}} t} \quad \forall t \geqslant 0
$$

Proof. Let $u_{\infty}$ be the solution of the stationary problem that verifies (4.9). From (1.3), (3.5), (see also (2.9)-(2.10)), we have:

$$
\begin{align*}
&\left(u-u_{\infty}\right)_{t}-a\left(\int_{\Omega}|\nabla u|^{2} d x\right) \Delta\left(u-u_{\infty}\right)=  \tag{4.10}\\
& {\left[a\left(\int_{\Omega}|\nabla u|^{2} d x\right)-a\left(\int_{\Omega}\left|\nabla u_{\infty}\right|^{2} d x\right)\right] \Delta u_{\infty} }
\end{align*}
$$

Putting $h=u-u_{\infty}$ and multiplying the above equation by $\Delta h$ we get

$$
\begin{aligned}
-\frac{1}{2} \frac{d}{d t} \int_{\Omega}|\nabla h|^{2} d x-a & \left(\int_{\Omega}|\nabla u|^{2} d x\right) \int_{\Omega}|\Delta h|^{2} d x= \\
& =\left[a\left(\int_{\Omega}|\nabla u|^{2} d x\right)-a\left(\int_{\Omega}\left|\nabla u_{\infty}\right|^{2} d x\right)\right]_{\Omega} \Delta u_{\infty} \Delta h d x
\end{aligned}
$$

Applying the mean value theorem we deduce

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{\Omega}|\nabla h|^{2} d x+a\left(\int_{\Omega}|\nabla u|^{2} d x\right) \int_{\Omega}|\Delta h|^{2} d x \leqslant \tag{4.11}
\end{equation*}
$$

$$
\leqslant\left|\mathcal{G}^{\prime}\left(\left\|\nabla u_{\infty}\right\|_{2}+\theta\left(\|\nabla u\|_{2}-\left\|\nabla u_{\infty}\right\|_{2}\right)\right)\right|\left|\|\nabla u\|_{2}-\left\|\nabla u_{\infty}\right\|_{2}\right| \cdot
$$

$$
\left|\int_{\Omega} \Delta u_{\infty} \Delta h d x\right| \leqslant \mid \mathcal{G}^{\prime}\left(\left\|\nabla u_{\infty}\right\|_{2}+\theta\left(\|\nabla u\|_{2}-\left\|\nabla u_{\infty}\right\|_{2}\right)\right)\|\nabla h\|_{2}
$$

$$
\cdot\left|\int_{\Omega} \Delta u_{\infty} \Delta h d x\right| \leqslant c\left|\mathcal{G}^{\prime}\left(\left\|\nabla u_{\infty}\right\|_{2}+\theta\left(\|\nabla u\|_{2}-| | \nabla u_{\infty} \|_{2}\right)\right)\right|\left|\Delta u_{\infty}\right|_{2}|\Delta h|_{2}^{2}
$$

We have thus (see (3.5))

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|\nabla h\|_{2}^{2}+  \tag{4.12}\\
& +\left(m-\left|\mathfrak{G}^{\prime}\left(\left\|\nabla u_{\infty}\right\|_{2}+\theta\left(\left\|\nabla h+\nabla u_{\infty}\right\|_{2}-\left\|\nabla u_{\infty}\right\|_{2}\right)\right)\right| \frac{c}{m}|f|_{2}\right)|\Delta h|_{2}^{2} \leqslant 0 .
\end{align*}
$$

Now, if $\|\nabla h\|_{2} \leqslant \varrho$ it holds that

$$
m-\left|\mathfrak{Q}^{\prime}\left(\left\|\nabla u_{\infty}\right\|_{2}+\theta\left(\left\|\nabla h+\nabla u_{\infty}\right\|_{2}-\left\|\nabla u_{\infty}\right\|_{2}\right)\right)\right| \frac{c}{m}|f|_{2}>\mu>0
$$

and we have

$$
\begin{equation*}
\frac{d}{d t}\left(\|\nabla h\|_{2}^{2} e^{2 \frac{\mu}{c^{2}} t}\right) \leqslant 0 \tag{4.13}
\end{equation*}
$$

This completes the proof.

Remark 4.3. If $\mathcal{G}$ is a Lipschitz continuous function with Lipschitz constant $K$ and

$$
\begin{equation*}
m-K \frac{c}{m}|f|_{2}>\mu>0 \tag{4.14}
\end{equation*}
$$

then the stationary problem has a unique solution and hence for this solution we have global asymptotic stability. Indeed, if $u_{\infty}^{1}$ and $u_{\infty}^{2}$ are two solutions of the problem (3.5), repeating the steps of the proof of Theorem 4.2 we get (see (4.12))

$$
\begin{equation*}
\left(m-K \frac{c}{m}|f|_{2}\right)\left|\Delta\left(u_{\infty}^{1}-u_{\infty}^{2}\right)\right|_{2}^{2} \leqslant 0 \tag{4.15}
\end{equation*}
$$

which leads to $u_{\infty}^{1}=u_{\infty}^{2}$.
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