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THE KOLMOGOROV-SMIRNOV DISTANCE AS CRITERION
OF CHOICE OF ESTIMATORS WITH APPLICATION
TO THE FIRST ORDER AUTO-REGRESSIVE CASE:
A MONTE CARLO STUDY (*)

by TruaN V. TrUONG (%)

Abstract. — For any stochastic model, the general interest is not only to produce the “best”
Ppossible estimator of the regression parameter but also to use it to make inference. The finite
sample distribution of the estimator on which the inference can be based,, is usually unknown, but
its asymptotic distribution is known. It has been a common practice in Econometrics to use an
estimated asymptotic distribution to make inference in small sample. Obviously, this will give
misleading inference unless the estimated asymptotic distribution can well approximate the exact
finite sample distribution.

Given the present practice of making inference in the absence of our knowledge of the finite
sample distribution of an estimator, if we have to choose an estimator from a set of estimators, it
seems one should choose the one for which the estimated asymptotic distribution is closest to its
exact distribution. This can be contrasted with the well known criterion of choice such as the mean
squared error (MSE). Though it 'may be possible, it does not seem likely that these two criteria
will produce the same choice.

We examine the five most used estimators of the regression coefficients of the regression model
with the error following the first-order autoregressive process, namely Ordinary Least Squares
(OLS), Cochrane-Orcutt (CO), Cochrane-Orcutt modified by Prais and Winston (PW), Durbin
and Maximum Likelihood (ML) estimators. Adopting the well known measure of distance between
two distributions by Kolmogorov and Smirnov as a measure of closeness of the two distributions,
we compute the distance between the asymptotic distribution and its small sample estimate for each
of these estimators. Due to analytical complexity, we resort to Monte Carlo study. General
conclusion that can be drawn from our study is that OLS should never be preferred, and even
though all other estimators are comparable over the entire range of the autacorrelation parameter,
PW seems to be preferable. This can be contrasted to the well known conclusion using MSE as
the criterion that OLS may be preferred when the order of the autocorrelation coefficient does not
exceed .30 and for larger values of this coefficient, all other estimaros are comparable, but possibly
the ML estimator may be prefered.

Keywords: Asymptotic distribution; distance; first order autoregressive model; Monte Carlo
technique.

Résumé. — Pour un modéle économétrique donné, quand plusieurs méthodes d estimation exis-
tent, on se trouve devant un probléme de choix, donc de définition du meilleur estimateur. Le
eritére de choix le plus souvent employé est celui de Terreur quadratique moyenne. Cette étude
propose Tutilisation de la distance de Kolmogorov-Smirnov et compare au moyen de la méthode de
simulation Monte Carlo, les estimateurs les plus utilisés des coefficients de regression du modéle
auto-régressif du premier ordre.

Mots clés : Distribution asymptotique; distance; modéle autoregressif du premier ordre;
technique Monte Carlo.
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298 THUAN V. TRUONG

1. INTRODUCTION

For any stochastic model, the usual concern is not only to produce the
“best” possible estimator of an unknown parameter but also to use the
estimators to make inferences about this parameter. For most of the econome-
tric models that are in use, the finite sample distribution(s) of the estimator(s)
is (are) not known. Fortunately, however, the asymptotic distributions of
these estimators are known. In all these cases it has been a common practice
to use a finite sample estimate of this asymptotic distribution for inference
purposes.

The implication of using the estimated asymptotic distribution in place of
the actual distribution of an estimate may be shown by the following example.
Assume that the estimated asymptotic distribution of the estimate p of p

is a r-distribution. Let ESE be the estimated standard error and STA be the
following ratio:

STA =(Estimate — True Value)/ESE.

According to the common practice for a small sample size, a confidence
interval at 100 (1 —¢) percent level is given by:

P+, ESE. n

If the exact distribution of STAT corresponding to f were known, then the
“exact” confidence interval should be: B+d,, ESE, where d,, is computed
from the actual distribution which is assumed to be symmetric for illustration
purposes. Thus the common practice approximates the coefficient d,;, by ¢,
that is computed from the estimated asymptotic distribution of p. In this
case the 100 (1-¢) %, cofidence interval as given by (1) is misleading because
such intervals will not include the true value 100 (1—¢) % of the time unless
dtlz = ts/.‘l'

. In general the confidence coefficient corresponding to (1) should be diffe-
rent from the stated coefficient of 100 (1—¢) %, The magnitude of this error
depends on the closeness of d,;, to ¢t,,.

Given the present practice of making inference in Econometrics, we like to
argue that given a choice between two estimators for which only asymptotic
distributions are known, one should choose the estimator whose exact distribu-
tion can be most closely approximated by its estimated asymptotic distribu-
tion. To make the idea concrete, suppose that we have two estimators B,
and B, of B with the same asymptotic normal distribution. From each of
these estimates, the common practice confidence intervals of B are given by
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B, + t,, ESE, and B, + t,,, ESE, with the same t,;, in both cases since the
asymptotic distributions of B, and B, are the same. Let the correct confidence
intervals be B, + d, ,, ESE, and B, + d,, ESE,. Therefore the closer d,,,
(i=1, 2) is to ¢, the less misleading the inference, and by implication the
better the estimator. In other words, loosely speaking, given the present
practice of making inference in Econometrics, the least misleading inference
is provided by the estimator whose exact distribution is “closest” to the
estimated asymptotic distribution. This can be contrasted with the well known
mean squared error (MSE) criterion where an estimate is judged by its
closeness to the true parameter value. The MSE criterion may not satisfy the
requirement that the chosen estimator will provide better approximation to
a true inference and thus it may not be desirable to consider it as a good
criterion in the choice of inference-oriented estimators.

In conclusion the common practice of using MSE to select an estimator
may fail to provide a criterion for choosing estimators to be used for
inference. Such a criterion should reflect some idea of the “closeness” of two
distributions.

2. THE CONCEPT OF DISTANCE

The “closeness” of two distributions can be defined in terms of a measure
of distance between them. To be useful, such a distance d between two
probability distributions has to be defined not only on the real line, but on
any abstract measure spaces. It has to be a metric and has to satisfy some
fundamental statistical restrictions.

Lets (X, S) be a probability space. If a distance d(p, v) between two
measure p and v defined on (X, S) is a metric, then d(p, v) satisfies the
following properties:

Hdmwv20

(ii) d(n, v)=0if and only if p=v;

(i) d(p, v)=d (v, W

(iv) d (i, v) £ d (4, £)+d (&, v) for any probability measure defined on the
same space (X, S). This relation is often referred to as a triangle inequality.
Obviously an ideal distance should be zero when p=v and should be maxi-
mum when p and v are most apart, in symbols p L v. Also, although it is
not a major restriction, d should take only finite values.

There are a number of distances that satisfy the above mentioned properties
(Adhikari, 1956 and Ali, 1966). But they are not often mathematically tracta-
ble. Thus, in the subsequent discussion the only distance we propose as a
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300 THUAN V. TRUONG

measure of closeness between two distributions is the Kolmogorov-Smirnov
distance. Its definition is:

d(u, v)=Sup|pE-vE|
EeS

3. THE KOLMOGOROV-SMIRNOV DISTANCE AS CRITERION OF CHOICE OF ESTI-

MATORS OF THE REGRESSION PARAMETERS OF THE FIRST ORDER AUTOREGRES-
SIVE MODEL

The objective of this section is to provide a comparison of various estima-
tions of the regression parameters, not in terms of the MSE of their distribu-
tions, but in terms of the Kolmogorov-Smirnov distance between the
t-distribution (with appropriate degree of freedom) and the actual distribution
of what has been defined as STAT.

Let’s introduce the model. The first order autoregressive case may be
written as:

Y,=By+Byx,+u, with u,=pu,_,+v, t=1, ..., T,

Since an analytical treatment seems to be intractable, the Monte Carlo
technique will be used. And for the purpose of this technique, further assump-
tions are necessary. They are made in such a way that our results can be
compared with those of two previous studies by Rao and Griliches (1969)
and Beach and McKinnon (1978). Thus, from here on, we assume that:

(i) the v’s follow a normal distribution with zero mean and variance
.0036;

(ii) the two regression parameters B, and P, are both set equal to 1;

(i) we experiment with 20 different values of p in the open interval
(—1,1):-.90, —.80, ..., —.10, 0, .10, .. ., .90, .99;

(iv) two sample sizes 20 and 50 are chosen. For each sample size, there is
one and only one set of values of x, each of which is considered as an

independent observation, and is generated from an exponential trend plus
stochastic error,

x,=exp (.04 ) +w, t=1,..., T,

where the disturbance term w, is identically, independently, and normally
distributed with zero mean and variance .0009.

In each experiment we choose a value of p, a sample size and a sample of
x, and generate 1,000 samples of Y. For each sample of Y and given the
values of x, the five most known techniques of estimation of the regression

R.A.LR.O. Recherche opérationnelle/Operations Research



KOLMOGOROV-SMIRNOV DISTANCE WITH APPLICATION STUDY 301

coefficients of the model, namelky Ordinary Least Squares (OLS), Cochrane-
Orcutt (CO), Crochane-Orcutt modified by Prais and Winston (PW), Durbin
and Maximum-Likelihood (ML) methods, are used to get the estimates f,
and B, of the regression parameters and their estimated standard errors
ESE,, ESE,. And for each of these methods the statistic.

STAT,=(f,—B)/ESE,  i=1, 2,
is then computed. Finally for each estimator the distance DIST; (i=1, 2) of
the actual distribution of STAT;(i=1,2) from the corresponding
t~distribution is computed. (Since the computations of the estimators, and
their standard errors, ESE; are too well known procedures, we won’t recall
them here. But references are given for the interested reader.)

The results of this Monte Carlo study are recorded in two tables.

In one hand, TableI gives the values of DIST,(i=1, 2) for each value
of p, each sample size T and for each of the five methods of estimation. In
the other hand, computation techniques for three out of the five estimators
considered are iterative. In all of our computations, we require a five-digit
accuracy for p, With this degree of accuracy, the number of iterations depend
not only upon the true value of p, but also upon the sample size. For each
sample size, we have 20 experiments each corresponding to a specific true
value of p. For each experiment we have one thousand samples. For each
sample we record the number of iterations needed by each of the iterative
technique to compute the relevant estimates. For each experiment we have

* recorded the minimum, maximum and average number of iterations. These
are recorded in Table Il for twenty values of p and two sample sizes
T=20 and 50.

The most important results are summarized below.

TABLE I

Distance of the distribution
of stat from the corresponding T-distribution

P Distance OLS co PW Durbin - ML T
DIST, 221,56 023,58 .021,38 021,69 023,30 20
DIST, 220,14 .275,80 .013,41 023,56 030,14
-.90
DIST, .266,09 023,79 019,20 021,46 024,30 50
DIST, .256,09 .015,75 012,20 .014,20 011,26
DIST, 183,77 .036,85 019,90 .040,53 040,91 | 4
DIST, .183,40 .046,30 .014,45 .044,95 .049,13
—.80
DIST, .219,07 .022,60 .020,34 .020,07 .021,32 50
DIST, 212,83 .016,51 014,32 .013,87 014,20
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TasLE I (continued)

o Distance OLS co PW | Durbin | ML | T
DIST, 159,64 | 01781 | 01925 | 01931 | 01677 | L
DIST, 16146 | 01884 | 02265 | 02074 | 02077
-0
DIST, 191,75 | 02085 | o950 | 018,54 | 02030 | o
DIST, 19185 | 02433 | 02084 | 02220 | 02236
DIST, 15082 | 03523 | 03478 | 03478 | 03168 | o
© DIST, 14836 | 03564 | 02543 | 03877 | .033.85
“ DIST, 16244 | 03222 | 031,02 | 03694 | 02965 | o
DIST, 160,28 | 02528 | 02670 | .02491 | 02533
DIST, 107,64 | 05363 | 01985 | 05060 | .039.82 | 0
DIST, 11324 | 04174 | 02634 | 04192 | .036.00
—.50
DIST, 3311 | 01828 | 01936 | 02020 | 01941 | o
DIST, 13268 | 02399 | .017.98 | 02572 | 01809
DIST, 00002 | 02696 | 05089 | 02685 | 0312 ] o
DIST, 09192 | 02674 | 03833 | 03410 | .027.50
— .40
DIST, 13029 | 05001 | 05201 | 04960 | 05171 | o
DIST, 12824 | 04105 | 03535 | .039.27 | .035.65
DIST, 087,03 | 04529 | 01978 | 04472 | 06051 | oo
DIST, 09298 | 04170 | 02206 | 04232 | 05037
~30
DIST, 098,16 | 017,17 | 01976 | 02165 | 02046 | o
DIST, 09846 | 02080 | 02263 | 02297 | 02322
DIST, 06373 | 02062 | 039,67 | 01965 | 02253 | 5
DIST, 06277 | 02307 | 02813 | 02559 | 02642
~20
DIST, 0873 | 03896 | 03555 | 04192 | 03520 |
DIST, 064,53 | 02808 | 02509 | 02027 | 02530
DIST, 047,56 | 037,50 | 01903 | 03971 | 05070 | Lo
DIST, 04591 | 03761 | 02589 | .04045 | 04824
~.10
DIST, 033,84 | 01940 | 01769 | 01755 | 017,99 | o
DIST, 038,43 | 02534 | 02285 | .02498 | 02271
DIST, 03667 | 0867 | 03127 | 0onm1 | 02677 |
DIST, 02501 | 03284 | 03022 | 03325 | 031,34
00 :
DIST, 023,32 | 03207 | 03370 | 02974 | 03373 | o
DIST, 02454 | 02005 | 0366 | 02983 | 031,43
DIST, 06062 | 04432 | o0s091 | 04250 | 04584 |
DIST, 04541 | 04168 | 03705 | 04147 | .052.63
10 :
DIST, 04821 | oa07s | 03542 | 03892 | 03603 | o
DIST, 053,44 | 03663 | 040,93 | .03581 | .041.85
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TABLE I (continued)
p Distance OLS CO PW Durbin ML T
DIST, .055,39 .059,95 027,69 .060,00 .064,01
DIST, 060,47 | 06440 | .029.80 | .06497 | .069.11 | 20
.20
_DIST, 061,80 | .027,26 | .032,44 | .027,04 | .033,58
DIST, 06231 | 02963 | .031,01 | 02902 | .03120 | 5
DIST, .068,57 .044,88 .036,95 045,86 .046,27 20
DIST, .067,82 044,94 .038,06 .046,15 .046,87
.30
DIST, 093,49 | 03598 | 03699 | .03231 | .03639 | .
DIST, 08551 | .037,33 | .03443 | .033,73 | .034.50
DIST, 10334 | 078,17 | 043,19 | 079,14 | 06423 | .
DIST, .096,34 068,39 .046,30 069,29 .053,76
.40 -
DIST, 117,04 | 042,57 | 037,51 | 041,76 | 03571 | o
DIST, 111,49 | 04576 | .039,67 | .042,72 | .038,99
DIST, 13881 | 08862 | .04574 | .083,55 | .080,58 | ,o
DIST, 136,47 | .082,58 | .039,20 | .078,20 | .080,81
.50
DIST, 141,24 | 04543 | 04226 | .043,38 | 041,96 | oo
DIST, 14352 [ .039,13 | .040,03 | .037,06 | .038,96
DIST, 170,16 | 10674 | .052,27 | .102,34 | .097,60 | ,,
DIST, 170,53 | .107,64 | .057,63 | .101,40 | .091,89
.60
DIST, 159,56 | .052,07 | .049,70 | 049,45 | 047,72 | o
DIST, 168,45 | 057,45 | .052,25 | .053,30 | .050,47
DIST, 223,06 | 131,48 | 067,34 | .12883 | .13673 | .o
DIST, 221,33 | 129,13 | .066,71 | .129,23 | .139,97
.70
DIST, 224,68 | 067,38 | .083,80 | .067,10 | .08636 | 5
DIST, 219,80 | .066,65 | .076,74 | .063,70 | .076,46
DIST, 23522 | 149,73 | .10446 | .139,52 | .153,64 | ,,
DIST, 23965 | .146,12 | .096,36 | .137,36 | .146,16
.80
DIST, 26505 | .104,51 | .09205 | .131,33 | 09472 | o
DIST, 25789 | 09625 | .099,69 | .09501 | .100,28
" DIST, 304,50 | 191,49 | .149,65 | .174,67 | .197,18 | ,,
DIST, 29480 | .17535 | .134,87 | .168,53 | .184,51
.90
DIST, 31355 | 149,60 | .150,97 | .148,61 | .150,13 | oo
DIST, 31479 | .13483 | .130,26 | .13543 | .132,40
DIST, 38321 | 291,46 | .307,14 | .286,24 | .307,80 | ,,
DIST, 31612 | .19507 | .212,01 | .199,06 | .214,79 |
.99
DIST, 44590 | 307,13 | .327,07 | .30547 | .33048 | o,
DIST, 37974 | 211,96 | .217,46 | .210,38 | .21486
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3.1. Numbers of iterations

(i) Co method: With the sample of size 20, seventeen out of 20 times, the
minimum number of iterations is 2 and only three times this number is 3;
the maximum number of iterations is 10 twenty times and the average varies
between 4.11 and 4.85. With a sample of size 50, nineteen times the minimum
number of iterations is 2 and once it is 3, the maximum is between 6 and 10
and the average is less than 3.5 fourteen times, between 3.5 and 4 three times
and between 4 and 4.60 three times.

(i) PW method: The PW method is also an iterative process. But from
the computational point of view, the “extra observation” that is thrown in
makes the PW method a more efficient method than the CO method.

With the sample of size 20, the minimum number of iterations is almost
always 2, the maximum of it is between 6 and 10 and almost always the
average is less than 3.7, except for the five extreme positive values of p. With
the sample of size 50, the minimum number of iterations drops to 1 for all
| p [ < .30; the maximum is often 3, reaching 4 five times and is larger than 7
two times which also occurs with extreme positive values of p; the average
number of iterations varies between 2.11 and 3.47.

(iii) ML method: With the sample of size 20, the average number of
iterations increases almost regularly and monotonically from 4.42 to 6.89 as
p goes from —.90 to .99. Almost the same occurs with sample size 50 for
“which the same average varies from 3.21 to 4.79. Almost always the minimum
number of iterations is 2 except at p=—.80, —.70, and —.90 with sample
of size 20 and at p= —.80 with the sample of size 50 for which this minimum
is 3. The maximum of number of iterations is always 11 when sample is of
size 20, and is between 5 and 11 when the sample is of size 50.

3.2, Effects of sample sizes on distances

With OLS an increase in the sample size does not accompany with a
significant reduction in DIST; (i=1, 2). As a matter of fact, the increase in
the sample size from 20 to 50 improves (the smaller the better) DIST, only
for three values of p (p=—.10, 0, .60) and improves DIST, only for two
values of p (p= —.10, .70). Thus, the reliability of the OLS method does not
increase with the sample size.

Similar conclusion can be maintained for the PW method. However, it is
clear that the reliability of the remaining methods of estimation, namely the
CO, Durbin and ML methods, does increase with the sample size.

vol. 18, n° 3, aoiit 1984



306 THUAN V. TRUONG
3.3, Effects of the autoregressive parameter on distances

(i) OLS method: In this case, with a sample size of 20, DIST, increases as
p deviates from zere. Equal deviations of p in either direction invarably
affects these distances almost equally if [ p| < .0.4. ¥ {p[> 0.4, the effects
seem more serious if the deviation is in the positive direction than if it is in
the negative direction. Similar conclusions can be reached for DIST, with
sample size of 50 and for DIST, with both sample sizes of 20 and 50.

{H) The other methods: For each of the four remaining methods, we find
both DIST; and DIST, with both sample sizes are rather insensitive to the
deviations of p in the negative direction, whereas these distances are sensitive
to the deviations of p in the positive direction. It implies that inference errots
using these estimators may be more serious when p is positive than when p
is negative.

3.4. Compsarison of the estimators in terms of their distances

(1) Sample size of 20: Tt appears clearly that DIST, is the largest for the
OLS estimator if p is not too close to zero, possibly i | p] > .20 If p is close
to zero, DIST,’s for all the estimators are comparable, If p is negative,
DIST,'s for the four estimators CO, PW, Durbin and ML are almost
indistinguishable. However, if p is positive, it seems that DIST, for the PW
estimatos is the smallest.

Thus, in estimating B,, we conclude that except when p s close to zero,
the OLS estimator should not be preferred. If p is negative, there is no clear
distinction between the four estimators CO, PW, Durbin and ML. Howewer
if pis positive, then the PW estimator is clearly preferable. But it should be
recognized that PW estimators may give seriously misleading inference if p
is close to 1,

Similar conclusion can be reached for DIST,,

(i) Sample Size of 50: Again, and very clearly, we find that the OLS
estimation of §, should not be recommended unless o is close to zerp. And
also as in the case of the sample size of 20, we find that the four other
estimators of B, can not be distinguished when p is negative. However, in
contrast to the case of sample size of 20 where PW estimator was preferred
to the other estimators when p is positive, we find that the sample size of
50, the four estimators are indistinguishable.

Similar conclusions can be reached for DIST,,
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4. CONCLUDING REMARKS

Our remarks are twofold. First, in the case of the first order autoregressive
model, the use of the Kolmogorov-Smirnov distance leads to results somewhat
different from those based on the MSE criterion. Mainly (i) the OLS method
should never be used unless one have a prior information that the correlation
coefficient is very close to zero, possibly less than .20 in absolute value, and
(ii) although all other methods seem to be equivalent to one another, the
PW method may be singled out as the best. Second, it is quite possible to
use the Kolmogorov-Smirnov distance as choice criterion in other econome-
trics models for which more than one methods of estimation are available.
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