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ABSTRACT

We prove a theorem about the stability of action variables for Gevrey quasi-convex near-integrable Hamilto-
nian systems and construct in that context a system with an unstable orbit whose mean speed of drift allows us to
check the optimality of the stability theorem.

Our stability result generalizes those by Lochak-Neishtadt and Pöschel, which give precise exponents of sta-
bility in the Nekhoroshev Theorem for the quasi-convex case, to the situation in which the Hamiltonian function is
only assumed to belong to some Gevrey class instead of being real-analytic. For n degrees of freedom and Gevrey-α
Hamiltonians, α ≥ 1, we prove that one can choose a = 1/2nα as an exponent for the time of stability and b = 1/2n
as an exponent for the radius of confinement of the action variables, with refinements for the orbits which start close
to a resonant surface (we thus recover the result for the real-analytic case by setting α = 1).

On the other hand, for α > 1, the existence of compact-supported Gevrey functions allows us to exhibit
for each n ≥ 3 a sequence of Hamiltonian systems with wandering points, whose limit is a quasi-convex integrable
system, and where the speed of drift is characterized by the exponent 1/2(n − 2)α. This exponent is optimal for
the kind of wandering points we consider, inasmuch as the initial condition is located close to a doubly-resonant
surface and the stability result holds with precisely that exponent for such an initial condition. We also discuss the
relationship between our example of instability, which relies on a specific construction of a perturbation of a discrete
integrable system, and Arnold’s mechanism of instability, whose main features (partially hyperbolic tori, heteroclinic
connections) are indeed present in our system.
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1. Introduction

The present work is devoted to the study of the stability exponents for Gevrey
quasi-convex near-integrable Hamiltonian systems, and to the search for an example
of an unstable orbit with the highest possible speed of drift. We begin by a short re-
minder on the Nekhoroshev theory in the analytic category and the question of opti-
mality for the stability exponents. We shall then state our main results of stability and
instability in the Gevrey category.

1.1. Reminder on the analytic case

1.1.1. Let T = R/Z and n ≥ 2. According to Poincaré, the “general problem
of dynamics” is the study of Hamiltonian systems close to an integrable one. Such
a system is generated by a Hamiltonian function on Tn × Rn, of the form

H(θ, r) = h(r) + ε f (θ, r),

which gives rise to the following vector field

XH

∣
∣
∣
∣
∣

θ̇i = ∂ri h(r) + ε∂ri f (θ, r),

ṙi = −ε∂θi f (θ, r), i = 1, ..., n.

The canonical coordinates (θ, r) ∈ Tn × Rn are angle-action coordinates for the in-
tegrable part h. When ε = 0, the actions ri are first integrals of the system and the
motion takes place on the corresponding invariant tori Tn ×{r}, all the solutions being
quasiperiodic. What remains of this stability for small ε > 0?
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In the 70s, a remarkable achievement of Hamiltonian perturbation theory was
the Nekhoroshev Theorem [Nekh77], which asserts that for a generic real-analytic
function h and for any real-analytic perturbation f , all solutions are stable at least over
exponentially long time intervals: there exist positive numbers a and b, depending only
on h, such that for each small enough ε > 0 any initial condition (θ0, r0) gives rise to
a solution (θ(t), r(t)) which is defined at least for |t| ≤ exp( const ( 1

ε
)a) and satisfies

‖r(t) − r(0)‖ ≤ const εb in that range.
This is a statement of effective stability, on finite (but long) time intervals and for

all solutions, to be compared with the perpetual stability that KAM theory, which started
two decades earlier, offers only for a part (but a large part) of the phase space. In
fact, if n = 2 and h is non-degenerate (or isoenergetically non-degenerate), the KAM
Theorem gives more than the Nekhoroshev Theorem, since on each energy level the
trajectories are confined on or between invariant tori. It is only for n ≥ 3 that KAM
tori do not a priori prevent the projection in action space of a solution from drifting
arbitrarily far from its initial location; but such a drift should be exponentially slow,
according to the Nekhoroshev Theorem.

An interesting question is to know how large the exponents a and b, but espe-
cially a, can be taken in Nekhoroshev’s statement: the larger a, the longer the time of
stability guaranteed by the theorem; and the larger b, the stronger the confinement of
the actions close to their initial values.

1.1.2. The generic condition imposed by Nekhoroshev upon h is a transver-
sality property called steepness. Quasi-convex functions provide an important particular
case of this property. These are functions h for which there exists m > 0 such that,
at any point r of the domain of definition of f , the inequality < ∇2h(r)v, v >≥ m‖v‖2

holds for all vectors v orthogonal to ∇h(r). We require moreover ∇h not to vanish.
One can check that such a function is isoenergetically non-degenerate: the mapping
(λ, r) �→ (h(r), λ∇h(r)) is a local diffeomorphism for λ > 0 (see Section 3.4.4).

The property of quasi-convexity amounts to the convexity of the energy levels
of h. It is weaker than strict convexity. On the other hand, if ĥ is a strictly convex
function of r̂ = (r1, ..., rn−1), i.e. if there exists m̂ > 0 such that < ∇2ĥ(r̂)v̂, v̂ >≥ m̂‖v̂‖2

for all v̂ ∈ Rn−1, one can check that the function r = (r̂, rn) �→ h(r) = ĥ(r̂) + rn

is quasi-convex with m = m̂(1 + Ω̂)−2 in any domain in which ‖∇ ĥ(r̂)‖ ≤ Ω̂. A non-
autonomous periodic perturbation of ĥ with n − 1 degrees of freedom, say
ĥ(r̂) + εf (θ̂, r̂, t) where θ̂ = (θ1, ..., θn−1) ∈ Tn−1 and f is also 1-periodic in t, can
thus be viewed as a perturbation of a quasi-convex integrable system with n degrees
of freedom1 and the Nekhoroshev Theorem will apply.

1 Use H = ĥ(r̂)+rn+εf (θ̂, r̂, θn): all the energy-levels of H are identical up to a translation in the rn-direction
and on each one, when using the coordinates (θ̂, r̂, θn), the corresponding autonomous flow amounts to the flow of
ĥ + εf (θ̂, r̂, t).
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As noticed by the Italian school ([BGG85], [Ga86], [BG86]), it turns out that
a shrewd use of convexity leads one to a refined result. The use of convexity in con-
junction with energy conservation was even more radical in Lochak’s novel
method [Lo92] which was designed to obtain the best possible stability exponents a
and b, and which works in the quasi-convex case as well. Finally, the Nekhoroshev Theo-

rem holds with a = b = 1/2n if h is assumed to be quasi-convex, as proved independently
by Lochak and Neishtadt [LN92,LNN93] and by Pöschel [Pö93]. Moreover, beside
this global result, one can state local results for neighbourhoods of resonant surfaces:
if m ∈ {1, ..., n − 1}, a set of m independent linear relations with integer coefficients
to be satisfied by the ∂ri h(r) determines a resonant surface of multiplicity m in the action
space; for the trajectories starting at a distance of order ε1/2 of such a surface, one can
take larger exponents, namely a = b = 1/2(n − m).

In fact, the case where m = n − 1 (the tori {r = r∗} associated with such com-
pletely resonant actions r∗ are foliated into periodic orbits of the unperturbed sys-
tem) is the cornerstone of Lochak’s periodic orbit method introduced in [Lo92], of
which [LN92] is only a slight improvement (see [Lo93] for a non-technical account).

We shall not deal with the general steep case, but we wish to mention a recent
work by Niederman [Ni00] according to which one can take a = b = 1/(2n p1...pn−1)

as global exponents, where the pi’s are the steepness indices of h (they are not smaller
than 1, and all equal to 1 if h is quasi-convex).

1.1.3. The question of the optimality of the exponents obtained for the quasi-
convex case is still open for n ≥ 5, whereas a partial answer is available for n = 3
or 4. The optimality question amounts to the search for systems arbitrarily close to
integrable which admit unstable orbits, i.e. orbits experiencing a noticeable drift in ac-
tion (say, of order 1 if we leave aside the exponent b), and for an asymptotic upper
bound of the time of drift, as close as possible to the lower bound exp( const ( 1

ε
)a)

provided by the stability result.
The phenomenon of instability in near-integrable systems is usually called (some-

what improperly) Arnold diffusion in reference to Arnold’s famous note [Arn64] (see
also [AA67]), in which an example of a three-degree-of-freedom system was proposed
in view of exploring the complement of KAM tori in the phase space and instabil-
ity was obtained from heteroclinic connections between whiskered tori. There, Arnold
was not concerned about the time of drift of his unstable orbits; on the other hand, he
raised the difficult question of the genericity of this phenomenon. Arnold’s mechanism
of instability has motivated numerous studies about the so-called chains of transition,
in more or less general frameworks, and particularly about the possibility of finding or-
bits shadowing such chains, the computations of transition times, and the exponential
smallness of the splitting associated with each torus.

Concerning explicit times of drift for systems close to an integrable Hamiltonian
written in action-angle variables, we can quote two results by Bessi [Be96,Be97], who
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worked on Arnold’s model and on a variant of it with four degrees of freedom. Using
Arnold’s mechanism of instability and variational methods, Bessi obtains orbits drifting
in a time exp( const ( 1

ε
)1/2) for n = 3, and exp( const ( 1

ε
)1/4) for n = 4. These orbits

pass close enough to a double resonance, thus the exponents cannot be improved for
that kind of trajectories; this shows that the exponent 1/2(n − 2) for doubly-resonant
surfaces is optimal when n = 3 or 4.

1.2. Gevrey stability

1.2.1. It is the aim of the present paper to enlarge the framework by con-
sidering Gevrey functions instead of real-analytic ones, and to tackle the question of
optimality in this broader context.

Let α ≥ 1 a real number and n ≥ 2 the number of degrees of freedom. For
R > 0 we denote by BR the closed ball of radius R in Rn with centre at the origin:
we shall consider real-valued functions which are C∞ in K = Tn × BR. If L > 0, such
a function ϕ = ϕ(θ, r) is said to be Gevrey-(α, L) on K, and we write ϕ ∈ Gα,L(K), if

‖ϕ‖α,L :=
∑

k∈N2n

L|k|α

k!α ‖∂kϕ‖C0(K) < ∞.(1.1)

We have used the following notations for multi-indices of derivation:

|k| = k1 + · · · + k2n, k! = k1!...k2n!, ∂k = ∂k1
x1
...∂k2n

x2n
,

and (x1, ..., x2n) = (θ1, ..., θn, r1, ..., rn).
Appendix A is devoted to some useful facts and bibliographical notes concern-

ing these functions. Gevrey-α functions are usually defined by the requirement that
‖∂kϕ‖C0(K) ≤ CM|k|k!α for some C, M > 0; we recover this space Gα(K) by taking the
union over all positive L of the spaces Gα,L(K). The advantage of the definition (1.1)
is that each Gα,L(K) is a Banach algebra: ‖ϕψ‖α,L ≤ ‖ϕ‖α,L‖ψ‖α,L (Lemma A.1).
The composition of Gevrey-α functions is also Gevrey-α under appropriate assump-
tions (Section A.2). We recover real-analytic functions in the special case where α = 1;
the number L then indicates the size of a complex domain of analytic extension. The
Cauchy inequalities admit the following generalization (Lemma A.2): if 0 < λ < L and
ϕ ∈ Gα,L(K),

∑

k∈N2n; |k|=j

‖∂kϕ‖α,L−λ ≤ j!αλ−jα‖ϕ‖α,L, j ≥ 0.

1.2.2. We shall adapt Lochak’s periodic orbit method to the Gevrey case and
prove
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Theorem A (Stability for the Gevrey quasi-convex case). — Let α ≥ 1, n ≥ 2,

a = 1
2nα

and b = 1
2n

.(1.2)

Let R, L, E,�, m > 0 and h ∈ Gα,L(BR) such that ‖h‖α,L ≤ E and, for all r ∈ BR,

� ≤ max
1≤i≤n

|∂ri h(r)| and ∀v ∈ (∇h(r))⊥, m‖v‖2 ≤ < ∇2h(r)v, v >.(1.3)

For each R0 ∈ ]0, R[, there exist positive numbers ε∗, ε∗∗, C1, C2, which depend only on n, α, R,

R0, L, E,�, m, such that, for every Hamiltonian function H ∈ Gα,L(Tn × BR) satisfying

ε := ‖H − h‖α,L

E
≤ min{ε∗, ε∗∗},

any initial condition (θ0, r0) ∈ Tn×BR0 gives rise to a solution (θ(t), r(t)) of XH which is defined

at least for |t| ≤ C1 exp(α
(

ε∗
ε

)a
) and satisfies ‖r(t) − r0‖ ≤ C2ε

b in that range.

Like in the analytic case, one can state refined stability results associated with
resonances. Let M be a submodule of codimension d ∈ {1, ..., n − 1} of Zn and

SM = { r ∈ BR0 | ∀k ∈ M , < k,∇h(r) > = 0 }
be the corresponding resonant surface in action space. One can attach to it positive
numbers cM , c ′

M and c ′′
M , which essentially depend on the order of M (the size of the

multi-integers belonging to a system of generators of M )—see Section 3.4.3 for the
details. For a “standard” submodule, i.e. when M⊥ is generated by some vectors of
the canonical basis of Rn, one can take cM = √

n − 1 and c ′
M = c ′′

M = 1, but in
general these numbers are larger. By convention, M = {0} can be treated as a stan-
dard submodule (S{0} = BR0 , d = n, no particular resonance relation); the following
statement can thus be considered as containing the previous one:

Addendum to Theorem A (Solutions starting near a resonant surface). — Let

a = 1
2dα

and b = 1
2d

.

For any σ > 0, there exist positive numbers ε∗, ε∗∗, C1, C2, which depend only on cM , c ′
M , c ′′

M , σ

and on n, α, R, R0, L, E,�, m, such that, if ε ≤ min{ε∗, ε∗∗} and if we assume moreover

dist(r0, SM ) ≤ σε1/2,

the solution (θ(t), r(t)) is defined at least for |t| ≤ C1 exp(α
(

ε∗
ε

)a
) and satisfies ‖r(t) − r0‖ ≤

C2ε
b in that range.

The dependence of the involved numbers on the various parameters can be ex-
plicited as follows: there exists a positive number c which depends only on α such that,
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if one introduces

Ω = L−αE, M = 2αL−2αE, M′ = 6αL−3αE

(majorants of the first-, second- and third-order derivatives of h) and

K = 1

2
(LαE−1 + 2αL−1 + m−1(1 + 2α+1L−α)2)−1,

ρ0 = 1
4

min

{

1, R − R0,
K
M

,
K
M′

}

,

one can take

C1 = 2Lα

(2n)α−1Ω
, C2 = 29MΩc ′

M∆

m
,

where ∆ =
(

2d+1cd−1
M c ′′

Mσ

Kd−1�

) 1
d

max
{

1,
1

2σ

( cM E
m

)1/2
}

,

and

ε1/2d
∗ = Lα

c(2n)α−1∆

(
m

cM
+ M2E

m2L2α

)−1

, ε∗∗ = min{ε1, ε2},






ε
1/2d
1 = 1

C2
min

{

Lα, R − R0,
�

M

}

,

ε
1/2d
2 =

(
cM�

2c ′′
M Kσ

) 1
d

min
{

1
2
,

ρ0K
2cM c ′

MΩ

}

if d ≥ 2 , ε2 = ∞ if d = 1.

Sections 3.1–3.4 are devoted to the proof of Theorem A. The first three deal
with one-phase averaging and contain a generalization of Neishadt’s Theorem [Nei84]
to Gevrey classes (Proposition 3.2); their use of Gevrey asymptotic expansions is di-
rectly inspired by [RS96]. The fourth one repeats essentially the arguments of [Lo92],
[LN92] and [LNN93], explaining how to use quasi-convexity to deduce confinement
near a periodic torus, and in fact the whole statement with the help of Dirichlet’s
Theorem.

In view of the success of approximation techniques in KAM theory, it might
look more natural to seek a proof of Theorem A relying on the approximation of
Gevrey functions by analytic ones and using the classical Nekhoroshev Theorem or
the normal forms which are available for analytic Hamiltonians. In fact, M. Herman
had obtained by such a method a first version of the stability result, but without being
able to reach the exponents (1.2) of Theorem A; this is why we’ll have to make do
with such a long proof, which contains the proof of the Nekhoroshev Theorem as
a particular case instead of using the analytic result to reach the Gevrey one.



206 JEAN-PIERRE MARCO, DAVID SAUZIN

1.2.3. We think that generalizing the Nekhoroshev Theorem to Gevrey Hamil-
tonian functions is interesting in itself. From a mathematical point of view, this is very
natural. Spaces of Gevrey functions have been considered for a long time in other
branches of Analysis for themselves; and even if one starts with an analytic Hamilto-
nian function, it can be desirable to restrict it to some invariant manifold which is not
analytic but only Gevrey—this may be the case of a centre manifold—, as C. Simó
pointed out to us.

1.3. Example of instability

1.3.1. Our main motivation was to compare the exponents of stability that we
could obtain in the Gevrey quasi-convex case with the speed of instability we could
produce on specific examples. For a given h, as simple as possible, we are interested in
particular examples of perturbation in which an unstable orbit can be detected, with
a possibility of relating the Gevrey size of the perturbation and the time over which
instability develops.

If α > 1, the Gevrey class Gα is actually larger than the space of real-analytic
functions: it contains in particular compact-supported functions. This gives much more
flexibility to constuct examples and explains why the question of optimality is easier
in this setting.

Compact-supported functions were already used in [Do86], where Arnold’s
method was adapted to the C∞ framework to yield topological instability, but with-
out any concern about the corresponding time of instability.

1.3.2. As for us, we followed a rather different approach. The following ex-
amples of near-integrable Hamiltonian systems will be obtained by suspending very
explicit discrete systems defined on Tn−1 × Rn−1, for which a detailed description of
the dynamics is available.

Theorem B (Instability result). — Let α > 1, n ≥ 3 and

a∗ = 1
2(n − 2)α

.

Let L > 0 and R > 1. There exist a sequence of functions ( fj)j≥0 converging to 0 in the space

Gα,L(Tn × BR) and an increasing sequence of integers (τj)j≥0 such that, for each j ≥ 0, the

Hamiltonian system generated by

Hj(θ, r) = 1
2
(r2

1 + · · · + r2
n−1) + rn + fj(θ, r)(1.4)

admits a solution (θ(t), r(t)) defined at least for t ∈ [0, τj] and for which r1(0) = 0 and

r1(τj) = 1. Moreover, there exist an integer J which depends only on n, and positive constants
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C1 < C2 which depend only on n, α, L and R, such that the time of drift τj and the norm

εj = ‖ fj‖α,L are related by

C1

ε2
j

exp(C1

( 1
εj

)a∗
) ≤ τj ≤ C2

ε2
j

exp(C2

( 1
εj

)a∗
), j ≥ J.

The proof is given in Sections 2.1–2.4. Note that all the hypotheses of Theo-
rem A are fulfilled; in particular the integrable part h(r) = 1

2(r
2
1 +· · ·+ r2

n−1)+ rn is the
most elementary example of a quasi-convex function.

The functions fj are in fact independent of the last variable rn, which means that
we could forget the variable rn without losing information and consider that we are
dealing with non-autonomous Hamiltonian functions 1

2(r
2
1 + · · · + r2

n−1) +
fj(θ1, ..., θn−1, t, r1, ..., rn−1) depending periodically on the time (cf. footnote 1).

Moreover, we have restricted these functions to Tn × BR only in order to con-
trol their Gevrey norms, but their dependence on r1, ..., rn−1 is indeed very mild. The
Hamiltonian vector field associated with (1.4) is in fact defined and C∞ in Tn × Rn,
and complete. In particular, our unstable solution (θ(t), r(t)) can be described for all
t ∈ R: we shall see for instance that r1(k

√
τj) = k/√τj for all k ∈ Z, hence this so-

lution is biasymptotic to infinity. This situation is reminiscent of the system studied by
Mather [Mat93] and its variants [BT99,DLS00].

1.3.3. Let us now confront our two theorems (with α > 1). As already men-
tioned, the hypotheses of Theorem A are fulfilled so that it applies to the Hamilto-
nian functions (1.4). We shall see that, provided j is large enough, the second action-
component r2(t) of our unstable solution satisfies

∀t ∈ R, 0 < r2(t) ≤ 3
√

εj

(see Section 2.4.3). In view of the frequency map ∇h(r) = (r1, ..., rn−1, 1), we can thus
say that this solution starts O(

√
εj)-close to the fixed doubly-resonant surface {r1 =

r2 = 0}. Therefore, the value 1/2(n − 2)α attained by the instability exponent a∗ ex-
actly coincides with that of the local stability exponent a = 1/2dα for a resonance
submodule of rank 2 and codimension d = n − 2. In that respect our result can be
considered as optimal.

This establishes the optimality of all the exponents a = 1/2dα for resonances of
multiplicity not less than 2 as well, by simply adding n′ ≥ 0 degrees of freedom and
considering the solution (θ(t), r(t), 0, 0) of the Hamiltonian system generated by

Hj(θ1, ..., θn, r1, ..., rn) + 1
2
(r2

n+1 + · · · + r2
n+n′).
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This yields indeed, for N = n+ n′ degrees of freedom, a solution which starts O(
√

εj)-
close to the resonant surface associated with a fixed2 submodule of rank n′ + 2 and
codimension d = n − 2.

One can perform further computations in our example, in order to see why
the unstable orbit escapes the influence of resonances of higher multiplicity—see Sec-
tion 2.4.3 (and Section 3.4.3 for the underlying arithmetics).

It is a general phenomenon that resonances cannot be avoided for a solution
which drifts between two distant regions of the action space, because of the existence
of at least one fixed simply-resonant hypersurface which separates the given regions
and which the solution has to cross. For instance, for the particular integrable part h
that we chose, the hypersurfaces {r1 = p/q} are resonant for all rationals p/q and in-
tercept the solutions drifting in the r1-direction. But one can still wonder about the
optimality of the stability exponent a = 1/2dα when d = n − 1, i.e. about the exis-
tence of unstable orbits whose time of drift is characterized by the instability expo-
nent 1/2(n − 1)α and which remain far enough from all doubly-resonant surfaces (at
least those whose order is not too high with respect to ε).

As for the “universal” exponent a = 1/2nα, the question of its optimality cannot
be raised independently of that of b = 1/2n.

1.3.4. We emphasize the difference between our goals, to construct specific
perturbations giving rise to instability, and those of Arnold’s note [Arn64] which il-
lustrated on a quite simple perturbation a powerful mechanism of instability relying
on transition tori. In particular, in Arnold’s method, the drifting points are not a priori

known, but still have to be detected once a transition chain is given. The description
of their orbits is necessarily complicated, and quantitative estimates for the speed of
drift are even more difficult to obtain. Here, on the contrary, we shall construct ex-
amples where we can choose the drifting points from the beginning, and our main
task will be the computation of the Gevrey norms of the various functions involved in
the construction; in a sense our approach pertains more to functional analysis than to
dynamical systems.

As a byproduct, we get new insight in Arnold’s mechanism itself, which we do
not use but can however illustrate. As a matter of fact, we can choose our example so
as to possess a transition chain, of infinite length, shadowed by the solution described
in Theorem B. Moreover, the splitting of separatrices (or at least its most significant
part), whose determination in analytic examples is notoriously a difficult matter, is triv-

ially computed in the same example.

2 We stress that the resonance conditions are fixed, i.e. independent of j with our notations, because the Ad-
dendum to Theorem A also applies to resonances which depend on the perturbed Hamiltonian and on the con-
sidered solution. But then the “order” of the resonance and the corresponding numbers cM , c ′

M , c ′′
M may grow as ε

tends to zero and thus need to be taken into account together with the exponent a; this is illustrated in Section 2.4.3.
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To be precise we need a refined definition of the splitting, adapted to the par-
ticular case we consider here. Let an energy e be given (of course our considerations
will not depend of the value of e since the perturbative term fj does not depend on rn).
We first introduce the manifold Sj(e) = {θn = 0} ∩ H (−1)

j ({e}): this is a 2(n − 1)-
dimensional transverse section for the Hamiltonian flow, that we can identify with
the annulus An−1 through the coordinates (θ̄, r̄), θ̄ = (θ1, ..., θn−1), r̄ = (r1, ..., rn−1).
The transition tori that we shall consider will be contained in H (−1)

j ({e}), (n − 1)-
dimensional, hyperbolic, with n-dimensional invariant manifolds W±, and they will
possess homoclinic points ω located in Sj(e). In the coordinates (θ̄, r̄), the intersec-
tions of W± with Sj(e) will be the graphs of suitable functions r̄ = w±(θ̄); the co-
ordinates (θ̄0, r̄0) of ω will satisfy of course r̄0 = w+(θ̄0) = w−(θ̄0), but moreover
θ0

2 = · · · = θ0
n−1 = 0. One usually defines the splitting of W+ and W− at ω as the

difference d(w+ − w−)(θ̄0), which is a symmetric operator (see [LMS03]). But in our
example the manifolds W± have an additional property, which will allow us to restrict
our attention to a scalar quantity: for i = 2, ..., n−1, (w+

i −w−
i )(θ1, 0, ..., 0) ≡ 0, thus

the splitting matrix admits a block decomposition into a “longitudinal” part

A|1(W±, ω) = ∂

∂θ1
(w+

1 − w−
1 )(θ0

1 )

and a “transversal” part which is the symmetric matrix of order n − 2 with coeffi-
cients ∂

∂θj
(w+

i − w−
i )(θ0

1 ), i, j ≥ 2. In our situation, the interesting part of the splitting
is the longitudinal one, i.e. the splitting in the r1-direction, which would be needed to de-
tect heteroclinic connections between consecutive tori of the chain if one would follow
Arnold’s method.

Addendum to Theorem B (Transition chains and splitting). — Let j ≥ 0 and e ∈ R.

For each r0
1 ∈ R, there exists in the energy level H (−1)

j ({e}) a (n − 1)-dimensional invariant

torus Tr0
1
, whose projection on the r1-axis is reduced to {r0

1}, and which is partially hyperbolic for

the Hamiltonian flow, with n-dimensional invariant manifolds.

Let q j = √
τj . The family (Tk/q j )k∈Z is a transition chain: two consecutive tori T(k−1)/q j

and Tk/q j are connected by a heteroclinic orbit. The solution (θ(t), r(t)) of Theorem B shadows that

chain: for t = (k + 1
2)q j with k ∈ Z, its distance to the torus Tk/q j is less than 1/q j (it is thus

exponentially small), and for (k − 1
2)q j < t < (k + 1

2)q j , it remains close to the aforementioned

heteroclinic solution.

For each r0
1 ∈ R, the torus Tr0

1
has two homoclinic orbits, which intersect the section Sj(e)

at points ω1, ω2 for which θ2 = · · · = θn−1 = 0. At these points, the splitting in the r1-direction

of the invariant manifolds W±(Tr0
1
) satisfies |A|1(W±(Tr0

1
), ωi)| = 2π/q j , i = 1, 2.

The proof is given in Section 2.5. Note that the splitting A|1 is exactly of the
same order as the gap 1/q j between two tori in the chain; thus by the same token we
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get lower and upper bounds for A|1: there exist constants C′
1 > C′

2 such that

εj

C′
1

exp(−C′
1

( 1
εj

)a∗
) ≤ |A|1(W±(Tr0

1
), ωi)| ≤ εj

C′
2

exp(−C′
2

( 1
εj

)a∗
).

Actually one can say even more: we shall see that the stable and unstable manifolds
of two consecutive tori T(k−1)/q j and Tk/q j are tangent along the heteroclinic orbit we
consider, so our example is a limit case of Arnold’s mechanism, where the tori are
maximally distant. Of course, to construct our drifting points, we do not make use of
Arnold’s semi-local analysis (lambda-lemma and obstruction property), which would
require at least the topological transversality of the intersections. Our drifting points
are obtained by a completely different method, but we check a posteriori that they
shadow the chain we consider.

1.4. Comments, prospects

1.4.1. The stability theorem can be extended to ultradifferentiable classes more
general than the Gevrey class (defined by such inequalities as (A.2)), and also to the
case of Cr functions with r < ∞. M. Herman had already devised a method for that,
but we could not include it in the present article which was already long enough. In
finite differentiability, one can produce easily instability examples, even with a wan-
dering ball. A further article should be devoted to this.

1.4.2. Niederman’s recent stability result [Ni00] about the steep case can prob-
ably be extended to the Gevrey class. We did not explore that systematically, but we
can at least indicate a steep variant of the above example where the instability ex-
ponent is increased at the price of relaxing quasi-convexity: for any p ≥ 3, we can
construct a Hamiltonian

Hj(θ, r) = 1
2

r2
1 + 1

p
r p
2 + 1

2
(r2

3 + · · · + r2
n−1) + rn + fj(θ, r),

with a sequence fj converging to 0 in Gα,L(Tn × BR), for which there is an unstable
orbit of exponent

a∗ = 1
p(n − 2)α

(we shall not give the details of the construction which is a simple adaptation of the
proof of Theorem B). On the one hand, this shows that the requirement of quasi-
convexity in Theorem A is necessary for the exponent a = 1/2nα to be valid. On the
other hand, this provides an example of an unstable perturbation of a steep integrable
system whose exponents are p1 = · · · = pn−1 = p − 1.
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1.4.3. Returning to perturbations of a convex or quasi-convex integrable
Hamiltonians, it remains to be seen if the time exponent 1/2(n−1)α related to simple
resonances is optimal; we hope to be able to achieve this by working directly on flows,
rather than on mappings like in the proof of Theorem B. The question of knowing
whether the time exponent 1/2nα can be optimal is more delicate.

But of course the most important and natural sequel to the present work, which
we are currently examining, is to try to adapt the new ideas introduced in the case of
Gevrey systems to the analytic framework, in order to achieve the fastest possible drift
for an analytic near-integrable Hamiltonian system.

2. An example of instability with estimate on the speed of drift

In this part it will be more convenient to work with mappings rather than with
flows (the correspondence between Nekhoroshev estimates for flows and for mappings
in a rather general perturbative framework was studied in [KP94]). Before proving
Theorem B, we need to introduce the setting and give a refined formulation of the
result in terms of a discrete dynamical system to be constructed (Proposition 2.1 be-
low). Theorem B will be proved in Section 2.4 as a corollary, by a standard procedure
of suspension, and its Addendum in Section 2.5 by a slight modification of the con-
struction.

2.1. A more precise statement

2.1.1. If H is a Hamiltonian function generating a complete vector field, we
shall denote by ΦH the corresponding time-1 map; this is a special case of an exact-
symplectic transformation. The maps that we shall consider will be compositions of
two time-1 maps of Hamiltonian functions on An = T∗Tn = Tn × Rn, where
n ≥ 2 and where A = T×R is the annulus. These maps are still exact-symplectic, but
one cannot expect them to be time-1 maps of Hamiltonian systems on An; however,
a simple suspension result will prove that they are indeed time-1 maps of Hamiltonian
systems on An+1—beware of the shift of dimension with respect to Sections 1 and 3.

Here we call integrable a map of the form ΦH, where H depends only on the
action variables; in that case, ΦH(θ, r) = (θ+∇H(r), r) (notice that ΦH is well-defined
also in the case where H depends only on the angle variables).

Our example of unstable map will be of the form Φu ◦ Φh+v, where h = 1
2(r

2
1 +

· · · + r2
n ), and u and v are small Gevrey functions; the unperturbed map Φh is the

twist map (θ, r) �→ (θ + r, r) of An. The special form of our unstable map, defined
as a composition of two time-1 maps, and the fact that we are working in a non-
quasianalytic Gevrey class will facilitate the procedure of suspension of Section 2.4.
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2.1.2. The statement and construction below contain technical details which
may obscure the ideas from which they originate, so we begin with a heuristic de-
scription of the system. The main parameter will be an integer q, supposed to be
large. We shall split the annulus An and the unperturbed map into two factors: Φh =
Φ

1
2 r2

1 × Φ
1
2 r2

2+···+ 1
2 r2

n : A × An−1 → A × An−1, and consider a q-periodic point a ∈ An−1

on the second factor. We first want to define a “coupling diffeomorphism” Φuq on the
product An such that Φuq ◦ Φh has a wandering point which drifts along the r1-axis,
and we furthermore require that uq → 0 when q → ∞, in a suitable Gevrey function
space.

On the first factor A, the interesting part of the dynamics will be localized on
the union Cq of the circles Ck/q = {(θ1, r1) ∈ A, r1 = k/q}, k ∈ Z. Each of these
circles is invariant under Φ

1
2 r2

1 and supports a q-periodic dynamics, even if q is not
the minimal period. On the second factor we shall only consider the orbit O(a) =
{a(k), 0 ≤ k ≤ q − 1} of a = a(0) under Φ

1
2 r2

2+···+ 1
2 r2

n .
The coupling diffeomorphism Φuq will be chosen so as to satisfy the “synchro-

nization conditions”

Φuq((0, r1), a) = ((0, r1 + 1/q), a), and

Φuq((θ1, r1), a(k)) = ((θ1, r1), a(k)) if k ∈ {1, ..., q − 1},
for all (θ1, r1) ∈ A. Due to the q-periodicity of Φh on Cq × O(a), one sees that the
point ((0, 0), a) is wandering for Φuq ◦ Φh, and satisfies in particular

[Φuq ◦ Φh]kq((0, 0), a) = ((0, k/q), a), k ∈ Z,

while the first components of the other iterates move around the circles of the fam-
ily Cq. So q2 iterations of the coupled diffeomorphism Φuq ◦ Φh make the point
((0, 0), a) drift along the r1-axis over an interval of length 1. This is all we need in
order to estimate our instability time.

As is easily checked, a simple way to get the synchronization is to choose uq of
the form uq((θ1, r1), x ′) = 1

q U(θ1) g( q)(x ′) for ((θ1, r1), x ′) ∈ A × An−1, where U′(0) =
−1 and

g( q)(a) = 1, dg( q)(a) = 0, g( q)(a(k)) = 0, dg( q)(a(k)) = 0, 1 ≤ k ≤ q − 1

(see Lemma 2.1 below). The size of the function uq is seen to be of the order of
‖g( q)‖/q. The main difficulty of the construction will be to ensure the condition
‖g( q)‖/q → 0 as q → ∞: by compactness the distance between the initial point a
and its nearest iterate tends to 0 as q → ∞, and the values of g( q) on a and this
iterate differ by 1; so any Gevrey norm of g( q) will tend to ∞ when q → ∞. One
can convince oneself that the construction is not possible with the second factor kept
equal to Φ

1
2 (r2

2+···+r2
n ): the periodic points are equidistributed on periodic tori, and the

distance between two of them is just too short.
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For this reason we shall add a perturbation to the initial Hamiltonian h, splitting
now the dynamics on the second factor An−1 = A × An−2 into two parts. The first one
will be the time-1 map of a pendulum suitably rescaled: Φ

1
2 r2

2− 1
N2 cos θ2 , with a new large

parameter N; and it will be possible to keep the second part on An−2 equal to the
integrable twist map Φ

1
2 (r2

3+···+r2
n ). The main property of this system is that, due to the

presence of the pendulum and its separatrix, one can find q-periodic points a = a( q),
with arbitrarily large q, whose distance to the rest of their orbit is of the order of 1/N.

With a parameter q large enough, the Gα,L-norms of the functions uq and vN =
− 1

N2 cos θ2 will be of the same order ε = 1/N2 � ‖g( q)‖/q: we shall have to take
q = O(exp(cN1/2α(n−1))) (where c depends on α and L). This shows the connection
between the instability time τ (for a drift of order one) and the Gevrey size ε of the
perturbations uq and vN:

τ = q2 = O(exp
(

2c
(1

ε

) 1
2α(n−1)

)

),

and corresponds to our primary aim.
The hyperbolic fixed point of the pendulum in the second factor induces hyper-

bolic tori which will enable us to construct transition chains as well. Finally, thanks to
a more global formulation of our arguments (the coupling lemma below) and a par-
ticular choice of the function U, we shall be able to give a complete description of
the intersection of the invariants manifolds attached to the tori with a suitable section;
this will give us the estimates on the splitting.

Notations. — When necessary we shall split the set of variables into

x1 = (θ1, r1) ∈ A, x2 = (θ2, r2) ∈ A, x̂ = (θ3, ..., θn, r3, ..., rn) ∈ An−2.

The reader may consider first the case n = 2, which is simpler and of which the
general case is an easy generalization.

When a point or a function with several components depends on a parameter, to
avoid confusion we use superscripts between brackets for the parameter and subscripts
for the components, e.g. x( q) = (x( q)

1 , x( q)
2 , x̂( q)).

In order to produce periodic points of the integrable twist map on the annulus,
we shall simply use inverses of prime numbers as action variables (because we need
mutually prime numbers). We denote by ( pj)j≥0 the sequence of prime numbers and,
for each j ≥ n − 1, we define

Nj = pjN′
j where N′

j = 1 if n = 2, and N′
j = pj−(n−3)pj−(n−4)...pj if n ≥ 3.(2.1)
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2.1.3. The next two sections will be devoted to the proof of

Proposition 2.1 (Discrete version of the instability example). — Let n ≥ 2, α > 1, L > 0
and

U(θ1) = − 1
2π

sin 2πθ1, V(θ2) = − cos 2πθ2.(2.2)

There exist a sequence of functions (g( j))j≥n−1 in Gα,L(Tn−1), a sequence of real numbers (r( j)
2 )j≥n−1

and positive constants c and Λ (depending only on α and L) such that, if for each j ≥ n − 1 we

define

Mj = 2[cNj e2α(Λ+(n−2)L)(2πpj)
1/α + 1], q j = NjMj,(2.3)

we have

1
qj

‖g( j)‖α,L ≤ 1
N2

j

(2.4)

and the transformation

Ψj = Φ
1
q j

U⊗g( j) ◦ Φ

1
2 (r2

1+r2
2 +···+r2

n )+ 1
N2

j
V(θ2)

(2.5)

produces a drift from r1 = 0 to r1 = 1 in q2
j iterations for the point x( j) = (x( j)

1 , x( j)
2 , x̂( j)),

x( j)
1 = (0, 0), x( j)

2 = (0, r( j)
2 ), x̂( j) = (0, ..., 0, 1/pj−(n−3), ..., 1/pj).(2.6)

We have denoted by ⊗ the product of functions depending on separate sets of
variables:

U ⊗ g( j)(θ) = U(θ1)g( j)(θ2, ..., θn).

Note that the diffeomorphism Ψj is of the form Φuj ◦ Φh+vj , as announced at the be-
ginning of Section 2.1, with

‖uj‖α,L =
∥
∥
∥

1
qj

U ⊗ g( j)
∥
∥
∥

α,L
≤ ‖vj‖α,L =

∥
∥
∥

1
N2

j

V
∥
∥
∥

α,L
= c ′/N2

j(2.7)

(with c ′ = ‖V‖α,L = 2π‖U‖α,L). So the size of the perturbation, i.e. the distance be-
tween Ψj and its integrable limit Φh, tends to 0 as j → ∞ and is easily compared to
the time of drift q2

j ; Theorem B will be a simple consequence of Proposition 2.1 (see
Section 2.4).
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FIG. 1. — Projections of the orbit of x( j).

2.1.4. It will be shown in Section 2.3 how to choose g( j) and r( j)
2 . The point x( j)

is wandering for Ψj and its orbit can be described completely. For instance, regarding
times which are multiples of q j ,

∀k ∈ Z, Ψ
kq j

j (x( j)) =
((

0,
k
q j

)

, x( j)
2 , x̂( j)

)

.

More generally, if we set r̂( j) = (1/pj−(n−3), ..., 1/pj) and if we denote by π1, π2, π̂ the
projections associated with the decomposition An = A × A × An−2, we shall have, for
all k ∈ Z,

π̂ ◦ Ψk
j (x

( j)) = (kr̂( j), r̂( j)), π1 ◦ Ψk
j (x

( j)) =
(k′k′′

q j
,

k′

q j

)

,

where k = k′q j + k′′ and 0 ≤ k′′ ≤ q j − 1, while the x2-component π2 ◦ Ψk
j (x

( j)) follows
a q j-periodic orbit of the pendulum 1

2 r2
2 + 1

N2
j
V(θ2). One can even see the orbit slow

down as r2 comes closer to 0: this corresponds to a stronger influence of the double
resonance when r passes closer to (0, 0, r̂( j)) (see Figure 1).

We mention here that x( j) is not the only drifting point that we can exhibit for

the system (2.5): replacing ( 1
pj−(n−3)

, ..., 1
pj
) in the definition of x̂( j) in (2.6) by (

�
( j)
3

pj−(n−3)
, ...

..., �
( j)
n
pj

), where each �
( j)
i is any integer prime to pj−(n−i), one obtains a new point x( j)

which is also drifting from r1 = 0 to r1 = 1 in q2
j iterations. This makes quite a large

number of unstable orbits if n ≥ 3. But even if n = 2, one can also modify slightly
the definition of U and q j, still preserving the inequality (2.7), in order to make all the
points x = (x1, x2, x̂),

x1 =
(�

( j)
1

pj
, 0
)

, x2 = (0, r( j)
2 ), x̂ =

(

0, ..., 0,
�

( j)
3

pj−(n−3)

, ...,
�( j)

n

pj

)

(2.8)

(with 0 ≤ �
( j)
1 ≤ pj − 1 and �

( j)
3 , ..., �( j)

n like previously) drift from r1 = 0 to r1 = 1 (see
Remark 2.2).
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2.2. Embedding of the standard map and its drifting orbit

2.2.1. Let us first show where our unstable orbits will come from. At the heart
of our instability mechanism lies the q-parametrised family of “standard maps” of the
annulus, defined for q ≥ 1 by

ψq(θ1, r1) =
(

θ1 + qr1, r1 − 1
q

U′(θ1 + qr1)

)

,

where, in view of (2.2), U′(θ1) = − cos 2πθ1. Since U′(0) = −1, one readily computes
the orbit of the origin:

∀k ∈ Z, ψk
q(0, 0) =

(

0,
k
q

)

.

In particular, this orbit drifts from r1 = 0 to r1 = 1 in q iterations.
But ψq is not close to integrable, by any manner of means. Yet it will be possible

to take advantage of the wandering point that we have for ψq: our strategy will be to
embed ψq into the qth iterate of a near-integrable mapping of An, using the fact that ψq

can be written as

ψq = Φ
1
q U ◦ Fq, F = Φ

1
2 r2

1 : (θ1, r1) �→ (θ1 + r1, r1).(2.9)

2.2.2. Here comes the only slightly technical tool of our construction, a “coup-
ling lemma” which is in fact a very simple lemma on local skew-products. It will only
remain for us to imagine to what situation we must apply it.

Lemma 2.1. — Let m, m′ ≥ 1. Suppose we are given two maps, F : Am → Am and

G : Am′ → Am′
, and two Hamiltonian functions f : Am → R and g : Am′ → R which

generate complete vector fields and define time-1 maps Φf and Φg . Suppose moreover that a ∈ Am′

is G-periodic, of period q, and that

g(a) = 1, dg(a) = 0, g(Gk(a)) = 0, dg(Gk(a)) = 0, 1 ≤ k ≤ q − 1.(2.10)

Then f ⊗ g generates a complete Hamiltonian vector field and the mapping

Ψ = Φ f ⊗g ◦ (F × G) : Am+m′ → Am+m′

satisfies

∀x ∈ Am, Ψq(x, a) = (Φ f ◦ Fq(x), a).
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FIG. 2. — Orbits in the coupling lemma: starting with (x, a) ∈ Am × Am′
, the q − 1 first iterations of Ψ coincide with

those of F × G, the qth iteration with that of (Φ f ◦ F) × G thanks to the synchronization conditions (2.10).

We have denoted by f ⊗ g the function (x, x ′) �→ f (x)g(x ′), and by F × G the
mapping (x, x ′) �→ (F(x), G(x ′)).

Proof. — The Hamiltonian vector field generated by f ⊗ g is

Xf ⊗g

∣
∣
∣
∣
∣

ẋ = g(x ′)Xf (x),

ẋ ′ = f (x)Xg(x ′).

It admits f (x) and g(x ′) as first integrals. It is complete, since it can be integrated by

Φ f ⊗g(x, x ′) = (Φg(x ′)f (x),Φ f (x)g(x ′)), (x, x ′) ∈ Am+m′
.(2.11)

Let x ∈ Am. The points (Fk(x), Gk(a))1≤k≤q−1 are fixed points of Φ f ⊗g because
of (2.10) and (2.11). Thus

Ψk(x, a) = (Fk(x), Gk(a)), 0 ≤ k ≤ q − 1.

But for the qth iteration, (2.10) and (2.11) yield Ψq(x, a) = Φ f ⊗g(Fq(x), a) =
(Φ f (Fq(x)), a). ��

Notice that in fact, when F and G are diffeomorphisms, for all k ∈ Z,

Ψk(x, a) = (Fk′′ ◦ (Φ f ◦ Fq)k′
(x), Gk(a)), k = k′q j + k′′, 0 ≤ k′′ ≤ q j − 1.

One can summarize Lemma 2.1 by saying that the submanifold Am × {a} is in-
variant under the qth iterate of Ψ, and that (with the natural identification of Am × {a}
with Am), the restriction of Ψq to Am × {a} coincide with Φ f ◦ Fq.

Clearly, for our purposes, we can choose m = 1, F = Φ
1
2 r2

1 and f = 1
q U for

the first factor, while the choice of the second factor and of the periodic point is
a more delicate matter and will be the aim of Section 2.3. The property Φ

1
q U

(0, r1) =
(0, r1 + 1

q ) will ensure the drift in the r1-direction of the orbit of ((0, 0), a) (see Fig-
ure 2).
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2.2.3. So, in our construction, the two-dimensional annulus A × {a} will be
invariant under Ψq, and the dynamics on it will coincide with that of the standard
map ψq defined in (2.9).

More precisely, the problem of finding near-integrable unstable systems is re-
duced to the search for sequences (g( j)), (G( j)), (a( j)), (q j) such that:

i) G( j) : An−1 → An−1 tends to some integrable map G∞;
ii) a( j) ∈ An−1 is G( j)-periodic, of period q j ;

iii) (g( j), G( j), a( j), q j) satisfies the synchronization conditions (2.10);
iv) g( j) : An−1 → R is o(q j) in the Gevrey category.

In that situation Ψj = Φ
1
q j

U⊗g( j) ◦ (Φ
1
2 r2

1 × G( j)) is indeed guaranteed to make x( j) =
((0, 0), a( j)) ∈ A × An−1 drift in q2

j iterations, and this number q2
j will have to be

compared with the distance between Ψj and its limit Φ
1
2 r2

1 × G∞.

2.3. Choice of the second factor and proof of Proposition 2.1

As suggested by (2.5), we set

G( j) = G( j)
2 × Ĝ, G( j)

2 = Φ

1
2 r2

2+ 1
N2

j
V
, Ĝ = Φ

1
2 (r2

3+···+r2
n )(2.12)

(with a product of successive prime numbers for Nj, according to (2.1)). Clearly the
sequence G( j) satisfy the requirement i), and the limit Φ

1
2 r2

1 × G∞ is exactly our initial
twist map Φh. Because of the factor G( j)

2 , we shall need some classical results on the
flow of the pendulum, which we now recall.

2.3.1. Some notations and results on the simple pendulum. — Let

P(θ∗, r∗) = 1
2

r2
∗ − cos 2πθ∗, (θ∗, r∗) ∈ A.

The pendulum described by P has a hyperbolic fixed point at ( 1
2, 0), whose separatri-

ces are given by r∗ = ±2| cos πθ∗|; all the solutions of XP that avoid the separatrices
are periodic, and for each integer M ≥ 1 there exists a unique real number r(M)

∗ > 2
such that (0, r(M)

∗ ) is ΦP-periodic of period M. The sequence (r(M)
∗ )M≥1 decreases and

tends to r( ∞)
∗ = 2 as M → ∞; the trajectory of (0, r(M)

∗ ) lies on an essential invariant
circle of the pendulum.

Lemma 2.2. — Let σ = − 1
2 + 2

π
arctan eπ . For all M ∈ N∗ ∪ {∞}, the solution

(θ(M)
∗ (t), r(M)

∗ (t)) = ΦtP(0, r(M)
∗ )

of XP satisfies

∀t ∈ [ 1
2 , M − 1

2

]

, σ ≤ θ(M)
∗ (t) ≤ 1 − σ.
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Proof. — This is an elementary property of the flow of the pendulum: one can
use the differential equation θ̇∗ =√2(E(M) +2 cos2 πθ∗), with E(M) = −1 + P(0, r(M)

∗ )

> 0, to compare θ(M)
∗ (t) with the separatrix solution θ( ∞)

∗ (t) = − 1
2 + 2

π
arctan e2πt when

t ∈ ] − 1
2,

1
2[. ��

For each M, the function θ(M)
∗ is analytic and increasing. Lemma 2.2 shows in

particular that we can define its inverse

τ(M)
∗ : [−σ, σ ] → IM,(2.13)

where IM is an interval contained in ] − 1
2 ,

1
2[ if M < ∞ and I∞ = [− 1

2,
1
2]. In fact,

we have the explicit formula

τ(M)
∗ (θ) =

∫ θ

0

dϕ
√

(r(M)∗ )2 − 4 sin2 πϕ

.(2.14)

Being an analytic function, τ(M)
∗ belongs to each Gevrey class Gα,L([−σ, σ ]),

α > 1, L > 0.

Lemma 2.3. — For each α > 1 and L > 0, one can define a finite positive number by

Λ(α, L) = sup
1≤M≤∞

‖τ(M)
∗ ‖α,L,[−σ,σ].(2.15)

Proof. — Choose � > 0 and A ∈ ]0, 1[ such that

∀θ ∈ C, dist(θ, [−σ, σ ]) ≤ � ⇒ | sin πθ| ≤ A.

In view of (2.14), for such values of θ, d
dθ

τ(M)
∗ has a modulus ≤ 1

2
√

1−A2 (because
r(M)
∗ ≥ 2), and the Cauchy inequalities yield

‖( d
dθ

)k+1
τ(M)
∗ ‖C0([−σ,σ]) ≤ k!

2�k
√

1 − A2

for all k ∈ N. The conclusion follows easily. ��
2.3.2. Choice of the periodic points a( j). — We now define Mj and q j = NjMj ac-

cording to (2.3), using c = ‖Fα,(4σ)−1/αL‖α,(4σ)−1/αL and Λ = Λ(α, L) (with the notations
of Lemmas A.3 and 2.3).

The transformation G( j)
2 is obtained from the flow of the fixed pendulum sys-

tem P by rescaling both time and action:

G( j)
2 = S−1 ◦ Φ

1
Nj

P ◦ S, where S(θ2, r2) = (θ∗, r∗) = (θ2, Njr2).(2.16)
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There is thus a one-to-one correspondence between the solutions (θ∗(t), r∗(t)) of XP

and those of X 1
2 r2

2+ 1
Nj

V:

θ2(t) = θ∗(t/Nj), r2(t) = 1
Nj

r∗(t/Nj),

and if we set

x( j)
2 = (0, r( j)

2 ) ∈ A, r( j)
2 = r( Mj)

∗
Nj

,(2.17)

we obtain a G( j)
2 -periodic point, of period NjMj = q j. Moreover its orbit is well-

ordered on the annulus.
As for the remaining components, we set

r̂( j) =
(

1
pj−(n−3)

, ...,
1
pj

)

, x̂( j) = (0, r̂( j)) ∈ An−2 = Tn−2 × Rn−2.

Since its action components are inverses of mutually prime integers, x̂( j) is a Ĝ-periodic
point, of period N′

j = pj−(n−3)...pj. Since N′
j divides q j, the requirement ii) is satisfied

by G( j), a( j) = (x( j)
2 , x̂( j)) and q j.

2.3.3. Choice of g( j) and Gevrey estimates. — It only remains for us to define g( j) so
as to fulfill iii), together with the refined condition (2.4), which in turn gives iv ). The
idea is that, even taking q j very large as we did by our choice of Mj , we still have
most of the points of O(a( j)) outside the region {−σ < θ2 < σ} and these can be
handled by a compact-supported function; therefore, among the q j points of O(a( j)),
only a relatively small number (≤ Nj ) will need a special treatment.

Indeed, we can provide the following description of our q j-periodic orbit (see
also Figure 3):

• Section 2.3.2 shows that the θ2-component of (G( j))k(a( j)) coincides with θ
( j)
∗ ( k

Nj
)

for each k ∈ Z. As a consequence, if we number the iterates by indices k running
between −Nj−1

2 and NjMj − Nj+1
2 (notice that Nj is always odd) and decompose

the orbit of a( j) into Mj sets of Nj points, Lemma 2.2 ensures that the only points
having possibly θ2 ∈ ] − σ, σ [ belong to the first of these sets—i.e. they correspond
to k ∈ {−Nj−1

2 , ...,
Nj−1

2 }.
• The first set itself can be decomposed into pj subsets of N′

j points, in each of which

only one point has θ̂ = 0 mod Zn−3 (because N′
j divides k) whereas the N′

j − 1

remaining ones have θ̂ = kr̂( j) �= 0 mod Zn−3 (because N′
j does not divide k).

We shall construct g( j) as a product of factors taking care of these different kinds of
iterates successively (formula (2.18) below).
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FIG. 3. — View of the orbit of a( j) in the (θ2, r2) coordinates. The iterates inside {−σ < θ2 < σ} necessarily corres-
pond to − Nj −1

2 ≤ k ≤ Nj −1
2 (among them, those with N′

j | k are marked by a cross); under the action of τ
(Mj)
∗ , we get

equidistributed points inside ] − 1
2 ,

1
2 [.

The following lemma introduces some auxiliary functions and shows where the
exponential estimates ultimately come from.

Lemma 2.4. — For p ≥ 1, the function ηp : T → R defined by

ηp(θ) =
(1

p

p−1
∑

�=0

cos 2π�θ
)2

, θ ∈ T,

satisfies

ηp(0) = 1, η′
p(0) = 0, ηp(k/p) = η′

p(k/p) = 0, 1 ≤ k ≤ p − 1.

For all α > 1 and L > 0,

‖ηp‖α,L ≤ e2αL(2πp)1/α

.

Proof. — The proof of the first statement is straightforward. As for the Gevrey
norm, using Lemma A.1, we can content ourselves with estimating the norm of the
functions

ξp(θ) = 1
p

p−1
∑

�=0

cos 2π�θ, θ ∈ T,

for all p ≥ 1. But for all k ≥ 0, ‖ξ( k)
p ‖C0(T) < (2πp)k, thus

∀α ≥ 1, ∀L > 0, ‖ξp‖α,L <
∑

k≥0

1
k!α (2πLαp)k < eαL(2πp)1/α

.

The result, follows since ‖ηp‖α,L ≤ ‖ξp‖2
α,L. ��
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In view of the above description of O(a( j)), we thus choose the function

g( j) = g( j)
2 ⊗ g( j)

3 ⊗ · · · ⊗ g( j)
n ,(2.18)

with

g( j)
2 (θ2) = ηpj

(

τ
( Mj)
∗ (θ2)

) · Fα,(4σ)−1/αL(
θ2
4σ

) for − 1
2 ≤ θ2 ≤ 1

2 ,

g( j)
i (θi) = ηpj−(n−i)(θi) for 3 ≤ i ≤ n .

Thanks to Fα,(4σ)−1/αL, which belongs to the class of compact-supported functions
introduced in Lemma A.3 (extended here by 1-periodicity), our function g( j) vanishes
identically outside {−σ < θ2 < σ}. Its behaviour at the points (G( j))k(a( j)) = (θ( k), r( k))

satisfies the condition iii): we have obviously g( j)(a( j)) = 1 and dg( j)(a( j)) = 0, and g( j)

and its differential vanish on the other iterates because this is the case for at least one
of the functions g( j)

i . Indeed, for any non-zero index k between −Nj−1
2 and NjMj− Nj+1

2 ,
we have

• either σ ≤ θ
( k)
2 ≤ 1 − σ and g( j)

2 vanishes with its differential at θ
( k)
2 because this is

the case for Fα,(4σ)−1/αL,
• or −σ < θ

( k)
2 < σ , and then necessarily −Nj−1

2 ≤ k ≤ Nj−1
2 , thus τ

( Mj)
∗ (θ

( k)
2 ) =

k/Nj ∈ ] − 1
2,

1
2 [, whereas θ̂ ( k) = kr̂( j), and

– either N′
j does not divide k and at least one of the functions g( j)

i with i ≥ 3
vanishes with its differential,

– or k = k′N′
j for some integer k′, and g( j)

2 vanishes with its differential at θ
( k)
2

because this is the case for ηpj at k/Nj = k′/pj.

To end the proof of Proposition 2.1, we just need to check the inequality (2.4).
Recalling the definitions of c and Λ given at the beginning of Section 2.3.2 and using
Lemma A.1, we get

‖g( j)‖α,L ≤ c ‖ηpj ◦ τ
( Mj)
∗ ‖α,L‖ηpj−(n−3)

‖α,L...‖ηpj ‖α,L

with ‖τ( Mj)
∗ ‖α,L ≤ Λ. Proposition A.1 allows us to bound ‖ηpj ◦ τ

( Mj)
∗ ‖α,L by ‖ηpj ‖α,Λ,

and Lemma 2.4 then yields ‖g( j)‖α,L ≤ c exp
(

2α(Λ + (n − 2)L)(2πpj)
1/α
) ≤ Mj/Nj.

Dividing by q j = NjMj , we obtain the desired conclusion.

Remark 2.1. — In fact, it is only at the end that the advantages of the time-1
map G( j)

2 of the pendulum and of the twist map Ĝ appear simultaneously. On the
one hand, the equidistribution of the points on the orbit of â( j) under Ĝ allowed us
for a very precise control, through the functions g( j)

i ; their Gevrey norm (or even their
analytic norm, since one could set α = 1 as far as they alone are concerned) grows
exponentially with respect to pj , but at a rate which decreases with the dimension. On
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the other hand, since we needed to divide g( j) by an exponentially large factor so as to
make the perturbation O(1/N2

j ), we had to admit larger and larger periods without
changing ‖g( j)‖α,L, and this was the reason for using the pendulum: as Mj goes to
infinity, the points different from (0, r( j)

∗ ) on its orbit under ΦP concentrate near the
hyperbolic fixed point, still remaining at a finite distance of (0, r( j)

∗ ) itself (but here we
needed a function vanishing on an interval, hence we could not afford for an analytic
function).

Remark 2.2. — Our claims of § 2.1.4 can now be justified. The reader will con-
vince himself of the accuracy of the description of the orbit of x( j) which was given
there. As for the other unstable points obtained by modifying the definition of r̂( j)

when n ≥ 3, this simply amounts to the fact that the new a( j) still satisfies the require-
ment ii) (because the corresponging x̂( j) is still N′

j-periodic under Ĝ) and that g( j) does
not depend on the action-variables, thus the requirement iii) is still satisfied.

In order to make all the points (2.8) drift, it suffices to perform the following
modifications: replace U by

U( j)(θ1) = − 1
2πpj

sin(2πpjθ1)

and, since this yields an exponentially large function, compensate this by enlarging Mj

and thus q j according to the formula

Mj = 2[cNj e2α(Λ+(n−1)L)(2πpj)
1/α + 1], q j = NjMj

(this maintains the inequality (2.7) because ‖U( j)‖α,L ≤ exp(αL(2πpj)
1/α)).

2.4. Suspension

We have just described, for arbitrary α > 1 and L > 0, a discrete dynamical
system on An which is of the form Φu ◦ Φh+v, for h(r) = 1

2 < r, r > and some Gevrey-
(α, L) functions u = u(x) and v = v(x), where x = (θ, r) ∈ An = Tn × Rn (in fact,
u and v do not depend on r in our example). Our aim is now to construct a near-
integrable Hamiltonian system H on An+1 such that Φu ◦ Φh+v coincides with the
return map of ΦH , relatively to a suitable 2n-dimensional section.

We fix n ≥ 1, α > 1, R > 1. To begin with, given the function h(r) = 1
2 < r, r >

on An and two arbitrary functions u and v of Gα,L(Tn × BR), we want to find a non-
autonomous Hamiltonian function

H = H(x, t), (x, t) ∈ An × T,

such that

ΦH = Φu ◦ Φh+v.(2.19)
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In the left-hand side of (2.19), by ΦH we mean the flow mapping between t = 0
and t = 1 for the non-autonomous Hamiltonian vector field XH.

Moreover, we require the function H to be Gevrey-(α, L1) when restricted to
Tn × BR × T and to tend to h (considered as a function on An × T) as u, v → 0. For
technical reasons, we shall choose L and L1 related by

Lα = Lα
1

(

1 +
(

Lα
1 + R + 1

2

)

‖ϕ‖α,L1

)

,(2.20)

where ϕ is defined by ϕ(t) = Fα,L1 (t)
∫

T Fα,L1
for − 1

2 ≤ t ≤ 1
2 and extended by 1-periodicity.

Here L1 will be an arbitrary positive number, and we shall use the functions u and v
associated with the number L defined by (2.20).

Notice that we make use of the Gevrey-(α, L1) compact-supported function Fα,L1

introduced in Lemma A.3, and thus need the hypothesis α > 1; see [Ku93] and [KP94]
(or [PT97]) for a more elaborate approach in the analytic case, which we could have
tried to adapt to our case.

2.4.1. The suspension lemma. — A simple way of fulfilling (2.19) is to set

H∗ = (h + v) ⊗ ϕ0 + u ⊗ ϕ1,

where the functions ϕ0 and ϕ1 depend only on t, ϕ0 has compact support ⊂ [0, 1
2] and

total mass 1, and ϕ1 has compact support ⊂ [ 1
2 , 1] and total mass 1. For instance, one

can choose ϕ0(t) = ϕ(t − 1
4) and ϕ1(t) = ϕ(t − 3

4), with ϕ as above.
Observe that we have ΦH∗ = Φu ◦ Φh+v, because the flow between t = 0 and

t = 1
2 along XH∗ yields Φh+v and its flow between t = 1

2 and t = 1 yields Φu. But the
limit of H∗ as u, v → 0 is h ⊗ ϕ0 rather than h.

Other Hamiltonian functions satisfying (2.19) can be deduced from H∗. For in-
stance, if x∗ = Ft(x) is an exact-symplectic transformation of An which depends pe-
riodically on t and which is reduced to identity for t = 0, the flows between t = 0
and t = 1 will be the same for XH∗ in coordinates x∗ = (θ∗, r∗) and for the conjugate
vector field in coordinates x = (θ, r). If Ft admits a generating function St(θ, r∗), the
conjugate vector field is XH, with

H(θ, r, t) = H∗(θ∗, r∗, t) − ∂St

∂t
(θ, r∗), Ft(θ, r) = (θ∗, r∗).

Applying this to

ϕ̃0(t) =
∫ t

0
(ϕ0(t1) − 1) dt1, St(θ, r∗) = < θ, r∗ > + ϕ̃0(t)h(r∗),

Ft(θ, r) = (θ + ϕ̃0(t)∇h(r), r),
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we obtain

Φh+f = Φu ◦ Φh+v, f (x, t) = ϕ0(t) u ◦ Ft(x) + ϕ1(t) v ◦ Ft(x).

We must furthermore bound the Gevrey-(α, L1) norm of f in terms of the
Gevrey-(α, L) norms of u and v. This can be done using Proposition A.1, but it is
better to make use of the peculiar form of Ft , with ∇h(r) = r, as indicated in Re-
mark A.1. The inequality (A.8) is satisfied since ‖ϕ̃0‖C0 ≤ 1

2‖ϕ0 − 1‖C0 ≤ 1
2‖ϕ0‖C0

(because ϕ0 ≥ 0) and ‖ϕ̃( m+1)
0 ‖C0 = ‖ϕ( m)

0 ‖C0 , thus (Lα
1 + R)‖ϕ̃0‖α,L1 − R‖ϕ̃0‖C0 ≤

(Lα
1 + R)Lα

1‖ϕ0‖α,L1 + 1
2Lα

1‖ϕ0‖C0 ≤ Lα − Lα
1 by our choice of L. We obtain

‖ f ‖α,L1 ≤ ‖ϕ0‖α,L1‖u‖α,L + ‖ϕ1‖α,L1‖v‖α,L.

Therefore f ∈ Gα,L1(Tn × BR × T) and, setting C = ‖ϕ‖α,L1 ,

‖ f ‖α,L1 ≤ C(‖u‖α,L + ‖v‖α,L).

As for lower bounds, we can simply remark that, since the functions ϕ0 and ϕ1 have
disjoint supports and satisfy ϕ0(1/4) = ϕ1(3/4) = 1,

‖ f ‖α,L1 ≥ max(‖u‖C0, ‖v‖C0).

We can now state our definitive result, for which we prefer to introduce an au-

tonomous Hamiltonian system on An+1:

Lemma 2.5. — Let α > 1, L1 > 0, n ≥ 1, R > 1. Given two functions u, v ∈ Gα,L(Tn),

with L defined by (2.20), there exists f ∈ Gα,L1(Tn+1 × B
n+1
R ), independent of the last action

variable rn+1, such that if

H (θ, r) = 1
2
(r2

1 + · · · + r2
n ) + rn+1 + f (θ, r), (θ, r) ∈ An+1,

the diffeomorphism Φu ◦Φ
1
2 <r,r>+v coincides with the Poincaré map induced by the Hamiltonian flow

of H on the section {θn = 0} ∩ H (−1)({e}), for each energy e ∈ R.

Moreover, there exists a positive number C, depending only on α and L1, such that

max(‖u‖C0, ‖v‖C0) ≤ ‖ f ‖α,L1 ≤ C(‖u‖α,L + ‖v‖α,L).

2.4.2. Proof of Theorem B. — Here we have to shift the number of degrees of
freedom from n to n − 1 in Proposition 2.1. Let n ≥ 3, α > 1, L1 > 0 and R > 1.
Proposition 2.1, with data n − 1, α, and L defined by (2.20), yields a diffeomorphism
Ψj = Φuj ◦ Φh+vj of the annulus An−1, with a point x( j) drifting between r1 = 0 and
r1 = 1 in q2

j iterates. Recall that uj = 1
q j

U ⊗ g( j) and vj = 1
N2

j
V. By Lemma 2.5, one
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can find a function fj ∈ Gα,L1(Tn × BR), independent of rn, such that Ψj is the return
map of the flow generated by

Hj(θ, r) = 1
2
(r2

1 + · · · + r2
n−1) + rn + fj(θ, r), (θ, r) ∈ An.

Moreover, if we define εj = ‖ fj‖α,L1 , we have

1
N2

j

≤ εj ≤ C(‖uj‖α,L + ‖vj‖α,L) ≤ C′ 1
N2

j

(2.21)

with C′ = 2C‖V‖α,L for instance (thanks to (2.7) and because ‖vj‖C0 = 1
N2

j
).

The initial condition (x( j), (0, 0)) ∈ An−1 × A gives rise to a solution (x(t),
(θn(t), rn(t))) of XHj (with θn(t) = t) such that, for all k ∈ Z, x(k) = Ψk

j (x
( j)). Let

us now estimate the instability time τj = q2
j in terms of εj .

If n ≥ 4, thanks to the Prime Number Theorem we can ensure that the n − 3
numbers pj−(n−4), ..., pj lie in the interval [1

2 pj, pj] for j ≥ J, where the integer J depends
only on n; thus their product N′

j belongs to the interval [2−(n−3)pn−3
j , pn−3

j ] and Nj =
pjN′

j satisfies

N
1

n−2
j ≤ pj ≤ 2N

1
n−2
j .

If n = 3, the previous inequality remains true. In view of (2.3), this implies in all cases

2cN2
j exp(∆N

1
(n−2)α

j ) < qj = NjMj < 3cN2
j exp(2∆N

1
(n−2)α

j )

with ∆ = 2α(2π)1/α(Λ + (n − 3)L) (the numbers c and Λ depend only on α and L
defined by (2.20), thus c and ∆ depend only on n, α, L1, R). Finally, using (2.21), we
get

4c2

ε2
j

exp(2∆
( 1
εj

) 1
2(n−2)α

) ≤ q2
j ≤ 9c2C′2

ε2
j

exp(4∆C′ 1
2(n−2)α

( 1
εj

) 1
2(n−2)α

)

and Theorem B is proved.

2.4.3. Influence zone of some resonances. — We keep in this paragraph the notation of
the previous one concerning the number of degrees of freedom, in view of comparing
more precisely the instability time with what could be expected from the Addendum
to Theorem A, as announced in § 1.3.3.

We recall that h(r) = 1
2(r

2
1 + · · · + r2

n−1) + rn, thus

∇h(r) = (r1, ..., rn−1, 1).

We fix n, α, R, R0, L, and then E,�, m so that the hypotheses of Theorem A are ful-
filled.
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a) The resonant surface {r1 = r2 = 0}
The number r(M)

∗ was defined in § 2.3.1 by
∫ 1

0

dϕ
√

(r(M)
∗ )2 − 4 sin2 πϕ

= M.

It is easily checked that, for 1 ≤ M < ∞, 2 < r(M)
∗ ≤ 3, and

2
√

εj < r( j)
2 ≤ 3

√
εj, r( j)

2 ∼ 2
√

εj as j → ∞ .

Let S = {r ∈ BR | r1 = r2 = 0}: this is the resonant surface associated with
the standard submodule Z2 × {0} of Zn, and our unstable orbit starts in the domain
of stability related to this double resonance. One can thus take σ = 3 and apply the
Addendum to Theorem A. This shows that the value 1/2(n − 2)α of the instability
exponent a∗ in Theorem B is optimal for that kind of orbit, as announced in § 1.3.3.

b) The resonant surfaces {r1 = r2 = 0 and ri = ω̂i, i ∈ I}, I ⊂ {3, ..., n − 1}
From now on we suppose n ≥ 4 and we test the Addendum to Theorem A by

considering resonances of codimension d < n − 2.
For instance we observe that r̂i = 1/pj−(n−1−i) → 0 as j → ∞, hence our unstable

orbit is close to the resonant surface S = {r1 = r2 = 0 and ri = 0, 3 ≤ i ≤ n − 1}.
We can also use the remark of § 2.1.4 and choose an arbitrary vector ω̂ ∈ [0, 1[n−3:
using the drifting point (2.8) with �

( j)
i = [ω̂i pj−(n−1−i)] + 1, we notice that 1

pj−(n−1−i)
≤

�
( j)
i

pj−(n−1−i)
− ω̂i < 2

pj−(n−1−i)
.

In any case, we see that our unstable initial condition can be chosen O(1/pj)-
close to any resonant surface of the form

S = {r1 = r2 = 0 and ri = ω̂i, i ∈ I},
where I = {i1, ..., im} is a non-empty subset of {3, ..., n − 1} and (ω̂i1, ..., ω̂im, 1) is
totally resonant. The corresponding resonant submodule is isomorphic to Z2 × ZI, its
codimension d satisfies 1 ≤ d = n−2−card I ≤ n−3, and the distance to the resonant
surface dist(r( j)(0), S) tends to 0 as j → ∞, but this distance is of the order of 1/pj,
which is not O(

√
εj), thus one cannot apply the Addendum to Theorem A and it is

not surprising that the time of instability q2
j be much shorter than exp( const ( 1

εj
)

1
2dα ).

c) The resonant surfaces {r1 = r2 = 0 and ri = r̂( j)
i , i ∈ I}, I ⊂ {3, ..., n − 1}

One can finally examine the case of variable resonant surfaces, i.e. which depend
on j. Let I be a non-empty subset of {3, ..., n − 1} and consider

SM ( j) = {r1 = r2 = 0 and ri = r̂( j)
i , i ∈ I},
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where M ( j) is the submodule of Zn generated by (1, 0, 0, ..., 0), (0, 1, 0, ..., 0) and
the vectors k( j)

i ∈ Zn defined by

k( j)
i = (0, ..., 0, pj−(n−1−i), 0, ..., 0,−1), i ∈ I.

(ith place)

This submodule has codimension is d = n − 2 − card I, 1 ≤ d ≤ n − 3, and we must
attach to it three numbers cj, c ′

j, c ′′
j according to § 3.4.3. Computations of the same

kind as in the proof of Lemma 3.16 show that cj � c ′′
j � pcardI

j and c ′
j � pj. Since

dist(r( j)(0), SM ( j) ) = 0, we may wish to apply the Addendum to Theorem A (with
any positive σ ), but the involved thresholds ε

( j)
∗ and ε

( j)
∗∗ will now depend on j.

If I �= {3, ..., n − 1}, d ≥ 2, then ε
( j)
∗∗ = o(εj) (because ε

( j)
2 is of the order

of (pd−1
j /Nj)

2d ): we cannot apply the Addendum because εj is too large.
If I = {3, ..., n−1}, d = 1, then the argument of the exponential for the stability

time is

α
(ε

( j)
∗
εj

)1/α � const p1/α

j ,

which is consistent with the observed instability time q2
j , but one can check that in

that case too εj is too large: ε
( j)
∗ ≤ const εj with 0 < const < 1.

2.5. Relations with Arnold’s mechanism

2.5.1. We come back to the notations of Sections 2.1–2.3 concerning the num-
ber of degrees of freedom.

The system that we have constructed has many similarities with the classical
Arnold’s example [Arn64]: the unperturbed system Φh = Φ

1
2 r2

1+···+ 1
2 r2

n depends only on
the action variables; the perturbation 1

N2 V(θ2), added to h, still preserves the complete
integrability (in the usual sense of symplectic geometry) and introduces hyperbolic ob-
jects; finally the perturbation Φ

1
q U⊗g breaks the complete integrability and produces

the drift in action space. One can recognize the effects of the parameters ε and µ in
Arnold’s example. Arnold’s idea was to deduce the existence of drifting points from
that of a transition chain formed by heteroclinically connected hyperbolic tori. This
led to the problem of finding lower bounds for the homoclinic splitting of separatrices,
a question which cannot yet be considered as solved for analytic systems (see [LMS03]
for instance); and even in the case where a transition chain is given, some non trivial
work remains to be done in order to prove the existence of drifting points and evaluate
their speed, using either purely dynamical or variational methods.

It turns out that these questions can be easily investigated in the case of our
example of unstable near-integrable Gevrey maps, or at least in a slight modification
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of this example: the drifting points we have exhibited in the previous sections shadow
chains of transition tori for which the homoclinic splitting can be exactly computed.
Our systems will in fact appear as optimal from the point of view of Arnold’s mech-
anism, since the chains we consider are formed by maximally distant hyperbolic tori: the
stable and unstable manifolds of two consecutive tori are tangent along the heteroclinic
orbits connecting them, and the intersection breaks down as soon as the distance be-
tween them is increased.

Finally, the results of Section 2.4 allow us to recover the Hamiltonian formalism,
and the Addendum to Theorem B.

2.5.2. We could have worked directly with the previous system Ψj, but in order
to simplify the computation of the heteroclinic orbits for our chains it is more conve-
nient to replace it by a slightly different system Ψ̃j: for each j ≥ n − 1, we modify the
definition of Mj and q j in (2.3) by replacing Λ by 2Λ inside the exponential, and we
replace the function g( j) of (2.18) by g̃( j) = g̃( j)

2 ⊗ g( j)
3 ⊗ · · · ⊗ g( j)

n , with

g̃( j)
2 (θ2) = g( j)

2 (θ2) ηpj

(

τ( ∞)
∗ (θ2)

)

,

where ηpj and τ( ∞)
∗ were defined in Lemma 2.4 and formula (2.13).

The requirements ii) and iii) of § 2.2.3 are still satisfied with a( j) = (x( j)
2 , x̂( j))

defined in the same way as previously, and like at the end of Section 2.3 we ob-
tain ‖g̃( j)‖α,L ≤ Mj/Nj, which yields (2.4), because ‖ηpj ◦ τ( ∞)

∗ ‖α,L ≤ ‖ηpj‖α,Λ.
Therefore the conlusions of Proposition 2.1 remain valid for the modified trans-

formation

Ψ̃j = Φ
1
q j

U⊗g̃( j) ◦ Φ

1
2 (r2

1+r2
2 +···+r2

n )+ 1
N2

j
V(θ2) = Φ

1
q j

U⊗g̃( j) ◦ (Φ 1
2 r2

1 × G( j)
2 × Ĝ

)

.(2.22)

As above, the qth
j -power (Ψ̃j)

q j leaves the annulus A×{a( j)} invariant and induces on it
the standard map ψq j ; in particular the point ((0, 0), a( j)) drifts along the r1-axis. But
now the functions g̃( j)

2 and g̃( j) have new properties.

Lemma 2.6. — Let w( j)
2 = (0, 2/Nj) be the upper point of the separatrix of the pendu-

lum whose time-1 map is G( j)
2 . We set as above N′

j = 1 if n = 2 and N′
j = pj−(n−3)...pj if

n ≥ 3. Then g̃( j)
2 (w( j)

2 ) = 1, dg̃( j)
2 (w( j)

2 ) = 0, and both g̃2 and its derivative vanish at each point

(G( j)
2 )

kN′
j (w( j)

2 ) with k �= 0.

The proof is straightforward. The properties of g( j)
2 are exactly what we need

in order to describe easily the invariant manifolds of the various hyperbolic objects
associated with the fixed point (1/2, 0) of the pendulum. We shall limit ourselves to
the upper part (r2 > 0) of these invariant manifolds.
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Proposition 2.2 (Hyperbolic objects and invariant manifolds). — Consider the transform-

ation Ψ̃j defined in (2.22), and let S be the surface of equation θ2 = 0 in An.

1. The (2n − 2)-dimensional annulus A × {(1/2, 0)} × An−2 is invariant under Ψ̃j and

normally hyperbolic in An. For each r0
1 ∈ R and r̂0 ∈ Rn−2, the (n − 1)-dimensional torus

Tr0
1 ,r̂0 = Cr0

1
×{(1/2, 0)}× Tr̂0 , where Cr0

1
= T ×{r̂0

1} ⊂ A and Tr̂0 = Tn−2 ×{r̂0} ⊂ An−2,

is invariant and partially hyperbolic, with n-dimensional invariant manifolds.

2. The 2-dimensional annulus V( j) = A×{(1/2, 0)}×{x̂( j)}, is invariant under Ψ̃
N′

j

j and

partially hyperbolic in An. Its 3-dimensional stable and unstable manifolds W±(V( j), Ψ̃
N′

j

j ) admit

a 2-dimensional homoclinic annulus inside S :

A × {w( j)
2 } × {x̂( j)} ⊂ W+(V( j), Ψ̃

N′
j

j ) ∩ W−(V( j), Ψ̃
N′

j

j ) ∩ S .

3. For each r0
1 ∈ R, the circle C

( j)
r0
1

= Cr0
1
× {(1/2, 0)} × {x̂( j)} is invariant under Ψ̃

N′
j

j

and partially hyperbolic. Its 2-dimensional stable and unstable manifolds W±(C ( j)
r0
1

, Ψ̃
N′

j

j ) satisfy

Cr0
1
× {w( j)

2 } × {x̂( j)} ⊂ W+
(

C
( j)
r0
1

, Ψ̃
N′

j

j

)

∩ S ,

Φ
1
q j

U
(Cr0

1
) × {w( j)

2 } × {x̂( j)} ⊂ W−
(

C
( j)
r0
1

, Ψ̃
N′

j

j

)

∩ S .

Proof. — Let Oσ = { (θ, r) ∈ An | σ < θ2 < 1 − σ }: we observe that Φ
1
q j

U⊗g̃( j)

is
reduced to identity in Oσ because of the compact support function that we have used
in the definition of g( j)

2 . Thus, in Oσ , Ψ̃j coincides with the integrable map Φ
1
2 r2

1 ×
G( j)

2 × Ĝ, which is easily seen to possess all the hyperbolic invariant sets mentioned
in Proposition 2.2. Moreover, the local stable and unstable manifolds of each of these
sets coincide for both maps.

Therefore, only the statements concerning the global invariant manifolds of V( j)

and C
( j)
r0
1

for each r0
1 remain to be checked. They will be obtained by a variant of

Lemma 2.1 in which the point

w( j) = (w( j)
2 , x̂( j)) ∈ A × An−2

will play the role of a periodic point of infinite period for G( j) = G( j)
2 × Ĝ.

Let F = Φ
1
2 r2

1 and consider an arbitrary point x1 = (θ1, r1) in A. Thanks to
the formula (2.11), we see that for each k ∈ Z∗, (Fk(x1), (G( j))k(w( j))) is a fixed point

of Φ
1
q j

U⊗g̃( j)

, because g( j) and its differential vanish at (G( j))k(w( j)) (use Lemma 2.6
if N′

j divides k; if not, at least one of the functions g( j)
i with i ≥ 3 vanishes with its

differential). Hence

Ψ̃k
j (x1, w( j)) = (Fk(x1), (G

( j)
2 )k(w( j)

2 ), Ĝk(x̂( j))
)

for k ≥ 1,

and (x1, w( j)) ∈ W+(C ( j)
r0
1

, Ψ̃
N′

j

j ) ⊂ W+(V( j), Ψ̃
N′

j

j ).
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FIG. 4. — Projections of parts of the stable and unstable manifolds of C ( j)
r0
1

.

As for backward iterates, since g̃( j) takes the value 1 at w( j) (still with vanishing

differential), the formula (2.11) now yields Φ
1
q j

U⊗g̃( j)

(x1, w( j)) = (Φ
1
q j

U
(x1), w( j)), hence

Ψ̃−1
j (Φ

1
q j

U
(x1), w( j)) = (F−1(x1), (G( j))−1(w( j))),

and Ψ̃−k
j (Φ

1
q j

U
(x1), w( j)) = (F−k(x1), (G( j))−k(w( j))) for k ≥ 1, therefore (Φ

1
q j

U
(x1), w( j))

∈ W−(C ( j)
r0
1

, Ψ̃
N′

j

j ) ⊂ W−(V( j), Ψ̃
N′

j

j ) (see Figure 4). ��

2.5.3. Proposition 2.2 describes in particular the intersections of the stable and
unstable manifolds of the one-parameter familly of circles C ( j)

r0
1

with a suitable section,
from which one easily deduces the existence of heteroclinic connections. Remark that

Φ
1
q j

U
(Cr0

1
) =

{

(θ1, r1) ∈ A, r1 = r0
1 + 1

qj
cos 2πθ1

}

.

As a consequence, the invariant circles C ( j)
r1 and C

( j)
r′1

have a heteroclinic con-

nection as soon as
∣
∣r1 − r′

1

∣
∣ ≤ 1

q j
; the invariants manifolds intersect transversely when

∣
∣r1 − r′

1

∣
∣ < 1

q j
, and tangentially in the limit case

∣
∣r1 − r′

1

∣
∣ = 1

q j
. In particular, we have

Corollary 2.1 (The transition chain). — The familly (C
( j)
k/q j

)k∈Z is a chain in Arnold’s

sense: two consecutive circles C ( j)
k/q j

and C ( j)
(k+1)/q j

have a heteroclinic connection, which intersects S

at the point ((0, (k + 1)/q j), w( j)
2 , x̂( j)). The stable and unstable manifolds W+(C ( j)

(k+1)/q j
, Ψ̃

N′
j

j )

and W−(C ( j)
k/q j

, Ψ̃
N′

j

j ) are tangent along that heteroclinic orbit.

One can see that the orbit of the wandering point x( j) shadows that chain, pass-

ing close to each of the circles in turn. For k ∈ Z, the iterate Ψ̃
(k+ 1

2 )q j

j (x( j)) is close to

the circle C
( j)
k/q j

, since this point has r1 = k
q j

, θ2 = 1
2 and x̂ = x̂( j), while the remaining
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coordinates are θ1 = k
2 and r2 = 1

Nj
r( Mj)
∗ (

Mj

2 ); a simple computation shows indeed that

dist
(

Ψ̃
(k+ 1

2 )q j

j (x( j)),C
( j)
k/q j

)

<
1
qj

(because δ = r
( Mj)
∗ (

Mj

2 ) is the minimal value of r∗ on a trajectory (θ∗(t), r∗(t)) of the
pendulum which is periodic of period Mj: integrating dθ∗

dt = r∗ ≥ δ, we get 1 > Mjδ).
The remaining points of the orbit drift along the heteroclinic connections be-

tween two consecutive circles. But the existence of this shadowing orbit could hardly
be proved by the usual methods, since the intersections of the invariant manifolds are
only tangential.

2.5.4. The tori Tr0
1 ,r̂( j) will give rise to the tori Tr0

1
which are mentioned in the

Addendum to Theorem B after the suspension procedure described in Section 2.4. We
restricted ourselves to θ̂ = 0 by considering the circles C ( j)

r0
1

in order to have a better
control of the dynamics, but this is sufficient for our purpose, as shows the following
lemma:

Lemma 2.7. — For each r0
1 ∈ R,

W±(C
( j)
r0
1

, Ψ̃
N′

j

j ) = W±(Tr0
1 ,r̂( j) , Ψ̃j) ∩ (A × A × {x̂( j)}).

Proof. — Let us denote by π̂ the third projection associated with the decompos-
ition An = A × A × An−2 and by ĝ the function g( j)

3 ⊗ · · · ⊗ g( j)
n . We shall use the

following consequence of the identity (2.11): any point x of An whose projection π̂(x)
is a critical point of ĝ satisfies π̂ ◦ Φ

1
q U⊗g̃2⊗ĝ

(x) = π̂(x) (we omit most of the indices j
to simplify the notations). Therefore, for all (x1, x2, x̂) ∈ An,

dĝ(Ĝ(x̂)) = 0 ⇒ π̂ ◦ Ψ̃j(x1, x2, x̂) = Ĝ(x̂),

dĝ(x̂) = 0 ⇒ π̂ ◦ Ψ̃−1
j (x1, x2, x̂) = Ĝ−1(x̂).

In particular, we obtain:

Ψ̃
N′

j

j (A × A × {x̂( j)}) = A × A × {x̂( j)}.(2.23)

Let us now consider the unstable manifolds of C
( j)
r0
1

and Tr0
1 ,r̂( j) (the correspond-

ing property for the stable manifold would be proved along the same lines). They
can be defined as the union of the local unstable manifolds and their positive iterates

under Ψ̃
N′

j

j . But

W−
loc(Tr0

1 ,r̂( j) , Ψ̃j)=
{

(x1, x2, x̂)∈Oσ | r1 = r0
1, r2 = − 2

Nj
cos πθ2, r̂ = r̂( j)

}

,
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because Ψ̃j and Φ
1
2 r2

1 × G( j)
2 × Ĝ coincide when restricted to Oσ ; and for the same

reason,

W−
loc(C

( j)
r0
1

, Ψ̃
N′

j

j )=
{

(x1, x2, x̂)∈Oσ | r1 = r0
1, r2 = − 2

Nj
cos πθ2, x̂= x̂( j)

}

.

Thus W−
loc(C

( j)
r0
1

, Ψ̃
N′

j

j ) = W−
loc(Tr0

1 ,r̂( j) , Ψ̃j) ∩ (A × A × {x̂( j)}), and by (2.23),

Ψ̃
kN′

j

j

(

W−
loc(C

( j)
r0
1

, Ψ̃
N′

j

j )
)

= Ψ̃
kN′

j

j (W−
loc(Tr0

1 ,r̂( j) , Ψ̃j)) ∩ (A × A × {x̂( j)})

for all k ∈ N. ��

2.5.5. We can finally address the question of the homoclinic splitting of the in-
variant manifolds, which is the only point of the Addendum to Theorem B still to be
explained, in view of Lemma 2.7. The remarkable fact is the separation of the splitting
into a transversal part, i.e. the splitting of the two invariant manifolds W±(V( j)) at each
point of their intersection along the homoclinic annulus, and a longitudinal part, i.e. the
splitting of the invariant manifolds W±(C

( j)
r0
1

) within the homoclinic annulus. This phe-
nomenon corresponds to the block decomposition of the splitting matrix mentioned
in § 1.3.4 and justified by Lemma 2.7.

We shall be interested only in the longitudinal splitting: the circles C
( j)
r0
1

are the
only interesting objects in the case n = 2, and even when n ≥ 3, the splitting of
W±(C ( j)

r0
1

) embodies more refined information than that of the bigger invariant mani-
folds W±(Tr0

1 ,r̂( j)). Moreover, as far as the drift along the r1-axis alone is concerned,
the longitudinal splitting is the only relevant parameter, and its determination is very
simple here, since its amounts to the determination of the angle between the two cir-

cles Cr0
1
× {w( j)

2 } × {x̂( j)} and (Φ
1
q j

U
(Cr0

1
)) × {w( j)

2 } × {x̂( j)} in the homoclinic annulus,
at their intersection points.

Corollary 2.2 (The longitudinal homoclinic splitting). — For each r0
1 , the circle C ( j)

r0
1

has

two homoclinic orbits, which intersect S at the points ((±1/4, 0), w( j)
2 , x̂( j)). The longitudinal

splitting angle A between W+(C ( j)
r0
1

,Ψ
N′

j

j ) and W−(C ( j)
r0
1

,Ψ
N′

j

j ) at each of these points satisfies

|A | = 2π

q j
.

Proof. — This fact is remarkably elementary: it suffices to compute the derivative
of the longitudinal splitting function θ1 �→ 1

q j
cos 2πθ1 at the intersection points! ��
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3. Stability theorem for Gevrey classes in the quasiconvex case

3.1. Gevrey averaging around a periodic torus

3.1.1. Periodic tori (i.e. totally resonant tori) of the unperturbed integrable sys-
tem will play a key role in the proof of Theorem A. To obtain stability over expo-
nentially long times in the neighbourhood of a periodic torus of frequency-vector ω,
the only “analytic” step is the elimination of the non-resonant part (with respect to ω)
of the Hamiltonian up to an exponentially small remainder. In the aforementioned
articles [Lo92,LN92,LNN93], the reduction to the normal form is achieved through
a large number of successive canonical changes of variables. Once this normal form
is obtained, the Hamiltonian character of the vector field and the quasi-convexity of
the unperturbed system are used to derive stability near the torus (see Section 3.4);
but they are not necessary for the reduction to the normal form itself, which amounts
in fact to a one-phase averaging process.

As noticed in [Lo92], the exponential smallness with respect to ε of the remain-
der in the normal form, obtained after a number of iterations which is of the order of
a negative power of ε, should be related to the Gevrey divergence of the formal series
of classical perturbation theory. There is indeed a formal canonical change of variables
which reduces the system to a formal resonant normal form, without any non-resonant
remainder. But even if the data are analytic, those power series of ε are expected to
have zero radius of convergence (generically).

The Gevrey growth of the coefficients of the formal series was proved in a sim-
ple problem in [Sa92]. But [RS96] gives a more systematic approach, whose formal-
ism we shall adapt to our framework, and explains how to recover a normal form with
exponentially small remainder from the formal solution and thus Neishtadt’s Theo-
rem [Nei84] on the elimination of a fast phase.3 The generalization with respect to
[Sa92] or [RS96] will consist in dealing with Gevrey instead of analytic data, and
also in staying in the Hamiltonian framework (the Hamiltonian theorem proposed
in [RS96] does not fit our purpose). This last point is a slight complication rather
than an advantage: the Hamiltonian character is not necessary for obtaining a res-
onant normal form, but we need to verify that it can be used to find a symplectic
normalizing transformation.

3.1.2. The data of our problem will be Gevrey-α functions and we shall begin
by looking for formal solutions: power series in a small parameter ε whose coefficients
are Gevrey-α functions. A formal series ã = ∑

j∈N ε j aj with coefficients in a normed
vector space V is said to be Gevrey-(α + 1) if there exist C, M > 0 such that

∀j ∈ N, ‖aj‖V ≤ CM jj!α.
3 See also [CD93] and [Bae95] for the use of Gevrey bounds in dynamic bifurcation problems.
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Not all the authors follow this convention for indexing formal Gevrey classes, but we
adopt it here to be consistent with Gevrey classes of functions: this way Gevrey-1 func-
tions are analytic whereas Gevrey-1 series would be convergent. The key point will be
the arising of Gevrey-(α + 1) formal series associated with Gevrey-α data. This jump
of Gevrey index lies at the heart of our work.

3.1.3. Changing somewhat the setting with respect to Theorem A, we shall
now state results which apply to a Hamiltonian of the form

< ω, r > + f (θ, r),

where ω is a fixed totally resonant frequency-vector and f = εF a small Gevrey-α
perturbation. Their proof will be given in Sections 3.2 and 3.3; it is only in Section 3.4
that we shall come back to the original setting.

We thus consider perturbations of the periodic linear flow θ̇ = ω on the torus Tn

with frequency-vector ω ∈ Rn \ {0}. The common period of the corresponding orbits
is denoted by T > 0, i.e. the components of Tω are integers without any non-trivial
common divisor. Such a vector ω is said to be rational of period T. This allows us to fix
� ∈ Zn such that

< �, ω > = 1
T

(3.1)

and to define an (n − 1)-dimensional torus

Σ0 = { θ ∈ Tn | < �, θ >∈ Z }(3.2)

which is transverse to the linear flow (and each trajectory meets Σ0 exactly once per
period).

A function ϕ on Tn is said to be resonant (with respect to ω) if it is constant along
any trajectory of the linear flow induced by ω, i.e. if < ω, ∂θϕ > = 0. Observe that if f
is resonant, due to the Hamiltonian form of the equations of motion, < ω, r > is a first
integral of the vector field associated with < ω, r > + f .

The resonant part of a continuous function ϕ is defined as

Rωϕ(θ) = 1
T

∫ T

0
ϕ(θ + tω) dt.(3.3)

In the case of functions of θ and other variables, the definition of the operator Rω is
extended by treating these extra variables as parameters.

We shall use the following notations for the Poisson bracket of two functions on
the phase space:

Lψϕ = {ψ,ϕ} = < ∂rψ, ∂θϕ > − < ∂θψ, ∂rϕ >.
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Proposition 3.1. — Consider the Hamiltonian system generated by

Hε(θ, r) =< ω, r > +εF(θ, r),

where ω is a rational vector of period T, and F ∈ Gα,L0(Tn×BR) for some α ≥ 1 and L0, R > 0.

There exists a unique pair (Ã, B̃) of formal series in ε with coefficients in C∞(Tn × BR),

Ã(θ, r; ε) =
∑

j∈N

ε jAj(θ, r), B̃(θ, r; ε) =
∑

j∈N

ε jBj(θ, r),

such that

i) each coefficient Aj of Ã is resonant,

ii) each coefficient Bj of B̃ vanishes on Σ0 × BR,

iii)

exp(εLB̃)Hε = < ω, r > + εÃ(θ, r; ε).(3.4)

Moreover A0 = RωF and these formal series are Gevrey-(α+1) in ε in the following sense:

their coefficients are Gevrey-(α, L0/2) and there exists a positive number c depending only on α such

that

‖Aj‖
α,

L0
2

≤ cN̄(c2L−2α
0 TF̄) j j!α for j ≥ 1 ,

‖Bj‖
α,

L0
2

≤ cTN̄(c2L−2α
0 TF̄) j j!α for j ≥ 0 ,

where F̄ = ‖F‖α,L0 and N̄ = ‖F − RωF‖α,L0 (thus N̄ ≤ 2F̄).

The proof of this proposition is in Section 3.2. We chose L = L0/2 for simplicity,
but the coefficients of Ã and B̃ are Gevrey-(α, L) and admit at most Gevrey-(α + 1)

growth in Gα,L(Tn × BR) for all L ∈ ]0, L0[.
We shall also use an additional technical information:

Addendum to Proposition 3.1. — The coefficients of the formal series C̃ = − < ω, ∂θB̃ >
satisfy

‖Cj‖
α,

L0
2

≤ cN̄(c2L−2α
0 TF̄) j j!α for j ≥ 0 ,

where c is a positive number which depends only on α.
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3.1.4. Of course, in the equation (3.4), the operator exp(εLB̃) must be under-
stood as the formal Lie series associated with the auxiliary vector field XεB̃ generated
by the formal Hamiltonian function εB̃. With the notation of the beginning of Sec-
tion 2.1, the formal symplectic transformation ΦεB̃, which is the flow at time τ = 1
for dx

dτ
= XεB̃(x; ε), is of the form Id +O(ε), thus the formula

ϕ ◦ ΦεB̃ = exp(εLB̃)ϕ = ϕ +
∑

j≥1

ε j

j! Lj
B̃
ϕ

makes sense at a formal level for any function ϕ on the phase space (using the Taylor
formula to expand the left-hand side). In particular,

Hε ◦ ΦεB̃ = < ω, r > + εÃ(θ, r; ε).

Thus, Proposition 3.1 must be understood as a statement about a “formal resonant
normal form”. We may consider ΦεB̃ as providing formal coordinates in which
< ω, r > is a first integral of the motion.

There exists a non-Hamiltonian version of this proposition: if m ∈ N and
F1, ..., Fn, G1, ..., Gm are Gevrey-α functions of θ ∈ Tn and y ∈ Rm for ‖ y‖ ≤ R,
the vector field

θ̇ = ω + εF(θ, y)
ẏ = εG(θ, y)

can be formally conjugated to a formal resonant vector field, and the normal form
as well as the normalizing series are Gevrey-(α + 1) in ε. In the case where ω =
(1, 0, ..., 0), i.e. when we have a slow-fast system with one rapid phase θ1, the role
of the normalizing transformation is to eliminate the rapid phase. We then recover
a generalization to Gevrey classes of the results of [Sa92] and [RS96] on the Gevrey
character of the formal series.

3.1.5. The next step is the passage from the formal normal form to an ap-
proximate Gevrey normal form.

Proposition 3.2. — Let ω ∈ Rn\{0} a rational vector of period T, and f ∈ Gα,L0(Tn×BR)

with some R, L0 > 0. We set

ε = ‖ f ‖α,L0, ε′ = ‖ f − Rω f ‖α,L0,

and consider the Hamiltonian system generated by

H(θ, r) =< ω, r > + f (θ, r).
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There exists a positive number c which depends only on α such that: if δ ∈]0, R[ and εT ≤ ν,

where

ν = c−1Lα
0 min{ δ, Lα

1 }, L1 = L0

16(2n)
α−1
α

,

there exist A ,E ,Ψ( 1), ...,Ψ( 2n) ∈ Gα,L1(Tn × BR−δ) satisfying

i) A is resonant with respect to ω,

ii) Id +Ψ is a symplectic transformation whose image is contained in Tn × BR,

iii)

H ◦ (Id +Ψ) =< ω, r > +A + E ,(3.5)

iv ) the following inequalities hold:

‖E‖α,L1 ≤ c ε′ exp
(−α

( ν

εT

)1/α)

‖A − Rω f ‖α,L1 ≤ c ε′ εT
ν

,

2n
∑

i=1

‖Ψ( i)‖α,L1 ≤ cL−α
0 εT.

Thus we shall have at our disposal new coordinates in which d
dt < ω, r > is

exponentially small with respect to the size of the perturbation f .
The proof of Proposition 3.2 is in Section 3.3. Observe that ε′ ≤ 2ε and that in

this statement εT should be considered as the true small parameter rather than ε.
One can also write a non-Hamiltonian version of Proposition 3.2. In the case of

a slow-fast system with one rapid phase, when ω = (1, 0, ..., 0), the statement amounts
to a generalization of Neishtadt’s Theorem [Nei84] and Ramis-Schäfke’s result [RS96]
to Gevrey classes: the rapid phase can be eliminated up to an exponentially small
error.

3.2. Formal normal form associated with a periodic torus

This section is devoted to the proof of Proposition 3.1. Let R, L0, L1 > 0 with
L1 < L0; at the last moment we shall choose L1 = L0

2 . We shall use the notations

V0 = Gα,L0(Tn × BR), V1 = Gα,L1(Tn × BR), K = Tn × BR.

Of course V0 ⊂ V1 ⊂ C∞(K). We fix F ∈ V0 and Hε(θ, r) = < ω, r > + εF(θ, r).
The operators of partial differentiation are denoted by ∂x1, ..., ∂x2n . We introduce the
auxiliary number L = L1+L0

2 ∈ ]L1, L0[ and the intermediate space V = Gα,L(K).
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3.2.1. Algorithm for the formal solution. — When expanding the conjugation equa-
tion (3.4), we shall meet the linear equation

A + < ω, ∂θB > = ϕ,(3.6)

where ϕ is a known function of (θ, r) which belongs to C∞(K) and the unknown real-
valued functions A and B are required to satisfy

i) A belongs to C∞(K) and is resonant with respect to ω,
ii) B belongs to C∞(K) and vanishes on Σ0 × BR.

Lemma 3.1. — The equation (3.6) admits a unique solution (A, B) which satisfies i)

and ii). It is given by the following formulas:

A = Rϕ, B = N ϕ,

with R = Rω defined by (3.3) and

N ϕ(θ, r) =
∫ T<�,θ̃>

0
(ϕ − Rϕ)(θ − tω, r) dt(3.7)

where θ̃ is any lift of θ in Rn. Moreover, for all k ∈ N2n, ‖∂kRϕ‖C0(K) ≤ ‖∂kϕ‖C0(K) and

‖∂kN ϕ‖C0(K) ≤ T
2 ‖∂k(ϕ − Rϕ)‖C0(K), ‖∂kN ϕ‖C0(K) ≤ T

2 ‖∂kϕ‖C0(K).(3.8)

Remark 3.1. — Here, R stands for “Resonant” and N for “Non-resonant”; we
depart here from a notation which is sometimes used in Hamiltonian perturbation
theory, according to which N corresponds to the null space of a certain operator
(containing the averaged Hamiltonians), and R to its range (containing those Hamil-
tonians that can be transformed away).

Proof. — Since < ω, ∂θB > has obviously zero resonant part, A necessarily coin-
cides with Rϕ. Let ψ = ϕ − Rϕ. The equation (3.6) is equivalent to

− d
dt

[B(θ − tω, r)] = ψ(θ − tω, r).

The formula (3.7) is then obtained by integrating between t0 = 0 and t1 = T < �, θ̃ >,
a value which was chosen to ensure θ−t1ω ∈ Σ0. The resulting formula is independent
of the chosen lift of θ because Rψ = 0.

One can prove the inequalities which are indicated at the end of the statement
by selecting θ̃ such that | < �, θ̃ > | ≤ 1

2 ; for the last one, notice that
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N ϕ(θ, r) =

(1± < �, θ̃ >)

T<�,θ̃>∫

0

ϕ(θ − tω, r) dt ∓ < �, θ̃ >

T(±1+<�,θ̃>)∫

0

ϕ(θ − tω, r) dt,

hence |N ϕ(θ, r)| ≤ 2T| < �, θ̃ > | · (1 − | < �, θ̃ > |) · ‖ϕ‖C0(K). ��
The following lemma contains the first claims of Proposition 3.1 and gives an al-

gorithm to find the formal solution (Ã, B̃). We have defined two operators of C∞(K),
R and N ; we extend them by linearity to C∞(K)[[ε]].

Lemma 3.2. — There exists a unique pair (Ã, B̃) of formal series of C∞(K)[[ε]] sat-

ifying i), ii) and iii) of Proposition 3.1, and it can be obtained as follows: define a functional

in C∞(K)[[ε]] by

∀ϕ ∈ C∞(K)[[ε]], F(ϕ) = exp(εLN ϕ)F + γ(εLN ϕ)(Rϕ − ϕ),

with γ(t) = ∑

p≥1
1

( p+1)! t
p; then the sequence of iterates (Fν(0))ν∈N converges formally towards

a series ϕ∗ ∈ V[[ε]] and the solution (Ã, B̃) is given by

Ã = Rϕ∗, B̃ = N ϕ∗.

In particular, the first coefficients of ϕ∗ and Ã are ϕ∗
0 = F and A0 = RF.

Proof. — Setting h(θ, r) = < ω, r > and using the identity exp(t) = 1 + t + tγ(t),
we see that the condition iii) amounts to

Ã − LB̃h = exp(εLB̃)F + γ(εLB̃)LB̃h.

We notice that LB̃h = − < ω, ∂θ B̃ > and we introduce a new unknown formal series

ϕ = Ã + < ω, ∂θ B̃ >.

According to Lemma 3.1 and because of conditions i) and ii), there is a one-to-one
correspondence between ϕ and (Ã, B̃): as soon as ϕ is known, we recover the solution
by the formulas

Ã = Rϕ, B̃ = N ϕ.

We are thus left with the equation ϕ = F(ϕ). The relation

F(ϕ + O(ε j)) = F(ϕ) + O(ε j+1), ϕ ∈ C∞(K)[[ε]], j ∈ N,

(which stems from the fact that ∀p ≥ 1, (Lp
N ϕ+O(ε j)

− Lp
N ϕ)ψ = O(ε j)) implies the

formal convergence of the sequence of iterates (Fν(0))ν∈N towards a unique fixed
point ϕ∗ for F in C∞(K)[[ε]]. It lies in V[[ε]], since each of its coefficients is ob-
tained from F ∈ V0 by a finite number of operations involving R, N and differenti-
ation. The first coefficient is already visible on F(0) = F. ��



STABILITY AND INSTABILITY FOR GEVREY SYSTEMS 241

3.2.2. Notations for Gevrey majorant series. — We follow closely [RS96], but working
in Gevrey classes requires some adaptations (see also [Wa00]).

Beside the operators R and N , which must be considered as bounded oper-
ators, the functional F of Lemma 3.2 involves the unbounded operator εLN ϕ. The
Gevrey growth of the coefficients of the formal solution will eventually stem from these
repeated differentiations.

In order to deal with that phenomenon, a convenient way of taking advantage
of the “generalized Cauchy inequalities” of Lemma A.2 is to define, for each j ∈ N,

‖ϕ‖α,L, j = sup
ζ∈ ]0,1[

{ (1 − ζ)jα‖ϕ‖α,ζL }

= sup
ζ∈ ]0,1[

{ (1 − ζ)jα
∑

k∈N2n

ζ |k|αL|k|α

k!α ‖∂kϕ‖C0(K) }

and Eα,L, j(K) = {ϕ ∈ C∞(K) | ‖ϕ‖α,L, j < ∞}. This is an increasing sequence of
spaces, since

‖ϕ‖α,L = ‖ϕ‖α,L,0 ≥ ‖ϕ‖α,L,1 ≥ ... ≥ ‖ϕ‖α,L, j ≥ ...

Moreover, since L1
L ∈ ]0, 1[,

‖ϕ‖α,L1 ≤ (1 − L1
L )−jα‖ϕ‖α,L, j,(3.9)

thus

V0 = Gα,L0(K) ⊂ Eα,L, j(K) ⊂ V1 = Gα,L1(K), j ∈ N.

We now come to the main tool of our analysis of Gevrey formal series, an adap-
tation of a lemma which is due to Nagumo and Malgrange (see the references
in [RS96]).

Lemma 3.3. — If j ∈ N and ϕ ∈ Eα,L, j(K), then all first-order partial derivatives of ϕ

belong to Eα,L, j+1(K) and

2n
∑

i=1

‖∂xiϕ‖α,L, j+1 ≤ β( j + 1)α‖ϕ‖α,L, j,

where β = ( e
L

)α
.

Proof. — Let ζ ∈ ]0, 1[. For all ζ ′ ∈ ]ζ, 1[, Lemma A.2 yields

2n
∑

i=1

‖∂xiϕ‖α,ζL ≤ L−α 1
(ζ ′ − ζ)α

‖ϕ‖α,ζ ′L.
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We conclude by choosing ζ ′ ∈ ]ζ, 1[ in such a way that

1
(ζ ′ − ζ)(1 − ζ ′) j

≤ e( j + 1)

(1 − ζ) j+1

(one can take ζ ′ = ζ + 1−ζ

e if j = 0, and ζ ′ = ζ + 1−ζ

j+1 if j ≥ 1). ��
We are now in a position to introduce “Gevrey majorant series”:

Definition 3.1. — Let ϕ =∑ ε jϕj ∈ V1[[ε]] and ϕ̄ =∑ ξ jϕ̄j ∈ R[[ξ]]. We say that

ϕ̄ is an (α, L)-Gevrey majorant series for ϕ, and we use the notation ϕ �α,L ϕ̄, when

ϕj ∈ Eα,L, j(K) and ‖ϕj‖α,L, j ≤ j!αϕ̄j

for each j ∈ N.

Remark 3.2. — Notice that, if moreover ϕ̄ is a convergent power series, then ϕ

is a Gevrey-(α + 1) series in V1[[ε]]: indeed, denoting by C and M positive numbers
such that ϕ̄j ≤ CM j for all j ≥ 0, we derive

‖ϕj‖α,L1 ≤ CM j(1 − L1
L )−jαj!α

from the inequality (3.9).

Lemma 3.4. — Let β = ( e
L

)α
.

i) If ϕ �α,L ϕ̄, ψ �α,L ψ̄ and λ,µ ∈ R, then λϕ + µψ �α,L |λ|ϕ̄ + |µ|ψ̄ and

ϕψ �α,L ϕ̄ψ̄.

ii) If ϕ �α,L ϕ̄, then Rϕ �α,L ϕ̄ and N ϕ �α,L
T
2 ϕ̄.

iii) If ϕ �α,L ϕ̄, ε∂xiϕ �α,L βξϕ̄ for all i = 1, ..., 2n.

iv ) If ∂xiχ �α,L χ̄ for all i = 1, ..., 2n, and if a ∈ V1 satisfies
∑2n

i=1 ‖∂xi a‖α,L ≤ ā0,

{χ, a} �α,L χ̄ ā0.

v ) If ∂xiχ �α,L χ̄ for all i = 1, ..., 2n and ϕ �α,L ϕ̄,

{χ, εϕ} �α,L βξχ̄ϕ̄.

Proof. — i) Using Lemma A.1 and the definition of ‖ . ‖α,L, j , we get

‖ϕj1ψj2‖α,L, j1+j2 ≤ ‖ϕj1‖α,L, j1‖ψj2‖α,L, j2 ≤ ( j1 + j2)!αϕ̄j1ψ̄j2 .

ii) Use (3.8).
iii) Lemma 3.3 yields, for each j ≥ 1,

2n
∑

i=1

‖∂xiϕj−1‖α,L, j ≤ βj!αϕ̄j−1.(3.10)
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iv) We observe that

‖{χj, a}‖α,L, j ≤
n
∑

i=1

‖∂xi+nχj∂xi a‖α,L, j +
n
∑

i=1

‖∂xiχj∂xi+na‖α,L, j

≤
(

max
1≤i≤2n

‖∂xiχj‖α,L, j

) 2n
∑

i=1

‖∂xi a‖α,L ≤ j!αχ̄j ā0.

v) Similarly,

‖{χj1, ϕj2−1}‖α,L, j1+j2 ≤
(

max
1≤i≤2n

‖∂xiχj1‖α,L, j1

) 2n
∑

i=1

‖∂xiϕj2−1‖α,L, j2

and we can use (3.10): ‖{χj1, ϕj2−1}‖α,L, j1+j2 ≤ β(j1 + j2)!αχ̄j1ϕ̄j2 . ��
3.2.3. Gevrey character of the formal solution. — We have obtained ϕ∗ of Lemma 3.2

as the unique formal solution of the equation

ϕ∗ = F(ϕ∗) = exp(εLN ϕ∗)F + γ(εLN ϕ∗)(Rϕ∗ − ϕ∗).

Since ϕ∗
0 = F, we can introduce a new unknown formal series ψ∗ defined by

ϕ∗ = F + εψ∗.(3.11)

The corresponding equation for ψ∗ is ψ∗ = G (ψ∗), where the functional G of V1[[ε]]
is easily deduced from F . With the notation G = N F, the result of the computation
is

G (ψ) =
∑

p≥0

εp

( p + 1)!L
p+1
G+εN ψ

(

F + 1
p + 2

(RF − F)
)

+
∑

p≥0

εp+1

( p + 2)!L
p+1
G+εN ψ(Rψ − ψ).

We have again the property G (ψ + O(ε j)) = G (ψ) + O(ε j+1) which ensures that

ψ∗ = lim
ν→∞ G ν(0) ∈ V1[[ε]].(3.12)

Let F̄ = ‖F‖α,L0 , N̄ = ‖F − RF‖α,L0, and

F̄0 = e−α(L0
L − 1)−αF̄, N̄0 = e−α(L0

L − 1)−αN̄.(3.13)

Using Lemma A.2, we see that

2n
∑

i=1

‖∂xi F‖α,L ≤ βF̄0,

2n
∑

i=1

‖∂xi(RF − F)‖α,L ≤ βN̄0.(3.14)
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Lemma 3.5. — If a ∈ V1 and ψ,χ ∈ V1[[ε]] with

ψ �α,L ψ̄, χ �α,L χ̄,

2n
∑

i=1

‖∂xi a‖α,L ≤ ā0,

the following inequalities hold for all p ∈ N:

εpLp+1
G+εN ψa �α,L (T

2 β)p+1(N̄0 + ξψ̄)p+1(βξ)pā0,

εp+1Lp+1
G+εN ψχ �α,L (T

2 β)p+1(N̄0 + ξψ̄)p+1(βξ)p+1χ̄.

Proof. — We first observe, thanks to (3.8) and (3.14), that

‖∂xi G‖α,L ≤ T
2 βN̄0, i = 1, ..., 2n.

Equivalenlty, we can treat ∂xi G as a formal series V1[[ε]] which is reduced to its first
coefficient and write ∂xi G �α,L

T
2 βN̄0. We now prove the lemma by induction on p.

Lemma 3.4 implies that

∂xi(G + εN ψ) �α,L
T
2 β(N̄0 + ξψ̄), i = 1, ..., 2n.

We thus obtain for p = 0, by Lemma 3.4 iv) and v):

LG+εN ψa = {G + εN ψ, a} �α,L
T
2 β(N̄0 + ξψ̄)ā0,

εLG+εN ψχ = {G + εN ψ, εχ} �α,L
T
2 β(N̄0 + ξψ̄)βξχ̄.

Assuming that the desired inequalities hold at rank p ≥ 0, we conclude by applying
Lemma 3.4 v) to

εp+1Lp+2
G+εN ψa = {G + εN ψ, ε(εpLp+1

G+εN ψa)
}

,

εp+2Lp+2
G+εN ψχ = {G + εN ψ, ε(εp+1Lp+1

G+εN ψχ)
}

.

��
Lemma 3.6. — The formal series ψ∗ defined by (3.11) admits an (α, L)-Gevrey majorant

series

ψ∗ �α,L
2N̄0

ξ
M (T

2 β2F̄0ξ),

where M (ζ) = 2ζ
(

1 − 6ζ + [(1 − 6ζ)2 − 32ζ 2
]1/2)−1

.
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Proof. — Suppose ψ ∈ V1[[ε]], ψ �α,L ψ̄. Because of Lemma 3.4 and of the
inequality (3.14), for each p ∈ N the function a = F + 1

p+2(RF − F) and the formal
series χ = Rψ − ψ satisfy

χ �α,L 2ψ̄,

2n
∑

i=1

‖∂xi a‖α,L ≤ 2βF̄0.

Thus we can apply the previous lemma and obtain an “(α, L)-Gevrey majorant func-
tional” for G :

ψ �α,L ψ̄ ⇒ G (ψ) �α,L

∑

p≥0

(T
2 β2)p+1(N̄0 + ξψ̄)p+1ξp(2F̄0 + ξψ̄).

Using again N̄0 ≤ 2F̄0, we enlarge slightly this majorant and define

Ḡ (ψ̄) = T
2

β2 2N̄0F̄0 + 4F̄0ξψ̄ + ξ2ψ̄2

1 − T
2 β2ξ(2F̄0 + ξψ̄)

.

The unique fixed point ψ̄∗ of Ḡ in R[[ξ]] is the limit of the sequence of iterates
(Ḡ ν(0)); it is thus an (α, L)-Gevrey majorant series for ψ∗. It can be computed ex-
actly; enlarging slightly its coefficients, we obtain the desired result. ��

The last lemma allows us to conlude the proof of Proposition 3.1 and of the
Addendum. We have indeed ϕ∗ = F + εψ∗ and ε �α,L ξ , thus

Ã = Rϕ∗ �α,L F̄ + 2N̄0M (T
2 β2F̄0ξ),

B̃ = N ϕ∗ �α,L
T
2 N̄ + TN̄0M (T

2 β2F̄0ξ),

and C̃ = Rϕ∗ − ϕ∗ �α,L N̄ + 4N̄0M (T
2 β2F̄0ξ). With our choice of L1 = L0

2 , the
implied numbers are β = ( 4e

3 )αL−α
0 , F̄0 = ( 3

e )
αF̄ and N̄0 = ( 3

e )
αN̄. Writing M (ζ) =

∑

j≥1 Mjζ
j with 0 ≤ Mj ≤ c j

1 for some c1 > 0, we conclude like in the remark following
Definition 3.1.

3.3. Normal form with exponentially small non-resonant remainder

We shall prove Proposition 3.2 by applying Proposition 3.1 with F = f
‖ f ‖α,L0

and
using some “Gevrey techniques” which we now explain.
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3.3.1. Gevrey-(α + 1) asymptotic expansions. — a) We refer e.g. to [Bal94] and
[RS96] for a more usual framework (see also [Mal95], [Ra80,Ra84,Ra93], [To90]).
We have adapted the definitions to the case of real-valued Gevrey-α functions, with
some technicalities to deal more easily with nonlinear problems.

Let ε0 > 0 and V a Banach algebra whose norm we denote by ‖ . ‖. We shall
consider functions defined in ]0, ε0] with values in V; the role of V will be played later
by Gα,L(Tn × BR) for some L, R > 0.

Definition 3.2. — A function ϕ : ]0, ε0] → V is said to admit a Gevrey-(α + 1)

asymptotic expansion if there exist C, M0 > 0 and ϕ̃ =∑j≥0 ε jϕj ∈ V[[ε]] such that

∀ε ∈]0, ε0], ∀j ∈ N, ε−j‖ϕ(ε) −
j−1
∑

p=0

εpϕp‖ ≤ CM−jα
0 j!α.

In such a situation we use the notation

ρ0ϕ(ε) = ϕ(ε), ρjϕ(ε) = ε−j(ϕ(ε) −
j−1
∑

p=0

εpϕp), j ≥ 1.

The relation ρjϕ(ε) = ϕj + ερj+1ϕ(ε) implies

ϕj = lim
ε→0

ρjϕ(ε), j ∈ N.(3.15)

In particular the asymptotic expansion ϕ̃ is uniquely determined by ϕ; we shall denote
it by ϕ̃ = Jϕ. It is necessarily a Gevrey-(α + 1) formal series in V[[ε]]: ‖ϕj‖ ≤
CM0

−jαj!α for all j ∈ N.

Thus the supremum of the numbers M jα
0

j!α supε∈]0,ε0] ‖ρjϕ(ε)‖ is finite. But, even if
it means replacing M0 by a slightly larger number M, we prefer to use a series rather
than a supremum.

Definition 3.3. — Let M > 0. A function ϕ : ]0, ε0] → V is said to admit a Gevrey-

(α + 1) asymptotic expansion of type M if there exists ϕ̃ =∑j≥0 ε jϕj ∈ V[[ε]] such that

‖ϕ‖α,M,V =
∑

j≥0

M jα

j!α sup
ε∈]0,ε0]

‖ρjϕ(ε)‖ < ∞

with the same notations as above. The space of such functions is denoted by Aα,M([0, ε0], V) (and

the space of all functions from ]0, ε0] to V which admit a Gevrey-(α + 1) asymptotic expansion is

nothing but the union over all positive numbers M of the spaces Aα,M([0, ε0], V)).
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Lemma 3.7. — The function ‖ . ‖α,M,V is a norm which endows Aα,M([0, ε0], V) with

a structure of Banach algebra. In particular, if ϕ,ψ ∈ Aα,M([0, ε0], V), J(ϕψ) =
J(ϕ)J(ψ) and

‖ϕψ‖α,M,V ≤ ‖ϕ‖α,M,V‖ψ‖α,M,V.

Proof. — We let the reader check that Aα,M([0, ε0], V) is a Banach space. Let
ϕ,ψ ∈ Aα,M([0, ε0], V), Jϕ = ∑

ε jϕj, Jψ = ∑
ε jψj . Let ε ∈]0, ε0] and j ∈ N.

Using the identity

ϕ(ε) =
j−1
∑

p=0

εpϕp + ε jρjϕ(ε)

and then the analogous identities for ψ with p′ < j − p, we compute

ϕ(ε)ψ(ε) =
j−1
∑

p=0

j−p−1
∑

p′=0

εp+p′
ϕpψp′ + ε j

j−1
∑

p=0

ϕp ρj−pψ(ε) + ε j(ρjϕ(ε))ψ(ε).

Thus J(ϕψ) = J(ϕ)J(ψ) and ρj(ϕψ) = ∑j−1
p=0 ϕp ρj−pψ + (ρjϕ)(ρ0ψ), hence by

virtue of (3.15):

sup
]0,ε0]

‖ρj(ϕψ)‖ ≤
j
∑

p=0

sup
]0,ε0]

‖ρpϕ‖ sup
]0,ε0]

‖ρj−pψ‖.(3.16)

The inequality for the product follows then easily. ��
Observe that, if ϕ ∈ Aα,M([0, ε0], V), ‖εϕ‖α,M,V ≤ (ε0 + Mα)‖ϕ‖α,M,V (as a con-

sequence of the previous computations, or directly because ρj(εϕ) = ρj−1(ϕ) for j ≥ 1).

Lemma 3.8. — Suppose 0 < M1 < M and ϕ ∈ Aα,M([0, ε0], V). Then

Jϕ = 0 ⇒ ∀ε ∈]0, ε0],
‖ϕ(ε)‖ ≤ ‖ϕ‖α,M,V(1 − M1

M )−α exp(−αM1ε
−1/α).

Thus the functions in the kernel of the operator J are exponentially small with respect to ε.

Proof. — Assume Jϕ = 0 and let ε ∈ ]0, ε0]. For all j ≥ 0,

ε−j‖ϕ(ε)‖ = ‖ρjϕ(ε)‖ ≤ M−jαj!α‖ϕ‖α,M,V.

Raising these expressions at the power 1/α, multiplying by the appropriate factor and
taking the sum over j, we obtain:

‖ϕ(ε)‖1/α exp(M1ε
−1/α) =

∑

j≥0

M j
1

j! ‖ρjϕ(ε)‖1/α ≤ ‖ϕ‖1/α

α,M,V(1 − M1
M )−1,

which yields the desired inequality. ��
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b) It can be shown that the kernel of J is non-trivial if V �= {0}. We shall
now exhibit an inverse to the right for this operator by means of the formal Borel
transform and of an incomplete Laplace transform.

Definition 3.4. — Let M0 > 0. A formal series ϕ̃ = ∑

j≥0 ε jϕj in V[[ε]] is said to be

Gevrey-(α + 1) of type M0, and we write ϕ̃ ∈ V[[ε]]α,M0 in that case, if

‖ϕ̃‖α,M0,V =
∑

j≥0

M jα
0

Γ(( j + 1)α)
‖ϕj‖ < ∞.

The V-valued function

φ̂(ζ) =
∑

j≥0

ζ ( j+1)α−1

Γ(( j + 1)α)
ϕj

is then continuous in [0, M0]: it is the formal Borel transform of εϕ̃, we define the truncated sum

of ϕ̃ by the incomplete Laplace integral

Tα,M0 ϕ̃(ε) = ε−1

∫ M0

0
φ̂(ζ) e−ζ ε−1/α

dζ.

Notice that ζφ̂(ζ) is a holomorphic function of ξ = ζα in the disk {|ξ| < Mα
0},

which is continuous in its closure, and ‖ζφ̂(ζ)‖ ≤ |ξ| ‖ϕ̃‖α,M0,V. Besides, εTα,M0 ϕ̃(ε)

is an entire function of ε−1/α.
As an example, the last part of Proposition 3.1 and its Addendum can be re-

phrased as follows: Ã′ = Ã−RωF
ε

, B̃ and C̃ belong to V[[ε]]α,M0 with V = Gα,
L0
2 (Tn ×

BR) as soon as M−α
0 ≥ 2c2L−2α

0 TF̄, and

‖Ã′‖α,M0,V ≤ 4α2c
Γ(α)

M−α
0 N̄, ‖B̃‖α,M0,V ≤ 2c

Γ(α)
TN̄, ‖C̃‖α,M0,V ≤ 2c

Γ(α)
N̄.(3.17)

(Indeed, one can use Hölder’s inequality to check that Γ(( j + 1)α)/j!α ≥ Γ(α).)

Lemma 3.9. — Suppose 0 < αM < M0 and ϕ̃ ∈ V[[ε]]α,M0 . Then Tα,M0 ϕ̃ ∈
Aα,M(R+, V) and

J Tα,M0 ϕ̃ = ϕ̃, ‖Tα,M0 ϕ̃‖α,M,V ≤ κ[1 − (αM
M0

)α]−1‖ϕ̃‖α,M0,V,

where κ is a positive number which depends only on α.
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Proof. — Let ϕ = Tα,M0 ϕ̃, ε > 0, z = ε−1/α. For j ∈ N, we set

ρjϕ(ε) = ε−j(ϕ(ε) −
j−1
∑

p=0

εpϕp) = ε−( j+1)
( ∫ M0

0
φ̂(ζ) e−zζ dζ −

j−1
∑

p=0

εp+1ϕp

)

.

Using the identity εp+1 = ∫∞
0

ζ( p+1)α−1

Γ(( p+1)α)
e−zζ dζ , we can write

ε j+1ρjϕ(ε) =
∫ M0

0

∑

p≥0

ζ ( p+1)α−1 ϕp

Γ(( p + 1)α)
e−zζ dζ −

j−1
∑

p=0

∫ ∞

0
ζ ( p+1)α−1 ϕp

Γ(( p + 1)α)
e−zζ dζ

= −
j−1
∑

p=0

(

∫ ∞

M0

ζ ( p+1)α−1 e−zζ dζ)
ϕp

Γ(( p + 1)α)
+
∫ M0

0

∞
∑

p=j

ζ ( p+1)α−1 ϕp

Γ(( p + 1)α)
e−zζ dζ.

We observe that in the integrals of last line, either M0
−1ζ ≥ 1 and p < j, or M0

−1ζ ≤ 1
and p ≥ j: in all cases (M0

−1ζ)( p+1)α−1 ≤ (M0
−1ζ)( j+1)α−1, therefore ζ ( p+1)α−1 ≤

ζ ( j+1)α−1Mpα−jα
0 and

ε j+1‖ρjϕ(ε)‖ ≤
(∫ ∞

0
ζ ( j+1)α−1 e−zζ dζ

)( ∞
∑

p=0

M0
pα−jα ‖ϕp‖

Γ(( p + 1)α)

)

.

Hence

∀j ∈ N, ∀ε > 0, ‖ρjϕ(ε)‖ ≤ Γ(( j + 1)α)M0
−jα‖ϕ̃‖α,M0,V.

Using the Stirling formula we now choose κ = κ(α) > 0 such that

∀j ∈ N, Γ(( j + 1)α)1/α ≤ κ1/αα j j!

and the conclusion follows easily. ��

c) Our strategy to prove Proposition 3.2 will be to apply the operator Tα,M0 to
the formal series Ã and B̃ of Proposition 3.1 with V = Gα,L0/2(Tn × BR) and a well-
chosen number M0 > 0. Denoting their truncated sums A and B, we shall then
prove that the flow at time τ = 1 for XεB, which is a symplectic map Φ, satisfies
J(Hε◦Φ) = < ω, r > +εÃ and conclude that Hε◦Φ− < ω, r > −εA is exponentially
small.
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3.3.2. Gevrey-(α+1) asymptotics for composition of functions and for flows. — In the sequel
we suppose

0 < R1 < R, K1 = Tn × BR1 ⊂ K = Tn × BR,

0 < 4(2n)
α−1
α L1 < L, V = Gα,L(K) ⊂ V1 = Gα,L1(K1)

and we deal with functions of ε which take their values in V or V1. Let ε1, M > 0.
When considering a member ϕ of a space like Aα,M([0, ε1], V), we shall sometimes
use the notation ϕε(x) or ϕ(x; ε) for the value at x of the function ϕ(ε).

a) We need to inquire about the composition of functions which admit Gevrey-
(α + 1) asymptotic expansions of type M. All subsequent composition products must
be understood at fixed ε, with respect to the variable x.

Lemma 3.10 (Composition of asymptotics). — Suppose that Y ∈ Aα,M([0, ε1], V) and

Ψ = (Ψ[1], ...,Ψ[2n]) ∈ Aα,M([0, ε1], V2n
1 ). If

ε1 max{ ‖Ψ[1]‖α,M,V1, ..., ‖Ψ[2n]‖α,M,V1 }≤ min
{

R − R1,
Lα

2α(2n)α−1
− Lα

1

}

then Y ◦ (Id +εΨ) ∈ Aα,M([0, ε1], V1), J(Y ◦ (Id +εΨ)) = JY ◦ (Id +εJΨ) and

‖Y ◦ (Id +εΨ)‖α,M,V1 ≤

‖Y‖α,M,V exp
(

( 2M
L )

α
(‖Ψ[1]‖α,M,V1 + · · · + ‖Ψ[2n]‖α,M,V1)

)

.

Proof. — To shorten the notations, we define for each j ∈ N a function ρ∗
j,L

on Aα,M([0, ε1], V) by

ρ∗
j,L(ϕ) = sup

ε∈]0,ε1]
‖ρjϕ(ε)‖α,L.

The inequality (3.16) is easily generalized: for s, j ∈ N and ϕ0, ϕ1, ..., ϕs ∈
Aα,M([0, ε1], V1),

ρ∗
j,L1

(ϕ0ϕ1...ϕs) ≤
∑

j0, j1,..., js∈N
j0+ j1+···+ js=j

ρ∗
j1,L1

(ϕ0)ρ∗
j1,L1

(ϕ1)...ρ∗
js,L1

(ϕs).(3.18)

We thus suppose that we are given Y ∈ Aα,M([0, ε1], V) and Ψ ∈
Aα,M([0, ε1], V2n

1 ), and we study X = Y ◦ (Id +εΨ). By Taylor formula, for all ε ∈
]0, ε1] and j ∈ N,

Xε =
∑

�∈N2n; |�|≤ j−1

ε|�|

�! (∂�
x Yε)Ψ

�
ε + ε jσj(ε)(3.19)
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with

σj(ε) =
∑

�∈N2n; |�|=j

1
�!
[∫ 1

0
(∂�

x Yε) ◦ (Id +εtΨε) j(1 − t) j−1dt
]

Ψ�
ε.(3.20)

The assumption on ε1‖Ψ[i]‖α,M,V1 allows us to apply Corollary A.1 with L/2 in
place of L; we get

∀ε ∈ [0, ε1], ‖σj(ε)‖α,L1 ≤
∑

�∈N2n; |�|=j

1
�!‖∂

�
x Yε‖α, L

2

2n
∏

i=1

ρ∗
0,L1

(Ψ[i])�i .

We now see from (3.19) that X admits JY ◦ (Id +εJΨ) as asymptotic expansion
and that

ρj(Xε) =
∑

|�|≤j−1

1
�!ρj(ε

|�|(∂�
x Yε)Ψ

�
ε) + σj(ε).

For � fixed such that |�| ≤ j − 1, we have ρj(ε
|�|(∂�

x Yε)Ψ
�
ε) = ρj−|�|((∂�

x Yε)Ψ
�
ε); the

inequality (3.18) thus yields

ρ∗
j,L1

(ε|�|(∂�
x Y)Ψ�) ≤

∑

j0+j1+···+j|�|=j−|�|
ρ∗

j0,L1
(∂�

x Y)

2n
∏

i=1

ρ∗
j
�̂i−1+1,L1

(Ψ[i])...ρ∗
j
�̂i

,L1
(Ψ[i])

with the notations �̂0 = 0 and �̂i = �1 + · · · + �i for 1 ≤ i ≤ 2n. Using the inequality
L1 ≤ L/2, we end up with

ρ∗
j,L1

(X) ≤
∑

|�|≤ j
j0+ j1+···+ j|�|=j−|�|

1
�!ρ

∗
j0, L

2
(∂�

x Y)

2n
∏

i=1

ρ∗
j
�̂i−1+1,L1

(Ψ[i])...ρ∗
j
�̂i

,L1
(Ψ[i]).(3.21)

Applying Lemma A.2 to the functions ρj0Y(ε) ∈ Gα,L(K), we obtain the inequal-
ities

∀� ∈ N2n,
1
�!α (L

2 )|�|α ρ∗
j0, L

2
(∂�

x Y) ≤ ρ∗
j0,L(Y).

We can now obtain a convergent sum over j from the inequalities (3.21):

‖X‖α,M,V1≤
∑

�∈N2n

∑

j0, j1,..., j|�|∈N

Mjα

j!α�!ρ
∗
j0, L

2
(∂�

x Y)

2n
∏

i=1

ρ∗
j
�̂i−1+1,L1

(Ψ[i])...ρ∗
j
�̂i

,L1
(Ψ[i]),



252 JEAN-PIERRE MARCO, DAVID SAUZIN

where j = j0 + j1 + · · · + j|�| + |�|. Indeed, since j! ≥ �!j0!j1!...j|�|!, we have

‖X‖α,M,V1 ≤
∑

�∈N2n

∑

j0∈N

M( j0+|�|)α

j0!α�!α+1
ρ∗

j0, L
2
(∂�

x Y)

2n
∏

i=1

‖Ψ[i]‖�i
α,M,V1

≤
∑

j0∈N

M j0α

j0!α ρ∗
j0,L(Y)

∑

�∈N2n

1
�! (

2M
L )

|�|α
2n
∏

i=1

‖Ψ[i]‖�i
α,M,V1

,

and the last expression is bounded by ‖Y‖α,M,V exp
(

( 2M
L )

α
(‖Ψ[1]‖α,M,V1 + · · ·

+ ‖Ψ[2n]‖α,M,V1)
)

. ��
b) Since we have used the Lie method to produce a formal mapping in Propo-

sition 3.1, we also need to study the flow of a vector field whose components admit
Gevrey-(α + 1) asymptotic expansions of type M.

Lemma 3.11 (Asymptotics of flows). — Let Y = (Y[1], ..., Y[2n]) ∈ Aα,M([0, ε1], V2n)

and consider the vector field dx
dτ

= εYε(x) for each ε ∈ [0, ε1]. Let C ≤ min{ R−R1
ε1

, 1
ε1

( Lα

2α(2n)α−1 −
Lα

1 ) }. If

∑

1≤i≤2n

‖Y[i]‖α,M,V ≤ C exp
(−( 2M

L )
αC
)

(3.22)

and

∑

1≤i1≤2n

max
1≤i2≤2n

‖∂xi2
Y[i1]‖α,M,V ≤ 1

2(ε1 + Mα)
exp
(−( 2M

L )
α
C
)

,(3.23)

then the flow at time τ = 1 of εYε is a well defined mapping of the form Id +εΨε, with Ψ ∈
Aα,M([0, ε1], V2n

1 ). Moreover Id +εJΨ(x; ε) coincides with the flow at time 1 of the formal

vector field dx
dτ

= εJ Y(x; ε), and

‖Ψ[1]‖α,M,V1 + · · · + ‖Ψ[2n]‖α,M,V1 ≤ C.

Proof. — Let us consider A = Aα,M([0, ε1], V2n
1 ) as a Banach space for the norm

‖Ψ‖ = ‖Ψ[1]‖α,M,V1 + · · · + ‖Ψ[2n]‖α,M,V1, Ψ = (Ψ[1], ...,Ψ[2n]) ∈ A .

If Ψ ∈ A with ‖Ψ‖ ≤ C, using (3.22) we can apply Lemma 3.10 and define a func-
tional G :

G (Ψ) = Y ◦ (Id +εΨ) ∈ A , ‖G (Ψ)‖ ≤ C.

If moreover Ψ′ ∈ A with ‖Ψ′‖α,M,V1 ≤ C, we get ‖G (Ψ′) − G (Ψ)‖ ≤ 1
2‖Ψ′ − Ψ‖ by

virtue of (3.23) and of the identity
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G (Ψ′)[i] − G (Ψ)[i] =

<
∫ 1

0
∂xY[i] ◦ (Id +ε[(1 − t)Ψ + tΨ′]) dt, ε(Ψ′ − Ψ) >.

We now consider the Banach space C0([0, 1],A ) of all continuous A -valued
functions of τ ∈ [0, 1], equipped with the norm of the supremum over [0, 1]. The
flow of the vector field dx

dτ
= εYε(x) can be written Id +εΨε,τ , where Ψ is a fixed

point for the functional

(F(Ψ))ε,τ =
∫ τ

0
G (Ψε,τ1) dτ1 if ‖Ψ‖C0([0,1],A ) ≤ C.

The theorem of contractions applies and we find Ψ as the limit of the iterates Fν(0),
whereas JΨ is the limit of J(Fν(0)) and thus satisfies the equation corresponding
to J Y. The Ψ of the lemma is obtained by restriction to τ = 1. ��

c) In fact, the previous lemma will be used only in the special case where Y
is the vector field generated by a Hamiltonian function of the form Tα,M0B̃, accord-
ing to the notation of Definition 3.4. We shall use the same number κ as in
Lemma 3.9.

Lemma 3.12 (Special case). — Suppose M0 > αM and B̃ ∈ V[[ε]]α,M0 . Let B =
Tα,M0B̃ and consider the Hamiltonian vector field dx

dτ
= εXBε

(x) for each ε ∈ [0, ε1]. If

∆ ≤ min{ R − R1,
Lα

4α(2n)α−1 − Lα
1 }

and

‖B̃‖α,M0,V ≤ 1
ε1κ

[1 − (αM
M0

)
α] exp

(−( 4
L)

α
∆Mα

ε1

)×(3.24)

min
{

(L
2 )

α
∆, 1

2(
L2

8 )
α
(1 + Mα

ε1
)−1
}

,

then the flow at time τ = 1 of εXBε
is a well defined symplectic mapping of the form Id +εΨε,

with Ψ ∈ Aα,M([0, ε1], V2n
1 ). Moreover Id +εJΨ(x; ε) coincides with exp(εLB̃ε

), and

‖Ψ[1]‖α,M,V1 + · · · + ‖Ψ[2n]‖α,M,V1 ≤ ∆

ε1
.

Proof. — The conclusion will follow from the possibility of applying the previous
lemma with XB in place of Y and L/2 in place of L. We just to need to check that
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∑

1≤i≤2n

‖∂xiB‖α,M,V′ ≤ C exp
(−( 4M

L )
αC
)

,

∑

1≤i1≤2n

max
1≤i2≤2n

‖∂xi2
∂xi1

B‖α,M,V′ ≤ 1
2(ε1 + Mα)

exp
(−( 4M

L )
αC
)

,

where V′ = Gα,L/2(K) and C = ∆/ε1.
But Lemma A.2 shows that ∂m

x B̃ ∈ V′[[ε]]α,M0 for each m ∈ N2n and that

∑

m∈N2n

1
m!α (L

2 )
|m|α‖∂m

x B̃‖α,M0,V′ ≤ ‖B̃‖α,M0,V.

Applying Lemma 3.9, we get ∂m
x B = Tα,M0(∂

m
x B̃) ∈ Aα,M(R+, V′) for each m ∈ N2n

and
∑

m∈N2n

1
m!α (L

2 )
|m|α‖∂m

x B‖α,M,V′ ≤ κ
[

1 − (αM
M0

)
α]−1‖B̃‖α,M0,V.

Extracting the terms which correspond to |m| = 1 or |m| = 2 and using (3.24), we
obtain the desired inequalities. ��

3.3.3. Gevrey-(α + 1) normal form. — We now prove Proposition 3.2. Let us sup-
pose that its hypotheses are fulfilled. We use the same notations as in the statement,
except that we define

ε0 = ‖ f ‖α,L0, F = 1
ε0

f ,

and we consider ε as a free parameter in ]0, ε0]: the chain of reasoning which follows
will deal with the Hamiltonian function

Hε(θ, r) = < ω, r > + εF(θ, r),

and the identity ε = ε0 will be restored at the end only. Thus, ‖F‖α,L0 = 1 and
‖F − RωF‖α,L0 = ε′/ε0, where ε′ = ‖ f − Rω f ‖α,L0 .

We define L = L0
2 , L1 = L0

16(2n)
α−1
α

and ∆ = min{ δ, Lα
1 }. Observe that 4(2n)

α−1
α L1 <

L < L0. We shall use the notations

0 < R1 = R − δ < R, K1 = Tn × BR1 ⊂ K = Tn × BR,

and

V0 = Gα,L0(K) ⊂ V = Gα,L(K) ⊂ V1 = Gα,L1(K1).

a) We define an (n − 1)-dimensional torus Σ0 associated with ω as in (3.1)
and (3.2), and apply Proposition 3.1 to F. We obtain a formal resonant series Ã, and
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a formal series B̃ vanishing on Σ0 × BR, such that the formal flow Id +εΨ̃ at time
τ = 1 of XεB̃ satisfies

Hε ◦ (Id +εΨ̃) = < ω, r > + εÃ.

Of course all these objects are formal series with respect to ε. Setting C̃ =
− < ω, ∂θ B̃ >, Proposition 3.1 and its Addendum provide also a positive number ca

depending only on α and such that

Ã′ = Ã − RωF
ε

, B̃, C̃ ∈ V[[ε]]α,M0, M−α
0 = caL−2α

0 T,

and

‖Ã′‖α,M0,V ≤ caM−α
0

ε′

ε0
, ‖B̃‖α,M0,V ≤ caT

ε′

2ε0
≤ caT, ‖C̃‖α,M0,V ≤ ca

ε′

ε0
.

b) In order to apply Lemma 3.9, we define M > 0 by

M−α = cbL−α
0 ∆−1T

with cb = ca max{αα, 4α+1eκ } (where κ is the positive number which appears in the
statement of Lemma 3.9; one can check that αM ≤ M0/16 because Lα

0∆
−1 ≥ 16α).

This way we define functions of (θ, r, ε) which belong to Aα,M(R+, V),

A ′ = Tα,M0Ã
′, B = Tα,M0B̃, C = Tα,M0C̃,

and which satisfy

‖A ′‖α,M,V ≤ c ′
bM

−α
0

ε′

ε0
, ‖B‖α,M,V ≤ c ′

bT
ε′

2ε0
,

‖C‖α,M,V ≤ c ′
b

ε′

ε0
, c ′

b = 16
15

κca.

As functions of θ, the first one is resonant and the second one vanishes on Σ0. Notice
that the numbers cb and c ′

b depend only on α.

c) The number cb was chosen sufficiently large to ensure the fulfillment of the
hypotheses of Lemma 3.12 with

ε1 = Mα = (cbL−α
0 ∆−1T)−1.

The flow ΦεBε at time τ = 1 of XεBε
is thus a symplectic transformation of the form

Id +εΨε, with Ψ ∈ Aα,M([0, ε1], V2n
1 ), JΨ = Ψ̃ and

‖Ψ( 1)‖α,M,V1 + · · · + ‖Ψ( 2n)‖α,M,V1 ≤ ∆

ε1
= cbL−α

0 T.
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d) Let h(r) = < ω, r > and Aε(θ, r) = RωF(θ, r) + εA ′
ε (θ, r). We now compare

the conjugate Hamiltonian Hε ◦ ΦεBε and the resonant Hamiltonian h + εAε:

Eε = 1
ε

(

Hε ◦ ΦεBε − (h + εAε)
) = C ∗

ε + (F − RωF) ◦ ΦεBε − εA ′
ε ,

C ∗
ε = 1

ε

(

(h + εRωF) ◦ ΦεBε − (h + εRωF)
)

.

Since εCε = − < ω, ε∂θBε > is precisely the derivative of h along the vector field XεBε
,

we can write

C ∗
ε =

∫ 1

0
(Cε + εDε) ◦ ΦτεBε dτ, Dε = {Bε,RωF}.

According to Lemma 3.10, we have

E ∈ Aα,M([0, ε1], V1), JE = 0, ‖E‖α,M,V1 ≤ cd
ε′

ε0
,

with cd depending only on α (indeed, we can apply Lemma 3.10 to (F − RωF) ◦
(Id +εΨε), but also to (Cε + εDε) ◦ ΦτεBε = (Cε + εDε) ◦ (Id +εΨτ,ε) using the proof
of Lemma 3.11 to bound ‖Ψ‖C0([0,1],A )).

We are in a position to apply Lemma 3.8 with M1 = M/2 = 1
2ε

1/α

1 : for each
ε ∈ [0, ε1],

‖Eε‖α,L1 ≤ 2α exp(−α

2
(ε1/ε)

1/α)‖E‖α,M,V1 .

The choice of c = c(α) is now easy and we conclude by setting ε = ε0 (observe that
we need to bound ε0T in order to ensure ε0 ≤ ε1) and by renaming εA , εE , εΨ as
A ,E ,Ψ respectively.

3.4. Proof of Theorem A

We now explain how to deduce our Gevrey version of the Nekhoroshev Theo-
rem from Proposition 3.2 by adapting the method presented in [Lo92], [LN92]
and [LNN93]. The periodic orbit method consists in finding, close to a given initial
condition (θ0, r0), a periodic torus Tn ×{r∗} of the unperturbed system, and to use the
previous work in conjunction with quasi-convexity to show stability over exponentially
long time intervals for all solutions starting near this torus.

For any r ∈ Rn and R > 0 we shall use the notation B(r, R) for the closed ball of
centre r and radius R. We shall treat all at once the global result and the local results
associated with resonant surfaces SM , using the simple observation that S{0} = BR0

with the notations of Section 1.2.
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From now on we fix a function h satisfying the hypotheses of Theorem A: h ∈ Gα,L(BR),
‖h‖α,L ≤ E and we are given �, m > 0 such that the inequalities (1.3) hold, i.e. h is
quasi-convex. We also fix R0 ∈ ]0, R[ and define R∗ = R+R0

2 .
We consider n ≥ 1 and R, R0, L, E,�, m > 0 as data, with respect to which

the dependence of all subsequent constants will be made explicit (but we do not try
to track the dependence with respect to α).

3.4.1. Normal form for the original Hamiltonian. — We first rephrase Proposition 3.2
in the original setting. If ω ∈ Rn, we still denote by Rωg the resonant part of a con-
tinuous function g with respect to ω as defined by (3.3).

Lemma 3.13. — Suppose that we are given r∗ ∈ BR∗ with ∇h(r∗) rational of period T,

and a Hamiltonian function H ∈ Gα,L(Tn × BR) satisfying

‖H − h‖α,L ≤ γµ2E,

for some γ > 0 and µ ∈ ]0, 1]. Let R̃ > 0 such that 5µR̃ ≤ R − R∗.

Then there exists a positive number c, which depends only on α, such that, if

µT ≤ ν, where ν = [cEL−α
(

γ + (1 + 10R̃L−α)2
)]−1

min{R̃, (2n)1−αLα},(3.25)

there exist g,Ψ( 1), ...,Ψ( 2n) ∈ C∞(Tn × B(r∗, 4µR̃)) satisfying

i) Id +Ψ is a symplectic transformation whose image is contained in Tn × B(r∗, 5µR̃),

ii) H ◦ (Id +Ψ) = h + g,

iii) ‖g‖C0(Tn×B(r∗,4µR̃)) ≤ cµ2γE,

n
∑

i=1

‖∂θi(g − R∇h(r∗)g)‖C0(Tn×B(r∗,4µR̃)) ≤

c(2n)α−1µ2γEL−α exp
(−α

( ν

µT

)1/α)

,

2n
∑

i=n+1

‖Ψ( i)‖C0(Tn×B(r∗,4µR̃)) ≤ µ2T
ν

R̃.

Proof. — Let ω = ∇h(r∗) and f = H − h. We shall use the rescaled variable r̃ =
r−r∗
µ

instead of r. We thus deal with the new Hamiltonian function

H̃(θ, r̃) = 1
µ

H(θ, r∗ + µr̃) = 1
µ

h(r∗)+ < ω, r̃ > + f̃ (θ, r̃),

where f̃ is easily deduced from the Taylor formula applied to h. Indeed, writing
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h(r∗ + µr̃) = h(r∗) + µ < ω, r̃ > + µ2h̃(r̃),

h̃(r̃) =
∫ 1

0
< ∇2h(r∗ + tµr̃)r̃, r̃ > (1 − t) dt,

we obtain

f̃ (θ, r̃) = µh̃(r̃) + 1
µ

f (θ, r∗ + µr̃).

Since µ ≤ 1, we easily check that f̃ ∈ Gα,L̃(Tn × B5R̃) for any L̃ ∈ ]0, L[ (of course we
use Lemma A.2 to bound the second-order derivatives of h). Let us choose L̃ = 2−1/αL:
we find

ε̃ = ‖ f̃ ‖α,L̃ ≤ c0µẼ, ε̃′ = ‖ f̃ − Rω f̃ ‖α,L̃ ≤ 2µγE,

for some c0 = c0(α) > 0, with Ẽ = E
(

γ + (1 + 10R̃L−α)2
)

.
Applying Proposition 3.2 with δ = R̃ yields a symplectic transformation Id +Ψ̃,

a resonant function Ã = Rω f̃ + Ã ′ and an exponentially small remainder ˜E , such
that

H̃ ◦ (Id +Ψ̃) = 1
µ

h(r∗)+ < ω, r̃ > +Ã + ˜E

and these functions belong to Gα,L̃1(Tn × B4R̃), with L̃1 = 2−4(2n)− α−1
α L̃. All this pro-

vided that ε̃T ≤ ν̃ = c−1
1 L̃α min{R̃, L̃α

1}, for some c1 = c1(α).
Coming back to the original variables, we define the symplectic transformation

Id +Ψ by

Ψ( i)(θ, r) = Ψ̃( i)
(

θ,
r − r∗

µ

)

,

Ψ( n+i)(θ, r) = µΨ̃( n+i)
(

θ,
r − r∗

µ

)

, i = 1, ..., n.

The result is H ◦ (Id +Ψ) = h + g with

g(θ, r) = Rω f (θ, r) + µ(Ã ′ + ˜E )
(

θ,
r − r∗

µ

)

, g − Rωg = µ( ˜E − Rω
˜E ).

We let the reader check the desired inequalities for c = c(α) large enough. ��
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3.4.2. Confinement by quasi-convexity. — The interest of making the non-resonant
part g −R∇h(r∗)g of the perturbation exponentially small lies in the possibility of apply-
ing a geometric argument which makes use of quasi-convexity to produce a confine-
ment of all orbits starting near Tn × {r∗}.

We introduce Ω = L−αE, M = 2αL−2αE and M′ = 6αL−3αE, so that
∑

|k|=1

‖∂kh‖C0(BR) ≤ Ω,
∑

|k|=2

‖∂kh‖C0(BR) ≤ M,
∑

|k|=3

‖∂kh‖C0(BR) ≤ M′.(3.26)

(The third number will be used later, in (3.33).)
We first observe that, at each point r of BR, the property of quasi-convexity,

which was initially imposed in the hyperplane orthogonal to ∇h(r), can be extended
to the complement of a cone around ∇h(r) like in [Pö93]:

∀v ∈ Rn, | < ∇h(r), v > | ≤ �0‖v‖ ⇒ < ∇2h(r)v, v > ≥ m0‖v‖2,(3.27)

with, for instance,

�0 = m�

8M
, m0 = m

2
.(3.28)

Lemma 3.14. — Suppose that r∗, r0, r ∈ BR and ρ, η > 0 satisfy

‖r0 − r∗‖ ≤ ρ, h(r) − h(r0) ≤ η, | < ∇h(r∗), r − r0 > | ≤ η.

We assume moreover that ρ ≤ �0
4M . Then

‖r − r0‖ ≤ 2 max
{

Mρ + √
m0η

m0
,

2η

�0

}

or ‖r − r0‖ ≥ 2�0

m0
.

Corollary 3.1. — Let λ = 8M/m0 and r∗ ∈ BR∗ with a rational frequency-vector ∇h(r∗).
We suppose τ, ρ > 0, g ∈ C2(Tn × B(r∗, λρ)) with

‖g‖C0(Tn×B(r∗,λρ)) ≤ 1
2

m0ρ
2,

n
∑

i=1

‖∂θi (g − R∇h(r∗)g)‖C0(Tn×B(r∗,λρ)) ≤ m0ρ
2

Ωτ
,(3.29)
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and ρ ≤ min{ �0
5M, R−R∗

λ
}. Then any initial condition (θ0, r0) ∈ Tn × B(r∗, ρ) gives rise to

a solution (θ(t), r(t)) ∈ Tn ×B(r∗, λρ) of the Hamiltonian vector field generated by h(r)+g(θ, r)
which is defined at least for |t| ≤ τ and satisfies ‖r(t) − r0‖ ≤ λρ/2 in that range.

Proof of the lemma. — Let v = r − r0. Bounding the components of ∇h(r0)−∇h(r∗)
by (3.26), we obtain

| < ∇h(r0), v > | ≤ η + Mρ‖v‖.(3.30)

Let us assume that ‖v‖ ≥ 4η

�0
. We define a function

ϕ(t) = < ∇h(r0 + tv), v >, t ∈ [0, 1].
The previous inequalities and the assumption on ρ imply |ϕ(0)| ≤ �0

2 ‖v‖. But, accord-
ing to quasi-convexity as expressed by (3.27),

∀t ∈ [0, 1], |ϕ(t)| > �0‖v‖ or ϕ′(t) ≥ m0‖v‖2.

From that we easily deduce that

∀t ∈ [0, 1], ϕ(t) ≥ min{�0‖v‖, ϕ(0) + m0‖v‖2t}.
If we now assume ‖v‖ ≤ �0

2m0
, observing that ϕ(0) + m0‖v‖2 ≤ �0‖v‖, we obtain

η ≥ h(r) − h(r0) =
∫ 1

0
ϕ(t) dt ≥ ϕ(0) + 1

2
m0‖v‖2.

Hence, by (3.30),

η ≥ 1
2

m0‖v‖2 − η − Mρ‖v‖,
and the conclusion follows. ��

Proof of the corollary. — Let t �→ x(t) = (θ(t), r(t) be the solution, whose interval
of definition we denote by ] − τ1, τ2[, and fix t ∈ [−τ, τ]∩ ] − τ1, τ2[ (thus r(t) ∈
B(r∗, λρ) ⊂ BR by hypothesis). On the one hand, energy conservation implies

∣
∣h(r(t)) − h(r0)

∣
∣ = |g(x(t)) − g(x(0))| ≤ m0ρ

2.

On the other hand, the assumption on the non-resonant part of g implies
∣
∣
∣
∣

d
dt

< ∇h(r∗), r(t) >
∣
∣
∣
∣
= | < ∇h(r∗),∇θ g(x(t)) > | ≤ m0ρ

2

τ
,

hence | < ∇h(r∗), r(t)− r0 > | ≤ η = m0ρ
2. We are in a position to apply Lemma 3.14:

we obtain ‖r(t) − r0‖ ≤ 2 max
{Mρ+√

m0η

m0
, 2η

�0

}

(the other possibility is excluded by our
assumption ‖r(t) − r0‖ ≤ λρ), from which we deduce ‖r(t) − r0‖ ≤ λρ/2 (using λ > 8)
and ‖r(t) − r∗‖ ≤ (1 + λ

2 )ρ < λρ.
This shows that [−τ, τ] ⊂ ]− τ1, τ2[, since taking t close to the boundary of the

interval of definition of the solution would yield x(t) close to the boundary of Tn ×
B(r∗, λρ). ��
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3.4.3. Use of Dirichlet’s Theorem. — Given an initial condition (θ0, r0), we need to
find a nearby periodic torus Tn × {r∗} in order to use the previous results. We shall
use an elementary fact from the theory of Diophantine approximation, the Dirichlet
principle (see e.g. [Ca59]), to approach the given frequency-vector ω0 = ∇h(r0) by
a rational vector ω, close enough to it but whose period is not too large. Section 3.4.4
will then show how to find r∗ with ∇h(r∗) proportional to ω.

But first, since we wish to be able to improve our results when the initial condi-
tion lies near a resonant surface SM , we need some algebraic preliminaries. We shall
follow [Lo92] about the notion of “order” of a resonance submodule, with slight mod-
ifications. We denote by ‖ · ‖∞ the sup norm in Rn, while ‖ · ‖ stands as always for the
Euclidean norm, and we denote by ||| · |||∞ and ||| · ||| the corresponding operator
norms for square n-rowed matrices. Let (e1, ..., en) be the canonical basis of Rn.

If we are given a submodule M of Zn of rank m ∈ {0, ..., n − 1}, in order to
describe the M -resonant vectors ω of Rn (i.e. the vector space M⊥), we can choose
a basis (k1, ..., km) of M and build a matrix K with m rows and n columns such that
ω ∈ M⊥ ⇔ Kω = 0 and the elements of K are integers (we view the members of M
as linear forms). According to a classical result from linear algebra (see e.g. [Art91],
Chap. 12), we can diagonalize this matrix, and write K = B∆A with A ∈ G�n(Z), B ∈
G�m(Z), ∆ = [D | 0m×(n−m)], where D = diag( p1, ..., pm), the pi are positive integers
and pi|pj for i ≤ j.

The numbers pi are called the invariant factors of K; they are uniquely deter-
mined. What is interesting for us is the matrix A, since a vector ω belongs to M⊥

if and only if the m first components of Aω vanish.

Definition 3.5. — Consider all such decompositions K = B∆A; we call c ′
M the minimal

value of |||A|||∞, and c ′′
M the minimal value of |||A−1|||∞ for the decompositions such that c ′

M =
|||A|||∞. Moreover, if the codimension d = n−m is greater than 1, we define cM to be the minimal

value of
√

d − 1|||A−1||| for the decompositions such that c ′
M = |||A|||∞ and c ′′

M = |||A−1|||∞.

If d = 1 we put cM = 1.

The numbers cM , c ′
M , c ′′

M depend on M only, and not on the particular ba-
sis (k1, ..., km) that we have chosen at the beginning, since any other basis (k′

1, ..., k′
m)

would have given rise to a matrix K′ of the form PK with P ∈ G�m(Z), and we would
have used the minimal decompositions (PB)∆A instead of B∆A.

Remark 3.3. — If m = 0, M = {0} (and d = n), we have cM = √
d − 1 and

c ′
M = c ′′

M = 1. This is also the case for a “standard” resonance submodule, i.e. when
M⊥ is generated by some vectors of the canonical basis of Rn.

Lemma 3.15. — Let M a submodule of Zn of rank m ∈ {0, ..., n − 1} and codimen-

sion d = n − m. For any ω0 in M⊥ \ {0} and for any real number Q > 1, there exist a positive
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number T and a rational vector ω ∈ M⊥ of period T such that

1
c ′
M

≤ T‖ω0‖∞ < c ′′
M Q , T‖ω − ω0‖ ≤ cM Q − 1

d−1 .

In the case of maximal rank, i.e. d = 1, one can take Q = 1 and the last inequality must be

interpreted as the equality ω − ω0 = 0.

Proof. — Let us proceed as indicated above to describe M⊥: we write K = B∆A,
with minimal |||A|||∞, so that

ω ∈ M⊥ ⇔ Aω ∈ Vect(em+1, ..., en).

Let ω0 ∈ M⊥ and Q > 1. Setting ω∗
0 = Aω0 and ξ = ‖ω∗

0‖∞, we can renumber the
indices between m + 1 and n in such a way that ω∗

0 = ξ(0, ..., 0,±1, ω′
0) for some

ω′
0 ∈ Rd−1. The question is now reduced to approximation in Rd−1. Dirichlet’s Theo-

rem yields q ∈ N∗ and �′ ∈ Zd−1 such that

q < Q , ‖qω′
0 − �′‖∞ ≤ Q − 1

d−1 .

Let ω∗ = ξ(0, ..., 0,±1, �′
q ) and ω = A−1ω∗ ∈ M⊥. We have ‖ω∗ − ω∗

0‖ ≤√
d − 1 ξ

q Q − 1
d−1 , thus ‖ω − ω0‖ ≤ cM ξ

q Q − 1
d−1 . One checks easily that ω is rational

and that its period T satisfies

1
ξ

≤ T ≤ q
ξ
.

The conclusion stems from the observation that 1
c ′
M

≤ 1
ξ
‖ω0‖∞ ≤ c ′′

M . ��

Remark 3.4. — Another possible choice would have been cM = c ′′
M

√
n − 1 (with

c ′
M and c ′′

M defined as before), as easily seen by a slight modification of the end of the
proof (observe that ‖ω∗ − ω∗

0‖∞ ≤ ξ

q Q − 1
d−1 , thus T‖ω − ω0‖∞ ≤ c ′′

M Q − 1
d−1 ).

Apart from the case of standard submodules, the computation of the numbers
cM , c ′

M , c ′′
M may be quite tedious. Still, we can give an example which is used in § 2.4.3:

Lemma 3.16. — Let p1 < · · · < pn−1 be positive integers such that any two of them

are mutually prime. Let M be the submodule of Zn of rank m = n − 1 generated by the vec-

tors k1, ..., km, where

ki = (0, ..., 0, pi, 0, ..., 0,−1), 1 ≤ i ≤ m.

(ith place)
(3.31)

Then pm ≤ c ′
M < (m − 1) pm and p1...pm ≤ c ′′

M < m(m − 1)m pm
m for m ≥ 2, whereas

c ′
M = c ′′

M = p1 + 1 for m = 1.
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Proof. — Let

K =




p1 −1
. . .

...

pm −1



 .

We have a decomposition

K =




1 0
. . .

...

1 0



A, A =







p1 −1
. . .

...

pm −1
u1 · · · um 0







,

with A ∈ G�n(Z), as soon as the integers u1, ..., um satisfy

m
∑

i=1

uiP̌i = ±1, where P̌i = p1...pi−1pi+1...pm for i = 1, ..., m.(3.32)

Let us suppose m ≥ 2. The existence of solutions for (3.32) is equivalent to the g.c.d.
of the numbers P̌i being 1 and stems directly from our hypothesis on p1, ..., pm; thus
all the invariant factors are equal to 1.

Let us choose a solution u = (u1, ..., um) of (3.32) with +1 in the right-hand side.
By adding to it an appropriate linear combination of the vectors of Zn

(−p1,0, ..., 0, pi, 0, ..., 0), i ≥ 2
(ith place)

(which are solutions of the corresponding homogeneous equation), we can produce
a solution u∗ with

∣
∣u∗

i

∣
∣ < pi/2 for i ≥ 2. The equation u∗

1P̌1 = 1 − u∗
2P̌2 − · · · − u∗

mP̌m

implies
∣
∣u∗

1

∣
∣ ≤ (m−1)p1/2; hence

∣
∣u∗

1

∣
∣+· · ·+∣∣u∗

m

∣
∣ < (m−1)pm. Since |||A|||∞ is nothing

but the maximum of the sums of the absolute values of the elements of a row, we end
up with c ′

M ≤ |||A|||∞ < (m − 1)pm.
Let us now suppose K = B∆A with B ∈ G�m(Z), A ∈ G�m+1(Z), |||A|||∞ = c ′

M

and |||A−1|||∞ = c ′′
M . We retain from the previous inequality that each element of A

has absolute value less than (m − 1)pm. Each cofactor of A has absolute value less
than (m − 1)mpm

m, hence c ′′
M < m(m − 1)mpm

m.
To obtain lower bounds, introduce the matrix C = B−1 and denote by C1, ..., Cm

its columns. The equation CK = ∆A yields

A =








p1C1 · · · pmCm −∑Ci

u1 · · · um um+1








,
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with some integers u1, ..., um+1. The determinant of C being ±1, the column Cm has at
least one non-zero element, thus c ′

M ≥ pm, and the last cofactor of A is precisely p1...pm,
hence c ′′

M ≥ p1...pm.
The easy case m = 1 is left to the reader. ��
Notice that we had cM = 1 because d = n − m = 1.

3.4.4. Use of isoenergetic non-degeneracy. — We now introduce

K = 1

2

(

LαE−1 + 2αL−α + m−1(1 + 2α+1L−α)2
)−1

,

(3.33)

ρ0 = 1
4

min
{ K

M′ ,
K
M

, 1, R − R0

}

.

Lemma 3.17. — For all r0 ∈ BR0 and ω ∈ B(∇h(r0), Kρ0), there exist r∗ ∈ BR∗ and

ξ ∈ [ 1
2 , 2] such that

h(r∗) = h(r0), ∇h(r∗) = ξω, ‖r∗ − r0‖ ≤ K−1‖ω − ω0‖.

Proof. — Let Φ : (ξ, r) �→ (h(r), ξ∇h(r)). We shall prove that Φ induces a dif-
feomorphism from B((1, r0), 2ρ0) to a neighbourhood of (h(r0),∇h(r0)) which contains
a ball of radius Kρ0.

It is sufficient to check that, for each (ξ, r) ∈ [1
2 , 2] × BR, the linearized map

DΦ(ξ, r) is invertible and

‖DΦ(ξ, r)−1‖ ≤ K−1.(3.34)

Indeed, one can check that each second-order partial derivative of Φ is bounded by
K

4ρ0
, and we have ensured 2ρ0 ≤ 1

2 and R0 + 2ρ0 ≤ R∗.

Let (ξ, r) ∈ [ 1
2 , 2]×BR, ω = ∇h(r) and A = ∇2h(r). The linearized map DΦ(ξ, r)

is easily computed:

DΦ(ξ, r)(u, v) = (< ω, v >, uω + ξAv), (u, v) ∈ R × Rn.

To invert it, we use the projections Π and Π⊥ from Rn onto Rω and ω⊥, and the
following consequence of (1.3):

A⊥ = (Π⊥ ◦ A)|ω⊥ is invertible and ‖A−1
⊥ ‖ ≤ m−1.

If (u1, v1) ∈ R × Rn, one can determine DΦ(ξ, r)−1(u1, v1) = (u, v) by

v = u1

‖ω‖2
ω + A−1

⊥ (ξ−1Π⊥v1 − u1

‖ω‖2
Π⊥Aω), uω = v1 − ξAv.

The inequality ‖(u1, v1)‖ ≤ K−1‖(u, v)‖ follows easily from ‖ω‖ ≤ L−αE and ‖A‖ ≤
2αL−2αE. ��
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We now suppose that M is a submodule of Zn of codimension d ∈ {1, ..., n} and put
together the last two lemmas:

Corollary 3.2. — For all r0 ∈ BR0 and Q > 1 such that

Q ≥
(2cM c ′

MΩ

ρ0K

)d−1
,

there exists r∗ ∈ BR∗ such that ∇h(r∗) is rational and its period T satisfies

1
2c ′

MΩ
≤ T ≤ 2c ′′

M

�
Q , ‖r∗ − r0‖ ≤ dist(r0, SM ) + cM K−1T−1Q − 1

d−1 ,(3.35)

where cM , c ′
M , c ′′

M were introduced in Lemma 3.15. In the case of maximal rank, i.e. when d = 1,

one can take Q = 1 and the last inequality must be interpreted as ‖r∗ − r0‖ ≤ dist(r0, SM ).

Proof. — Let r′
0 ∈ SM such that ‖r′

0 − r0‖ = dist(r0, SM ) and apply the last two
lemmas with r′

0 in place of r0. ��
3.4.5. End of the proof of Theorem A. — Let H ∈ Gα,L(Tn × BR) and ε = ‖H −

h‖α,L/E. Let σ > 0 and (θ0, r0) ∈ Tn × BR such that dist(r0, SM ) ≤ σε1/2.

a) We set

Q = Q d−1
1 ε− d−1

2d , Q 1 =
( � cM

2Kc ′′
Mσ

) 1
d
.

In view of applying Corollary 3.2, we impose a first “validity threshold” if d ≥ 2:

ε
1
2d ≤ Q 1 min

{
1
2
,

ρ0K
2cM c ′

MΩ

}

.(T1)

This way Q satisfies the hypotheses of the corollary (no such condition is needed if
d = 1), and we obtain r∗ ∈ BR∗ such that ∇h(r∗) is rational of period T and (3.35) is
fulfilled. As a consequence (whether d ≥ 2 or not),

�

2c ′′
M Q d−1

1

ε
1
2 ≤ ε

1
2d

T
≤ 2c ′

MΩε
1
2d ,(3.36)

and σε1/2 ≤ cM K−1T−1Q −1
1 ε1/2d, hence the above choice of Q 1 ensures that

‖r∗ − r0‖ ≤ 2cM
KQ 1

· ε
1
2d

T
.
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b) Let λ = 8M/m0 and

Γ =
(

2c ′′
M Q d−1

1

�

)2

, ∆ = max

{
2cM
KQ 1

,
( cMΓE

2m0

)1/2
}

, µ1 = λ∆

Lα
.

Observe that this definition of ∆ agrees with the one given after the statement of
Theorem A. In view of applying Lemma 3.13, we set

µ = µ1
ε

1
2d

T
, γ = µ−2

1 Γ, R̃ = λµ−1
1 ∆ = Lα,

and we notice that the above definitions of Γ and γ together with (3.36) ensure
ε ≤ γµ2.

Three new thresholds appear: to ensure µ ≤ 1, we require

ε
1
2d ≤ 1

2c ′
MΩµ1

,(T2)

and 5µR̃ ≤ R − R∗ will be guaranteed by

ε
1
2d ≤ 1

2λc ′
MΩ∆

· R − R0

10
;(T3)

Lemma 3.13 applies provided (3.25) is satisfied, but we reinforce slightly this condition:
we require

ε
1
2d ≤ ν

2λµ1
, ν = 1

c(2n)α−1

(
2m0

cMλ2
+ 27EL−2α

)−1

,(T4)

where c is some positive number which depends only on α (the above number ν is not
smaller than the one indicated in (3.25) thanks to the definitions of ∆ and γ ).

We get a close-to-identity symplectic transformation Φ = Id +Ψ and a trans-
formed Hamiltonian H ◦ Φ = h + g which is defined in Tn × B(r∗, 4µR̃) and whose
non-resonant part is exponentially small.

c) In view of applying Corollary 3.1 to H ◦ Φ, we set

ρ = 2µR̃
λ

= 2∆
ε

1
2d

T
.

Thanks to the definition of ∆, we can check that ‖g‖C0(Tn×B(r∗,λρ)) ≤ 1
2 m0ρ

2. The other
condition in (3.29) derives from the choice

τ = 2Lα

(2n)α−1Ω
exp(α

( ν

µ1ε
1
2d

) 1
α

),
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using the information on the non-resonant part of g. But we also need to impose

ρ ≤ min
{

�0

5M
,

R − R∗

λ

}

,

and this can be achieved by requiring

ε
1
2d ≤ 1

4c ′
MΩ∆

min

{
�0

5M
,

R − R0

2λ

}

.(T5)

Let (θ ′
0, r′

0) = Φ(θ0, r0). The definition of ∆ implies that ‖r∗ − r0‖ ≤ µR̃/λ,
thus ‖r∗ − r′

0‖ ≤ µR̃
λ

+ 2µ2T
ν

R̃ ≤ ρ. Therefore, according to Corollary 3.1, this initial
condition gives rise to a solution (θ ′(t), r′(t)) of the Hamiltonian vector field generated
by h + g which is defined for |t| ≤ τ and satisfies ‖r′(t) − r′

0‖ ≤ λρ/2; this corresponds
to a solution (θ(t), r(t)) = Φ−1(θ ′(t), r′(t)) of XH, which satisfies ‖r(t) − r0‖ ≤ λρ.

To conlude, we define ε∗ > 0 by

ε
1
2d∗ = Lα

216c(2n)α−1∆

(
m

cM
+ M2E

m2L2α

)−1

≤ ν

2λµ1

and replace (T4) by ε ≤ ε∗; we retain that τ ≥ C1 exp(α
(

ε∗
ε

)1/2dα
), and we use (3.36) to

bound λρ by C2ε
1/2d. Gathering the definitions of the five thresholds and the various

constants that we have encountered, and enlarging c, we end up with the claim of
Section 1.2.

A. Appendix on Gevrey classes

A.1. Elementary properties

We fix α ≥ 1, n1, n2 ∈ N and K = Tn1 × BR where BR is a closed ball in Rn2 .
The total number of variables will be N = n1 + n2. We recall the definitions

‖ϕ‖α,L :=
∑

k∈NN

L|k|α

k!α ‖∂kϕ‖C0(K),(A.1)

Gα,L(K) = {ϕ ∈ C∞(K) | ‖ϕ‖α,L < ∞}, Gα(K) =
⋃

L>0

Gα,L(K).

The definition (A.1), which we did not find in the literature, is interesting only when
dealing with fixed L; but if we let L vary freely, we recover the usual definition of
Gevrey-α functions:

∀ϕ ∈ C∞(K), ϕ ∈ Gα(K) ⇔ ∃B, C > 0 | ∀k ∈ NN,(A.2)

‖∂kϕ‖C0(K) ≤ CB|k|M|k|,
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where M� = �!α. Other sequences (M�) give rise to more general ultradifferentiable

classes (or Carleman classes) instead of the Gevrey classes Gα(K). M. Gevrey [Ge18] him-
self already proved the stability under multiplication and composition of this space of
functions. This question was studied in the framework of ultradifferentiable mappings
by Roumieu [Ro62], and also by Dyn’kin [Dy80] with quite different methods. We
cannot quote all the references on this subject, but the interested reader may con-
sult [Ko79], [Gr99], [Th97] and the references therein. Apart from the theory of
partial differential equations where they have been widely used, Gevrey functions were
also considered in connection with dynamical systems problems, for instance in [El97],
[GP95] and [Po00].

We could have used a norm like supk∈NN
L|k|α
k!α ‖∂kϕ‖C0(K) instead of (A.1), but the

following two lemmas would not have assumed such a simple form:

Lemma A.1. — Let L > 0.

∀ϕ,ψ ∈ Gα,L(K), ‖ϕψ‖α,L ≤ ‖ϕ‖α,L‖ψ‖α,L.(A.3)

Proof. — As α ≥ 1, Leibniz rule implies

‖∂k(ϕψ)‖C0(K) ≤
∑

k=k( 1)+k( 2)

( k!
k( 1)!k( 2)!

)α ‖∂k( 1)

ϕ‖C0(K)‖∂k( 2)

ψ‖C0(K).

��

Lemma A.2. — Suppose 0 < λ < L and ϕ ∈ Gα,L(K). Then all partial derivatives of ϕ

belong to Gα,L−λ(K) and

∑

m∈NN

λ|m|α

m!α ‖∂mϕ‖α,L−λ ≤ ‖ϕ‖α,L.

In particular, for all j ∈ N,
∑

m∈NN; |m|=j

‖∂mϕ‖α,L−λ ≤ j!αλ−jα‖ϕ‖α,L.

Proof. — We observe that, for each k ∈ NN,

∑

�,m∈NN

�+m=k

(L − λ)|�|αλ|m|α

�!αm!α =
N
∏

i=1

∑

�i,mi∈N
�i+mi=ki

((L − λ)�iλmi

�i!mi!
)α

≤
N
∏

i=1

( ∑

�i,mi∈N
�i+mi=ki

(L − λ)�iλmi

�i!mi!
)α ≤ L|k|α

k!α .
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The following series is thus convergent:

∑

m∈NN

λ|m|α

m!α ‖∂mϕ‖α,L−λ =
∑

�,m∈NN

(L − λ)|�|αλ|m|α

�!αm!α ‖∂�+mϕ‖C0(K) ≤ ‖ϕ‖α,L.

Extracting the terms which correspond to |m| = j, we obtain

λjα
∑

|m|=j

1
m!α ‖∂mϕ‖α,L−λ ≤ ‖ϕ‖α,L

and we can use the inequalities m!α ≤ j!α to conclude. ��
An important and well-known property of Gevrey-α classes with α > 1 is the

existence of compact-supported functions:

Lemma A.3. — Let α > 1 and L > 0. There exists a non-negative function Fα,L

in Gα,L([− 1
2 ,

1
2 ]) whose support is included in [− 1

4,
1
4] and such that Fα,L(0) = 1 and

F′
α,L(0) = 0.

Proof. — We define p > 0 by

α = 1 + 1
p

and, for each λ > 0, a function fλ ∈ C∞(R) by

fλ(x) =
∣
∣
∣
∣

0 if x ≤ 0
exp(−λ

√
2

xp ) otherwise.

The conclusion will stem from the fact that fλ ∈ Gα,L(R) for λ large enough with
respect to p and L. Indeed it will be sufficient to consider then x �→ fλ( 1

4 + x) fλ( 1
4 −

x)/fλ( 1
4)

2 (we could also easily produce a “bump function” by using integration).
Let us thus bound the derivatives of fλ on R. Let k ∈ N and x > 0. We observe

that fλ| R+ extends to a holomorphic function on C − R−. Let δ = π

4 min{1, 1
p } and

Σδ = {z ∈ C | | arg z| ≤ δ}. The closed disk Dx of centre x and radius (x sin δ) is the
largest disk centred at x contained in Σδ, and the Cauchy inequalities yield

| f ( k)
λ (x)| ≤ k!

(x sin δ)k
max

Dx
| fλ|.

We see that maxDx |fλ| ≤ exp(− λ

(2x)p ) (because if z = r eiθ ∈ Dx, #e(z−p) = r−p cos(pθ) ≥
1/(

√
2|z|p) and |z| ≤ 2x), and the maximum of y �→ yk e−λy p

is easily seen to be ( k
λpe)

k/p,
therefore

| f ( k)
λ (x)| ≤

(
2

sin δ

)k ( k
λpe

)k/p

k!.
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Now, as soon as λ > (2Lα/ sin δ)p/p, we get the convergence of
∑ Lkα

k!α ‖f ( k)
λ ‖C0(R) by

Stirling formula. ��
For ultradifferentiable classes other than Gevrey, the question of the existence of

compact-supported functions is solved by Carleman’s theorem which gives a necessary
and sufficient condition of quasi-analyticity (see e.g. [Th96]).

A.2. Composition of Gevrey functions

As already mentioned, the composition of Gevrey functions was considered in
[Ge18], [Ro62], [Dy80] (see also [El97]). Our definition (A.1) gives rise to a particu-
larly simple statement:

Proposition A.1. — Let L1 and L be positive numbers, and let K1 and K be like in the

previous section, with total numbers of variables M and N respectively. Let Y ∈ Gα,L(K) and

let u = (u[1], ..., u[N]) be a mapping whose components belong to Gα,L1(K1). If u(K1) ⊂ K and

‖u[1]‖α,L1 − ‖u[1]‖C0(K1), ..., ‖u[N]‖α,L1 − ‖u[N]‖C0(K1) ≤ Lα

Mα−1
,(A.4)

then Y ◦ u ∈ Gα,L1(K1) and ‖Y ◦ u‖α,L1 ≤ ‖Y‖α,L.

Proof. — We shall use the notation (NM)
∗ = {k ∈ NM ; |k| ≥ 1}. The assump-

tion (A.4) amounts to

A[i] =
∑

k∈(NM)
∗

L|k|α
1

k!α ‖∂k
x u[i]‖C0(K1) ≤ A = Lα

Mα−1
, i = 1, ..., N.(A.5)

Let X = Y ◦ u. We have ‖X‖C0(K1) ≤ ‖Y‖C0(K) and, for each k ∈ (NM)
∗,

1
k!∂

k
x X =

∑

�∈(NN)
∗

1
�!(∂

�
y Y) ◦ u

∑

k1,...,k|�|∈(NM)
∗

k1+···+k|�|=k

1
k1!...k|�|!

N
∏

i=1

∂k�̂i−1+1

x u[i]...∂k�̂i

x u[i]

with the notations �̂0 = 0 and �̂i = �1 + · · · + �i for 1 ≤ i ≤ N. Thus, for k ∈ (NM)
∗,

1
k!‖∂

k
x X‖C0(K1) ≤

∑

�∈(NN)
∗

1
�! ‖∂�

y Y‖C0(K)

∑

k1,...,k|�|∈(NM)
∗

k1+···+k|�|=k

1
k1!...k|�|! ·

·
N
∏

i=1

‖∂k�̂i−1+1

x u[i]‖C0(K1)...‖∂k�̂i

x u[i]‖C0(K1).

(A.6)
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The property

∀s ≥ 1, ∀k1, ..., ks ∈ (NM)
∗
, k = k1 + · · · + ks ⇒ k!

k1!...ks! ≥ M−ss!(A.7)

will be checked later. Using it now, we see that for each multi-index in the sum of the
right-hand side of (A.6),

1 ≤ M|�|k!
|�|! k1!...k|�|! ≤ M|�|k!

�! k1!...k|�|! ≤ M|�|αk!α
�!αk1!α...k|�|!α ,

hence
1

k!α−1�! k1!...k|�|! ≤ M|�|(α−1)

�!αk1!α...k|�|!α .

Multiplying (A.6) by L|k|α
1 /k!α−1 and taking the sum over k, we thus obtain

∑

k∈NM

L|k|α
1

k!α ‖∂k
x X‖C0(K1) ≤

∑

�∈NN

M|�|(α−1)

�!α ‖∂�
y Y‖C0(K)B�

with B0 = 1 and

B� =
∑

k1,...,k|�|∈(NM)
∗

L|k|α
1

k1!α...k|�|!α
N
∏

i=1

‖∂k�̂i−1+1

x u[i]‖C0(K1)...‖∂k�̂i

x u[i]‖C0(K1).

But, in view of (A.5),

B� = A�1
[1]...A

�N
[N] ≤ A|�|

and Mα−1A = Lα, hence X ∈ Gα,L1(K1) and ‖X‖α,L1 ≤ ‖Y‖α,L.

Only (A.7) remains to be checked. We begin with the case M = 1, by induction
on s: the inequality is obviously satisfied if s = 1, and the elementary property

∀k′, k′′ ∈ N∗,
(k′ + k′′)!

k′!k′′! ≥ k′ + k′′

allows us to pass from rank s to rank s + 1: if k1, ..., k s+1 ∈ N∗,

(k1 + · · · + k s + k s+1)!
k1!...k s!k s+1! = (k1 + · · · + k s)!

k1!...k s!
(k1 + · · · + k s + k s+1)!
(k1 + · · · + k s)!k s+1!

≥ s!(s + 1).

Let us now consider the case M ≥ 2. We are given an array (k j
i )1≤i≤M,1≤ j≤s of

non-negative integers with M rows and s columns, and the quantity to be studied is

k!
k1!...k s! = π1...πM,

with πi depending only on the ith row: πi = (k1
i +···+k s

i )!
k1
i !...k s

i ! ≥ 1. We rearrange the rows and
columns as follows:
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– For j = 1, we select the smallest i such that k1
i ≥ 1 (such an index i ex-

ists because |k1| ≥ 1), we put the corresponding row at the top of the array
and renumber the rows. Now k1

1 ≥ 1; we rearrange the next columns so that
k1

1, ..., k p1
1 ≥ 1 and k p1+1

1 = ... = k s
1 = 0 if p1 < s. If p1 = s we stop here, if not

we continue with the reordering but shall not touch again the first row nor the
first p1 columns.
– For j = 2, we select the smallest i such that k p1+1

i ≥ 1 (such an index i
exists because |kp1+1| ≥ 1, and necessarily i ≥ 2 since k p1+1

1 = 0), we put
the corresponding row in second position and renumber the next rows. Now
k p1+1

2 ≥ 1, and we rearrange the next columns so that k p1+1
2 , ..., k p1+p2

2 ≥ 1, and
k p1+p2+1

2 = ... = k s
2 = 0 if p1 + p2 < s. If p1 + p2 = s we stop here, if not we

continue with the reordering but shall not touch again the first two rows nor the
first p1 + p2 columns.
– And so on for j = 2, ..., s.

With such a renumbering of the integers k j
i , the value of the product π1...πM is

not altered, there are integers M1 ≥ 1 and p1, ..., pM1 ≥ 1 such that

M1 ≤ M, p1 + · · · + pM1 = s

and the first M1 rows (M1 ≤ M) have been reordered: for 1 ≤ i ≤ M1,

k p̂i−1+1
i , ..., k p̂i

i ≥ 1

(still with the notations p̂0 = 0 and p̂i = p1 + · · · + pi for 1 ≤ i ≤ M1). Now

πi ≥ (k p̂i−1+1
i + ... + k p̂i

i )!
k p̂i−1+1

i !...k p̂i
i !

, 1 ≤ i ≤ M1

(because the ratio of these two quantities is again a multinomial coefficient), and the
last quantity is ≥ pi! from the M = 1 case. Since ( p1+···+pM1 )!

p1!...pM1 ! ≤ Ms
1, we have p1!...pM1! ≥

M−s
1 s!, hence

k!
k1!...k s! ≥ π1...πM1 ≥ M−ss!.

��
We use in Section 3.3.2 the following corollary of our composition result:

Corollary A.1. — Suppose 0 < R1 < R and 0 < (2n)
α−1
α L1 < L and let K1 =

Tn × BR1 ⊂ K = Tn × BR. If Y ∈ Gα,L(K), ϕ = (ϕ[1], ..., ϕ[2n]) ∈ (Gα,L1(K1))
2n and

‖ϕ[1]‖α,L1, ..., ‖ϕ[2n]‖α,L1 ≤ min
{

R − R1,
Lα

(2n)α−1
− Lα

1

}

,

then Y ◦ (Id +ϕ) ∈ Gα,L1(K1) and ‖Y ◦ (Id +ϕ)‖α,L1 ≤ ‖Y‖α,L.
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Proof. — Let N = 2n and u = (u[1], ..., u[N]) = Id +ϕ. We have u(K1) ⊂ K,
because ‖ϕ[i]‖C0(K1) ≤ R − R1 for each i. On the other hand, ‖∂k

x u[i]‖C0(K1) ≤ 1 +
‖∂k

xϕ[i]‖C0(K1) if ∂k
x = ∂xi , and ‖∂k

x u[i]‖C0(K1) = ‖∂k
xϕ[i]‖C0(K1) if |k| ≥ 2, so

‖u[i]‖α,L1 − ‖u[i]‖C0(K1) =
∑

k∈(NM)
∗

L|k|α
1

k!α ‖∂k
x u[i]‖C0(K1)

≤ Lα
1 + ‖ϕ[i]‖α,L1 ≤ Lα

(2n)α−1
.

We can thus apply Proposition A.1. ��
Remark A.1. — We did not manage to get rid of the terms Mα−1 and (2n)α−1

which involve the dimension in our composition results. These terms appear in the
combinatorics, and we do not know how to replace them by 1, apart from the analytic
or one-dimensional cases.

However, it may happen that the dependence of u with respect to the various
variables in Proposition A.1 is well separated and that the hypotheses can be weak-
ened. For instance, we use the following result in Section 2.4:

Suppose R > 0 and 0 < L1 < L, and let Y ∈ Gα,L(Tn × BR) and ϕ ∈ Gα,L1(T).
Consider

u(θ, r, t) = (θ + ϕ(t)r, r), θ ∈ Tn, r ∈ BR, t ∈ T.

If

(Lα
1 + R)‖ϕ‖α,L1 − R‖ϕ‖C0(T) ≤ Lα − Lα

1,(A.8)

then Y ◦ u ∈ Gα,L1(Tn × BR) and ‖Y ◦ u‖α,L1 ≤ ‖Y‖α,L.

The proof consists in adapting the proof of Proposition A.1 to the peculiar form of u,
but the details are tedious. (Begin with the case where Y does not depend on r, from
which the general case is easily deduced, and observe that the left-hand side of (A.5)
becomes A[i] = Lα

1 + (Lα
1 + R)‖ϕ‖α,L1 − R‖ϕ‖C0(T); it is sufficient to require A[i] ≤ Lα

because ∂
q
θ∂

p
r ∂�

t u[i] = 0 as soon as |q| + |p| ≥ 2, and we are thus essentially dealing
with one index � ∈ N like in a one-dimensional case.)
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