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AN OPTIMAL ERROR BOUND FOR A FINITE ELEMENT APPROXIMATION
OF A MODEL FOR PHASE SEPARATION OF A MULTI-COMPONENT ALLOY

WITH NON-SMOOTH FREE ENERGY

JOHN W. BARRETT1 AND JAMES F. BLOWEY2

Abstract. Using the approach in [5] for analysing time discretization error and assuming more reg-
ularity on the initial data} we improve on the error bound derived in [2] for a fully practical piecewise
linear finite element approximation with a backward Euler time discretization of a model for phase
séparation of a multi-component alloy with non-smooth free energy.
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1. INTRODUCTION

In [2], we proved an error bound for a fully practical finite element approximation of the following "deep
quench" Cahn-Hilliard model:
(P) Find {u(;t),w(;t),£(;t)} GK xY x L2(Q) such that u(.,0) =u°(-) and for a.e. te (0, T)

^ = 0 yV€H\n), (Lia)

7 (Vu, V(r] - u)) - ((/ - 1 £)Au, »| - M) ̂  (w + Ç 1,TJ - t*) V rj € K (1.1b)

where

Y := {r? G Hx(ft) : £rç(a:) = 0 for a.e. x € O}, (1.2a)

K := {f] e Hl(fl) : r)(x) ̂  0 for a.e. x e Ü}- (1.2b)

Hère iï is a bounded domain in Rd (d ̂  3) with a Lipschitz boundary dû.
In the above {u}n is the fractional concentration of the n th component of the alloy, and so the following

assumptions are made on the initial data

(a) u°(x) ^ 0 and (b) N*£u°(x) - 1 V X G Q . (1.3)
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In (l.la,b) 7 is a positive constant and A and L are symmetrie constant N x N matrices. It is further assumed
that

L has a one dimensional kernel such that LI — 0 and (1.4a)
L is positive semi-deflnite. (1.4b)

From physical considérations A must have at least one positive eigenvalue, and the analysis simplifies if this
were not the case. Let A^max be the largest positive eigenvalue of A.

We defme 1 G RN by { l } n := 1 for n = 1 —• i\T. Here and throughout we write (n for the n th component of
C G l ^ and set

n—l

F o r l a t e r p u r p o s e s , w e i n t r o d u c é for a n y / i G Ë

ri- (1-5)

Finally, we introducé

The system (P) models the isothermal phase séparation of a multi-component idéal mixture with N ^ 2
components in the deep quench limit, see [2] and the références cited therein. The well-posedness of (P), see
Theorem 2.2 in [2], is proved under the following assumptions on the initial data u°:

(Dl) u° G H1^) such that (1.3) holds and ƒ• u° > S 1 for some 6 E (0, l/N).

We note that the intégral constraint above only excludes the degenerate case when one or more components
of u are not present, in which case the system can be modelled with a smaller value of N.

The finite element approximation of (P) was studied in [2] under the following assumptions:

(Al) Let fi be convex polyhedral and Th be a regular partitioning of ü into disjoint open simplices K with
hK := diam(/v) and h :~ max^GTh hKy so that Q =

In this paper we strengthen these assumptions to

(A2) In addition to (Al) let Th be a quasi-uniform partitioning of fi.

Associated with Th is the continuous piecewise linear finite element space

Sh := {x e C(U) : x |r is linear V r G Th} C H1^).

We extend these définitions to vector functions, i.e. \ ^ S => Xn ^ Sh,n — 1 —» N.
Let 7rh : C(fi) —>• 5^ be the interpolation operator such that 7rhr)(xm) = r](xm) (m = 1 —> M), where

{xrn}^=1 is the set of nodes of Th. Throughout (•, •) dénotes the standard L2 inner product over Q, naturally
extended to vector and matrix functions, e.g. for I x J matrices C(x) and D(x), with entries in L2(Q)

(C,D) :^J2J2(Cij.,DiJ) :=J2lt [ C*'(«)A» dx. (1.6)
J
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Also {-,-) dénotes the duality pairing between (Ü^O))' and Hl(ft)7 which is extended to vector functions in
the standard way. We now introducé the corresponding approximations of (1.2a,b):

Yh := {x e Sh : Ex(xm) = 0, m = 1 -> M}, (1.7a)

Kh := { x e ^ : x(xm) ̂  0, m = 1 -> M}- (1.7b)

A discrete semi-inner product on C(fi) is then defined by

M

(1-8)
m = l

where /3m > 0. Once again, this is naturally extended to vector and matrix functions as in (1.6).
Given K, a positive integer, let At := T/K dénote the time step and tk '= fcAt, k = 1 -> K\ Barrett and

Blowey [2] considered the following fully practical piecewise linear finite element approximation, based on a
backward Euler time discretization, of (P):
(P^A*) For k = 1 -• K find {Uk, Wk,Ek} G Kh xYh x Sh such that

' u k - (1.9a)
\ At ^J

where U° ̂  Qiu° for i = 1 or 2. Here

(i) Qi : L2(Çl) -> Sh is such that {QiV}n = QiVn and Qf : L2(Ü) -^ Sh is defined by

(QiV,x)h = (v,x) v x e 5h. (ï.io)

(ii) Q2
 : -ffX(^) —̂  »Ŝ  is such that { Q ^ j n = Q^Vn a n d Q2 : ^ 1 ( ^ ) -^ Sh is defined by

7 (V(/ - Qs)7?̂  VX) + ((^ - Q2h> X) = 0 V x ^ 5 h . (1-11)

Let the assumptions (Dl) and (Al) hold. Let U° = Q^vP. Then for all ft > 0 and all At < 47/(A^max||L||),
Barrett and Blowey [2] proved the well-posedness of (p^'At) on assuming that ||C/°||i ^ C. Moreover, they
proved that

Û l'u - Uili~(o,T;(^(n))') < C [h" + At + Xt ] • (L12)

Here we have adopted the notation: for k > 1

U(;t) := ̂ ^ i Uk(.) + * ^ * E/*-^.) * e [*fc_i,tfc] (1.13a)

and

L7(.,t):=*7fc(.) *e(tfc_i,*fc]. (1.13b)

In the above and throughout the paper, || • || operating on matrices is that induced by the Euclidean vector
norm, Le. the spectral radius for symmetrie matrices. We note that the assumption ||C/°||i ^ C holds under
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the stronger mesh assumptions (A2). It follows immediately from (1.12) with the choice of At = C±h2 <
4 7 / ( A i | | L [ | ) that

< Ch2. (1.14)

It is the purpose of this paper to improve on the error bound (1.12) using the approach developed by Rulla [5]
for proving an optimal time discretization error for the backward Euler method applied to "subgradient flows"
without requiring bounds on the second order time derivatives, which do not exist for the variational inequality
system (P). This approach does require the following stronger assumptions on the initial data:

(D2) u° e H3(ft) such that (1.3b) holds, du0/du = 0 on öfi, where u is normal to ôîî, and u°(x) > S 1, V x G
fi for some ö € (0,1/iV].

With (Dl, Al) replaced by (D2, A2), U° = Q^vP and the restriction h ^ HQ\ we prove in this paper that
the term "At + /i4/At" on the right-hand side of (1.12) can be replaced by "(Ai)2", yielding an optimal error
bound. Hence the bound (1.14) can be achieved by choosing larger time steps; At = G^h < 47/(A^max||Z,j|) .

Remark 1.1. In the case TV = 2, assuming that Au = A22, Lu = L22 = 1/2, defining u := U2 — Wi,
w := W2 — W\ and 0C = Au — AYI we obtain that {ti, w} satisfies the system

- ^ - A^ = 0, w G - 7 A u - 9 c u + 9/[_iti](w) (1-15)

where 9/[_i)1](-) is the subdifferential of the indicator function of the set [—1,1]. This is the Cahn-Hilliard
équation with an obstacle free energy. The corresponding finite element approximation of this problem has
been studied by Blowey and Elliott [4]. Obviously the results in this paper are easily adapted to improve on
the error bound derived there in an analogous way.

Notation and auxiliary results

We adopt the standard notation for Sobolev spaces, denoting the norm of VKm'p(O) (m G N, p € [l,oo])
by II • \\m,p and the semi-norm by | * ]m ) P . We extend these norms and semi-norms in the natural way to the
corresponding spaces of vector functions WmiP(Q) := {Wrn'p(Q>)}N. For p = 2, Wm>2(n) will be denoted by
iï"m(O), with the associated norm and semi-norm written as, respectively, ]| • ||m and | • j m . Furthermore, we define
L2(CtT) := L2(0, T; L2(Q)). For t] e H1^), V77 dénotes the N x d matrix with entries {Vr?}^ := drji/dxj and
then dr\jdv := (V77) u.

Below we recall some well-known results concerning 5^ under the assumptions (A2): The inverse inequality
for l^Pi^P2^oo and m = 0 or l

For ro = 0 or 1 and p ̂  2

Ixlo ^ \x\h-[(x,X)h]'
l(Xi,X2) - (xi,X2)h

V x 6

Vxi,

V 7] Ç

5^;

X2 e 5 h ,

iï2(Q),

iî2(fi),

H2(ü)

(1.17)

(1.18)

(1.19)

(1.20)

(1.21)

where the last result follows immediately from (1.16, 1.19, 1.20).
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Below we recall the following "inverse Laplacian" operators introduced in [1]:
(a) g : T ~> V is such that

(V,77> V r / e f f 1 ^ ) . (L 2 2)

where T := {v E (fT1^))' : <v> X> = °} a n d y := iv e #X(^) : (*>, 1) = 0}.

(b) Ç : T —> V is defined by {ö^} n :— ö^n, where

T := {v : vn e T% n = 1 -> iV, and £ v - 0} (1.23)

and

y : = { ^ : ^ € y , n = l - > i V , and £ v - 0} • (1.24)

(c) Noting (1.4a, 1.5), it follows that L,M(O) = L \M{O) '1S invertible. Hence we can defme ÇL ' F —> V by

{LVÇLv, VT/) = (v,77) V r] G ff^fï). (1.25)

(d) gh :T^Vh:= {vh e Sh : (v\ 1) = 0} is such that

(V5VVx) = (v,x) V X e 5 \ (1.26)

(e) gh : ̂  -> Vh is defined by {e^^jn := gSn, where

V h : = { t ) / l : ! j j 6 7 h
) n = l 4 TV, and £ > h = 0 } c V . (1.27)

(f) ÖL : ^ -^ V"h is such that Qh
L = L^{0)g

h; that is,

(LVÖ^,Vx) = {^ïx) V X G S \ (1.28)

(g) Öh : ̂ c -> T̂ '1 is defined by

V K x ) h V x e S h , (1.29)

where Tc := {v E C(fi) : (u, l)'1 = 0}.

(h) gh : ̂ c -> Vfc is defined by {ô^vjn := ö^^n, where

^ c := { v : Un e JF^ n = 1 -> JV, and £ u = 0 } D Vh . (1.30)

(i) ö^ : ̂ c -^ Vh is defined by ö^ = L^,^gh\ that is,

(LVö^v, Vx) = (v? x) h V % G Sh. (1-31)

On noting the Poincaré inequality

•Mo < ^(l7?!! + \(Vi !)l) v ^ e ff^fi), (1-32)
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the well-posedness of Q} Q, Qh, Gh follows. In addition, on noting (1.17) we deduce the well-posedness of Gh

and Gh- Finally, as £yw(o) = L \M(Q) is invertible, or equivalently noting that

\Lmin\v\i ^ (LVv, Vv) V v e V (1.33)

where A£min is the smallest positive eigenvalue of L; yields the well-posedness of GL, Q\ and Q\.
Noting (1.25) one can then define a norm on T by

H U := |L1 / 2ÖLV|I = [ (LVÇLv, VgLv)}1/2 = [ (v, GLv) ]1 / 2 V ^ f . (1.34)

It follows from (1.33, 1.34) that

ALmin|0Lt>|Ï ^ Hl?.! V V G T. (1.35)

In addition it follows from (1.25, 1.34, 1.35) that

ALminIMI-l ^ |Öi>|Ï < | |i | | ||V||-1 VveF. '• (1.36)

Hence || • ||_i is equivalent to the standard (H1(Çl))/ norm on F. Similarly, one can define norms on T and

[ ] [ ] \/veT (1.37)

and

|M|_ f c ,h := I L ^ â ^ l i = [ { L V g h
L v , V Ù h

L v ) ] 1 / 2 = [ ( » , Q h
L v ) h ] 1 / 2 V e e r , (1.38)

respectively. It follows from (1.28, 1.31, 1.37, 1.38) that for all vh e Vh and for all a > 0

\vh\l = (L^Vgh
Lv\L^Wh) ^ ~\\vh\W+^\\L\\\vh\l (1.39a)

\vh\\ = {L^Vgh
Lv\L^l^vh) < 2-1^11^ +|||i|| |^|2. (1.39b)

It is well-known that

\(G - Gh)n\o ^ Ch2-m\gmr]\m, VVe(Hm(n)ynF, m = 0 o r l . (1.40)

Hence, it follows from (1.25, 1.28, 1.36, 1.40) that

\(QL - Qh
L)v\o ̂  A^ i n | (ö - gh)v\o < c/i2—\Gm

n\m ^ ctf-m \\r,\\_m

\/ri£(Hm{Sl)ynF, m = 0 o r l . ' (1.41)

It is easily deduced from (1.18), e.g. see [4], that

\\(gh - â ' V l I i < C/»2||«fc||i V vh G Vh. (1.42)

Hence it follows from (1.28, 1.31, 1.42) that

h ^ h Ù h 2 h VvhGVh. (1.43)
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Next we note that

Ci/iVli < C2h\vh\0 ^ \\vh\\_h ^ H^ll-i ^ C3\\v
h\\.h Vvhe Vh. (1.44)

The first inequality on the left is just an inverse inequality, recalling that the partitioning is quasi-uniform. The
second follows from the first and (1.39a). The third follows from noting that \L^2Ç^vh\i ^ ^ ^ Q L V ^ The
final inequality follows from noting (1.41) with m = 0 and the second inequality above. Finally, we have an
analogue of (1.44)

h2\vh\± ̂  Cxh\vh\h < C2\\v
h\\-h,h < C3||«

h||-h ̂  CA\\vh\\-hth V ^ e Vh. (1.45)

The first inequahty on the left is just an inverse inequality on noting (1.17). The second follows from the first
and (1.39b). The third and fourth follow from (1.43) and noting the first two inequahties in (1.44) and (1.45),
respectively.

2. THE CONTINUOUS PROBLEM

It is easily established, see [2] for details, that (P) can be rewritten as:

Find {u(-, f), A(£), £(-,£)} e Km. x .M(O) x L2(Q) such that «(-,0) = t*°(-) and for a.e. t G (0,T)

du
tt)) + ( Ö L - ^ - - ( 7 - l E ) A u - A - ^ l > f ï - u ) ^ 0 V776ÜT (2.1)

where

K := {q G K and N^r)(x) = 1 for a.e. x e fi}, (2.2a)

rn := {77 G K and ƒ r? = m := ƒ u0}- (2.2b)

In the above we have eliminated w e Y by noting from (1.1a, 1.25, 1.33, 1.32) that

du
w = -ÇL— + \ , (2.3)

where \(t) G A4(0) can be viewed as an unknown Lagrange multiplier.

T h e o r e m 2 .1 . Let the assumptions (D2) hold. Let Ct be convex polyhedral or 9 0 G C1 '1 . Then there exists a
unique solution {«(-,£), A(t), £(-,£)} (= {U(- ,£) , IÜ(- , £),£(•,£)}) to (P) such that the following stabüity bounds
hold:

f1^)) + \\W\\L2(0,T;H2(Q)) + llCl|Loo(0)T;I,2(n)) ^ C. (2.4)

In addition we have for a.e. ta, % with O < ta < 4 < T that

l|2

+C(tb-ta). (2.5)
1-1

Proof. Existence, uniqueness and the bounds (2.4) are proved in Theorem 2.1 of [3] for a concentration dependent
mobility matrix L. We note that the bounds (2.4) hold for any T > 0 for the present case of a constant mobility
matrix L.
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For a.e. t G (Öt}T) and for all Öt > 0, on choosing r) = u{-,t — öt) G Km in (2.1) and r/ = u{-,t) G
in (2.1) at H — t — Öf\ adding, using (1.25), a Young's inequality and (1.34) it follows that

\u(;t) - U(;t- 5t)\\ + i ~\H;t) - u(;t- (A(u(;t) - u(;t- ôt)),u(;t) - u(;t- öt))

+C(rf, AAmax) ||u(., t) - «(•, t - St)^. (2.6)

Integrating (2.6) over (ta,tb) ç (ôt,T), dividing through by (5t)2, taking the limit as St \ 0 and noting (2.4)
yields that

7
rtb du

L 'dt
du 2

1

8U( + \
2

— l

du
~dt^'ta'j - 1

2

- i

Ik
dt

- 1

Hence the desired result (2.5).

For later purposes, we note that J : H1 defined by

Av) ••= \ H\ - \ {An, n) v v e H\n)

(2.7)

D

(2.8)

is a Lyapunov functional for (P). To see this, we fix St > O then it follows for a.e. t e (öt, T), on choosing
77 = «(•, i - <5t) e üfm in (2.1), that

Noting the identity

-2(a - b)b = b2 - a2 + (a - b)2 Va,èeE,

it follows from (2.9) and (2.8) that for a.e. t e (St, T) and for all 5t > O

(2.9)

(2.10)

,t)) - J(u(-,t - öt)) + öt [yL-^(-,t),
U(;t)-U(;t-St)\ (öt) u(-,t) -u(-,t-öt)

(2.11)

Dividing (2.11) by öt, integrating from t = öt to tk> taking the limit öt \ 0 and noting (2.4), (1.34) and (D2)
yields for k = 1 —» K that

-(•,*) dt < J(u°) < C. (2.12)
- 1
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3. FINITE ELEMENT APPROXIMATION

Firstly, we note the following results concerning Q^. It follows immediately from (1.10, 1.11) and the
assumptions (Dl, A2) that for % = 1 and 2

°O»O = 1> V x e Ö , (3.1a)
and | |QN°III < C|l«°lli < c- (3-lb)

Under the same assumptions it follows that

I K - Q X I U ^Ch\\u°\\0^Ch and Q\u°{x) > 0 V x e U, (3.2)

see [1] for details. Under the assumptions (D2, A2) it follows from (1.20, 1.32, 1.34, 1.35) that

||u° - Q M - I < C\u° - Q X l o < ChA\uQ\\ ^ ChA (3.3a)

and in addition from (1.21) with m — 0 and p = oo that for h ^ ho

Q%u°{x) ^ 0 V a e f i . (3.3b)

We now consider the finite element approximation (P'1^*), see (1.9a, b), to (P). Let

Kh := {x e Kh and JV £ x ( œ m ) = 1, m = 1 -> M}, (3.4a)

Kh
m ~ {x E Kh and ƒ X = m := ƒ w0}- (3.4b)

Similarly to (2.1), on noting (3.1a), it is easily established, see [2] for details, that (ph>At) can be rewritten as:
For k = 1 -> K, find {Uk,Ak,Ek} G Kh

m x M(0) x Sh such that

7(Wfe,v(x-uk)) + (â^ rfc
 A^' M -(i-1E)^ f c .x-t/ f ej (̂Afe + s f c i , x - ^ e ^ ,

(3.5)

where U° = QiU0, i — 1 or 2. In the above, similarly to (2.3), we have eliminated Wk G Yh by noting from
(1.9a, 1.31=1.33) that

wk = -gh \uk-\
L A

(3.6)

Theorem 3.1. Lê  the assumptions (D2) and (A2) hold. Let U° = Q^u°. T^en /or aZZ h ^ ho and for all
At < 47/(A^max||L||)J there exists a solution {Uh, Afc, Sfe}fLi (= {C/fc,Wfc,Sfc}f=1) to (/*•**,)• Moreo^er
{C/fe}^x is unique and the following stability bounds hold

+ WW^iO^iiH^n))') + ( O H l l f O . î ^ ) )

Â C , ( 3 . 7 )

where U and Û are defined as in (1.13a, b) withW, A and H being similarly defined. Furthermore we have
that

+ WWw^^io^T^H1^))*) + IIAH^oo^r) < C. (3.8)
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Proof. Existence, uniqueness and the bounds (3.7) are proved in Theorem 3.1 of [2] with the assumption (D2)
replaced by (Dl) and the projection Q\ replaced by Qx under no constraint on h. It is a simple matter to
adapt these proofs to the projection Q\ with the mesh constraint on noting (3.1a, b) and (3.3a, b).

Therefore we need only prove (3.8). For the purposes of the analysis, it is convenient to introducé U~ such
that U° - U'1 G Vh and

u°-u
At

- i

= 0 (3.9)

For m ^ 1, it follows from adding (3.5) with k = m and x = Um 1 to (3.5) with k = m - 1 and x = Um [(3.9)
if m = 1 with x = U° - U1} that

7 |V(*7m - Um~l)\l - (A(C/m - t/™"1), £/m - Um~l)h

rrm—1 jjm—1 rjm—2
m j-jm—l

Li At At

Summing (3.10) for m = 1 -» fc, noting (1.38, 1.39b, 2.10) yields for fe = 1 - • üf that

},Um-U' . (3.10)

At

- i 2

i
uk -ufc-1

At
-h,h

1
•2 At

k

-hth

jjrn _

At

r - l

At

At

Um -

-h,h
(3-11)

Choosing x = U° -U'1 in (3.9) and noting (1.11, 1.25, 1.34, 1.38), assumption (D2), (1.31, 1.44, 1.45, 3.1b)
yields that

U°-U^ 2

= - 7
-h,h

7-—1 \ ^

At
'-'%f^»,^-^-

At

(3.12)

Hence combining (3.11, 3.12) and noting (1.32, 1.44, 1.45, 3.7) yields the first two bounds in (3.8).
The final bound in (3.8) follows from the second and recalling from (3.28-3.29) of [2] that

C
At

+ 1
-h,h

(3.13)

D
In Theorem 3.3 below we adapt the technique in Rulla [5] to improve on the temporal discretization error bound
in [2] for the scheme (Ph'At). In the next lemma we bound a key term required in the proof of this theorem.
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Lemma 3.2. Let the assumptions of Theorem 3.1 holà. Then for k = 1 —> K, we have that

-I"
Jo

dU
dt

Jh{Uk)- Jh

- 1
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(3.14)

(3.15)

Proof. Choosing x = Um in (3.5) with k = m - 1 if m^2 and x = U1 - U° in (3.9), noting (2.10, 3.15) yields
for m = 1 ->• K that

where Jh : Sh —> R is defined by

Jh{x)--=l\x\\-\{Ax,x)h

• ? l t / m - :

TTl — 2 ~| TT171 TTrn~l \

Â T

It follows from (1.39b, 1.44, 1.45, 3.8, 3.16) that for m = 1 -> X

•jjm-1 _ [ /m=-2

(3.16)

' L ' At

Noting (1.38, 2.10, 3.17) we have for m = 1 -> K that

2

_ jjm-1

At
+ C{Atf (3.17)

-At
At -h,h

Jh(Um-1)-Jh(Um)

Tjm—1 _ jjm —2 _ jjm-1

(3.18)
-h,h

Summing (3.18) and noting (3.12), then yields for k = 1 —> K that

dU
dt

1
+ /(Q2V) < -At u°

At
CAt ^ CAL (3.19)

\-h,h

The desired result (3.14) then follows from (3.19) on noting (1.18, 1.32, 1.34, 1.38, 1.41, 1.43, 3.8). •
Theorem 3.3. Let the assumptions (D2, A2) hold. Let U° = Q%u°. Then for all h ̂  h0 and for all At <

M we have that

Wu ~ \u ~ C (3-20)
Froo/. Using the notation (1.13a,b), (3.5) can be restated as:

Find U e ̂ (O.T; K1^) such that U(-,Q) = Q^i') and for a.e. t e (0,T)

h

7 (3.21)
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We set e := u — Z7, ê := u — Û, eA := u — irhu, eh := 7rhu — Ï7 and ê71 := irhu — £/. Note that ƒ e =
ƒ eA + ƒ e^ = 0, ƒ ê = ƒ eA + ƒ ê'1 - 0 and £ e A = ^ e ^ = £ e ^ = 0. For a.e. t e (0, T) we have that

IAI2 (3.22)

Introducing

(3.23)

we have that

~~(;t), t E (tk-Utk), k = 1 -> K. (3.24)

It follows from (2.10, 3.24) that

2di'

1 d ,

- , -

,At Öe

- i - ï âï"
(3.25)

Next we note that

7(Vê,Vêft)+ öt-sr.ê =

dU
~dt''

(3.26)

Prom (2.1), with r) = Û, and (2.4) it follows that

(3.27)

Choosing x = Tthu in (3.21) yields that

(3.28)
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Combining (3.22, 3.25-3.28) and noting (1.32, 1.34, 1.35, 1.41, 1.43), a Young's inequality, (1.18, 3.24) and that
(A - Â, ê) = 0 yields

1 d ,At de
dt - i

au
~dt

eA\o
- i

, ëh) - (AÛ, êh)h] - (A - Â, eA) + Ch2

dt

At A t

dt L,
du_
dt - i

H|2
au_
dt - 1

+ Ch2

+ C

dU
dt

du
~dt

du
dt - i

(A*)a au
dt + (3.29)

Integrating (3.29), and noting that e(-,0) = (I-Q%)u°(•), dU/dt is constant over (tk-i,tk), (1.19, 2.4, 3.3a, 3.7)
yields that for k = 1 -> K

tfc de
dt

dt

<\\(i-QÏ)u°\\2-i+ f
Jo

-h ^r dt

+ C

+ Ch2

+

au

At

2

d i t
2

- 1

1
2

2 "

— 1

öt
ê l

ƒ' cl MAt

'm
2

1
2

- 1

au
dt

2 ~

(3.30)

Setting u(-,t) :~ u(-,t + At/2) and defining e := u— U, it follows in an analogous manner to (3.30) that for
k = l^K

\dë

- i

r
Jo

.At du
~at

au_
at

(3.31)

dt.
- i
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Next we note for k = 1 -» K that

/ "
àt =

- i

= / M
A<

Jo

-P
Jo

dt['t}
dt + /

Jtk

dt
- i

(3.32)
i - i

where tk+i := | ( t f c+t f c + i ) , fc = 0 -> if, and fiAt(t) := fiAt (t + At) fort G (-At,0]. Noting for t e [0,T] that

1 At
(3.33)

(2.4, 2.5) we have that

n dt

**!

OU

du
~&t

du
Ht

, ^ ^ A 2 A I , , 1

- 1

*+£
.ôit ( m - l)At^
'"ât"^' 2 J

mAt

i - i

dt + C AL

+ CAt

(3.34)
- i

Furthermore as //At(t) ^ 1/2 for t € ( t m _i , t m _i ] , m = 1 -> if, it follows that

(3.35)

Similarly to (3.35), on noting that dU /dt is constant on (tm_i,tm) , m = 1 ->- if, we have that

- è

ôe
dt

- i

ÔC

- i
/

Jo

de
Ôt

dt. (3.36)
- i
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Combining (2.4, 3.3a, 3.30-3.32, 3.34-3.36) yields for k = 1 -> K that

985

r
Jo

+ At

de
dt

dt

Jo

du
~dt (•,*)

/o

\au
(•,*)

i - i

dt{'t]
dt + C [h2 + (At)2}

- i

- i

dU
dt - i

dt + C [ft2 + (At)2] .

(3.37)

We now bound the second intégral on the right-hand side of (3.37). Combining (2.12, 3.14) we have for
k = 1 -> K that

i 2 1
de ^ Jh(U ) — J(u(

l - i II "u i l - i

From (1.18, 1.20, 2.8, 3.15) and (D2) it follows that

\J(u°)-Jh(Q%u0)\ < Ch.

From (1.18, 1.19, 2.4, 2.8, 3.15) it follows for k = 1 ->• K that

\J(u(-,tk)) - Jh(nhu(-,tk))\ < Ch.

(3.38)

(3.39)

(3.40)

It follows from (1.17, 1.19, 1.25, 1.31, 1.44, 1.45, 2.4, 2.10, 3.5, 3.8, 3.15) and a Young's inequality that for
k = 1 -> K and for all a > 0

At
r f e - l

At

- (AUk, eh(-, tk))
h 1 + \ AAmax|e

h(-, tfe)l

+ Afe,eh(-,tfc)j +C|eh(-,tfc)l§

/ - ƒ )cA(
- 1

+ C [\\Ak\\ \eA(-,tk)\o + \e(;tk)\l + \eA(-,tk)\
2

^ a (At)"1 ||e(-, t^WU + C [At + h2] .

Combining (3.37-3.41) for a sufficiently small yields for k = 1 —> K that

(3.41)

tk\ tk

(3.42)
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Next we note for k = 1 —» ÜT that

î 1 . 0

FIGURE 1. u(-,t) for t = 0 and 0.15

2(Ai)2 II^H^dt. (3.43)

The desired result (3.20) then follows from combining (3.42, 3.43) and a similar bound with e replaced by e,
applying a discrete Gronwall inequality and noting (1.32, 2.4, 3.8). D

4. NUMERICAL EXPERIMENT

We chose N = 3,

2/3 - 1 / 3 - l / 3 \
-1/3 2/3 - 1 / 3
-1/3 - 1 / 3 2 / 3 /

and (4.1)

We note that the eigenvalues of L and A are respectively 0, 1, 1 and —2, 1, 1.
As no exact time dependent solution to (P) is known with a free boundary, a comparison between the solutions

of (p^'At) on a coarse mesh, £/, with that on a fine mesh, it, was made. The data used in the experiment on
the coarse meshes were ft = (0,1), 7 = 0.005, T = 0.15, At = O.I6/1 and h = 1/(M - 1) where M = 2P + 1
(p = 5,6, 7, 8). The data were the same for the fine mesh except that M = 211 + 1.

As ÀAmax = 1 and ||L|| = 1 the condition in Theorem 3.3 on At is that At < 4j = 0.02. The initial data u° was
taken to be the clamped (complete) cubic spline with u\ taking the values {s, s, 5, s/2, s/128, s/4, s/2, s/2, s/2}
at the equally spaced points i/8, z = 0 -> 8; ^ ( x ) = uj(l — x) and ^ (x ) = 1 — ifc?(aï) — u^{x). In the above we
chose s = 1024/1779, so that ƒ u° « 1/3, n = 1 -> 3; see Figure 1, where we plot w(-,0) and «(-,0.15). Note
that u° e i ï 3 (n ) \ iï4(fi), du0/du = 0 and w° > 51 for J = 1.04 x 10"3. Hence u° satisfies the assumptions
(D2). This choice of initial data also ensured that there was a free boundary for Ul on all of the coarse meshes.
In addition for all choices of ft, the discrete initial data Q^u° satisfied (3.3b).

We used the itérative method discussed in [2] to solve for Uk at each time level in (Ph 'Ai) with the same
stopping criterion: maximum différence of the successive itérâtes was less than 10~7.



FINITE ELEMENT APPROXIMATION OF MULTI-COMPONENT PHASE SEPARATION 987

We computed the quantity

[ K 1 */2

fe=l J

and obtained the following table of values to three significant figures:

M
e?a
ci

2.24
2.24
7.75
5.26

33
X
X

X

X

io-3

io-3

10"4

IO"3

3.45
3.45
2.27
9.18

65
X

X

X

X

10~4

10~4

10"4

IO"4

7.22
7.22
4.68
1.91

129
X

x
X

X

10"5

io-5

io-5

10"4

1
1
1
4

.70

.70

.11

.51

257
X
X

X

X

10~5

IO"5

10~5

io-5

We see that the ratio of consécutive ||£||2 is approximately 5.7, 4.8 and 4.2 which are around 4.0, the rate of
convergence proved in Theorem 3.3.
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