
ESAIM: MODÉLISATION MATHÉMATIQUE ET ANALYSE NUMÉRIQUE

KAZUFUMI ITO

KARL KUNISCH
An active set strategy based on the augmented lagrangian
formulation for image restoration
ESAIM: Modélisation mathématique et analyse numérique, tome 33, no 1 (1999), p. 1-21
<http://www.numdam.org/item?id=M2AN_1999__33_1_1_0>

© SMAI, EDP Sciences, 1999, tous droits réservés.

L’accès aux archives de la revue « ESAIM: Modélisation mathématique et analyse
numérique » (http://www.esaim-m2an.org/) implique l’accord avec les conditions
générales d’utilisation (http://www.numdam.org/conditions). Toute utilisation com-
merciale ou impression systématique est constitutive d’une infraction pénale. Toute
copie ou impression de ce fichier doit contenir la présente mention de copyright.

Article numérisé dans le cadre du programme
Numérisation de documents anciens mathématiques

http://www.numdam.org/

http://www.numdam.org/item?id=M2AN_1999__33_1_1_0
http://www.esaim-m2an.org/
http://www.numdam.org/conditions
http://www.numdam.org/
http://www.numdam.org/


Mathematical Modelling and Numerical Analysis M2AW, Vol. 33, N° 1, 1999. p. 1-21
Modélisation Mathématique et Analyse Numérique

AN ACTIVE SET STRATEGY BASED ON THE AUGMENTED LAGRANGIAN
FORMULATION FOR IMAGE RESTORATION

KAZUFUMI ITO1 AND KARL KUNISCH2

Abstract. Lagrangian and augmentée! Lagrangian methods for nondifferentiable optimization prob-
lems that arise from the total bounded variation formulation of image restoration problems are an-
alyzed. Conditional convergence of the Uzawa algorithm and unconditional convergence of the first
order augmented Lagrangian schemes are discussed. A Newton type method based on an active set
strategy defined by means of the dual variables is developed and analyzed. Numerical examples for
blocky signais and images perturbed by very high noise are included.

Résumé. On analyse les méthodes de lagrangien et de lagrangien augmenté pour des problèmes
d'optimisation non différentiable, provenant de la formulation de variation totale bornée en restauration
d'images. La convergence conditionnelle de l'algorithme d'Uzawa et la convergence inconditionnelle des
schémas de premier ordre de lagrangien augmenté sont discutées. Une méthode de type Newton basée
sur une statégie d'ensemble actif, définie au moyen de variables primales et duales, est développée et
analysée. Des exemples numériques sont donnés pour des signaux discontinus et des images pertubées
par très fort bruit.
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1. INTRODUCTION

In this paper we present an augmented Lagrangian technique to numerically solve the nonsmooth convex
optimization problem that arises in image restoration. The image restoration problem is formulated as the
minimization of a least squares fit criterion and of a regularization of total bounded variational (BV-)type.
BV-regularization terms have the advantage over square of gradient-type regularization in that they minimize
undesirable smearing of corners and of discontinuities in the image. Due to the BV-term the cost functional
becomes nondifferentiable, however, and an efficient numerical technique needs to be employed which allows a
reliable minimization. Here we present such a technique.

To briefly describe the formulation of the problem let u dénote the grey values of a noisy image z occupying
a two-dimensional bounded région Vt. To restore (or denoise) the image u one considers the variational problem

mm / (f \Vu\2 + g\Vu\) dx + \ f \u- z\2dx over u e H^(ü). (1.1)
Jn J Jn

In the infinité dimensional part of our study we focus on the case where the constant \i is positive and small with
respect to g. For the discretized problems we may take fi > 0. From [7] we recall that JQ \S/u\dx is equivalent
to the BV-seminorm on ifo(^)-functions.
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While there is a large literature on image restoration the analysis of nondifferential optimization techniques
started only rather recently. In [10] the authors propose the BV-formulation (1.1) with \i = 0 and describe a
gradient type algorithm for numerical implementation. In [11] the BV-term in (1-1) is replaced by jQ ^/e -+- |Vu|2,
for small positive e, thus circumventing the problem of lack of differentiabïlity of the cost functional. The
requirement e > 0 was eliminated in [2] where image deblurring problems are considered, i.e. the data z are
related to Ku with K a compact operator. The numerical methods in [2,11] are5 however, completely different
from those proposed in the present work.

In [5] the authors give an interesting numerical account of the advantages and disadvantages of the BV-
formulation for the image restoration problem. The optimality condition related to (1.1) leads to a nonlinear
elliptic équation. In this context we mention the recent work of nonlinear parabolic diffusion models [1,4] which,
in particular guarantee that smoothing is enhanced parallel to edges in the original picture and its intensity
dépends on the radius of curvature of the edges.

In the present paper the approach to solve (1.1) is based on abstract results on Lagrangian and augmented
Lagrangian techniques for nonsmooth optimization [8]. These techniques allow to substitute the nondifferen-
tiable term by a new variable, called the Lagrangian or dual variable. At the solution the primai variable u
and the dual variable satisfy a nonlinear system of équations, called the optimality system. This approach is
comparable (and on an abstract level equivalent) to realizing equality and inequality constraints in optimiza-
tion problems by Lagrangian terms in the cost functional. In Section 2 we develop the duality framework and
describe first order methods for sol ving the optimality system. Specifically, the Uzawa algorithm and the first
order augmented Lagrangian method are compared. The former can be considered as explicit algorithm in
the dual variable which is conditionally convergent. The latter on the other hand is an implicit method that
converges unconditionally.

Section 3 is devoted to the development of a Newton type algorithm that is based on the duality theory of
Section 2 for solving the optimality system. Difficulties arise due to the fact that the dual variable is not uniquely
deflned on the active set, ie . on {x : Vu(x) ~ 0}. To circumvent this problem an active set strategy based on the
first order augmented Lagrangian update of the dual variable is employed. A similar technique was proposed
for finite dimensional inequality constrained optimization problems in [3]. The convergence analysis of the
method is impeded by the fact that |VI&(T)| can become zero arbitrarily siowly as x varies and that the gradient
operator is not surjective. We therefore restrict ourselves to the discretized formulation of (1.1) in that section.
Section 3 closes with a brief account of the case when O is only one-dimensional. The practical implications of
this case are given by voice détection problems. Numerical results for both, the image reconstruction and the
voice détection cases are given in Section 4.

2, CONVEX OPTIMIZATION AND NECESSARY OPTIMALITY CONDITION

Consider the variational problem

min / (£ | Vw|2 + g \Vu\) dx + \ f \u - z\2 dx over u € H^O), (2.1)

for restoring the original image u from a noisy image z € L2(Q). Here /i > 0 and g > 0 are flxed but can
be adjusted to the statistics of noise. If \i = 0 then this problem is equivalent to the image enhancement

in [10] based on minimization of the BV semi-norm formulation / JVu| subject to the standard déviation
in

constraint Ja \u~ z\2 dx — a2. In fact l/g is the Lagrange multiplier associated with the equality constraint
fn \u — z\2 dx = a2. To describe and analyze algorithms to solve (2.1) in a systematic manner we shall consider
(2.1) as a special case of the following optimization problem:

minimize f(x) + <p(Ax). (2.2)
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Hère ƒ : X —• R and <p : H —> R are convex fonctions, A : X —»• H is a bounded linear operator, and X,H
are Hubert spaces. It is assumed that ƒ is a continuously differentiable, coercive fonction and that tp is a
proper> lower semicontinuous, convex function. The fimctional (p represents the nonsmooth component of the
costfunctional.

For the image restoration problem (2.1), we choose

X = H£(ÇL),H = L2(Q) x L2(Q) and A = grad,

and define ƒ and <p by

f(u) = \ f (M|V<U|2 4- \u - z\2) dx,
Jn

and

We note that there are no essential changes if X is chosen to be Hl(Çl). In either case ƒ is coercive on X.

2.1. Lagrange multiplier

We discuss the necessary optimality condition for (2.1) in terms of the Lagrange multiplier rule for the
nonsmooth minimization problem (2.2). For this purpose H is identified with its dual i/*,(-,-) dénotes the
inner product on H and (•, •) dénotes the duality product of X* x X. We assume that ƒ and <p are bounded
below by zero and that

(f(xi) ~ f(x2), X! - x2> > a\x! - x2\\ (2.3)

for a constant a > 0 and ail X\,X2 G X. The subdifferential d<p(v) of (p is defined by

d(p(y) = {v* G H : tp(y) — ip(v) > (v*,y — v) for ail y G H}.

That is, the difTerential is no longer single-valued. Since (p is proper there exists an element VQ G D(tp) — {v G
H : ip(v) < oo} such that

ip(Ax) - <p(v0) > (VQ,AX - VO)H for ail VQ G d<p(vQ). (2.4)

Hence, lira f (x) + tp(Ax) —> oo as \x\x —> oo and it follows from [6] that there exists a unique minimizer x* G X
for (2.2). The necessary and sufficient condition for x* G X to be the minimizer of (2.2) is given by

</'(s*), x - x*) + ip(Ax) - <?(Az*) > 0 for ail x G X. (2.5)

Suppose that 9? is difTerentiable at Ax*. Then (2.5) is equivalent to f'(x)+A*tpf(Ax*) = 0. For nondifferentiable,
proper, lower semicontinuous, convex function ip (2.5) implies the existence of À* G H such that

A* G d<p(Ax*) and f(x*) + A*A* = 0, (2.6)

providedj for example, that <p is finite and continuo us at Ax*. Conversely, suppose (x*,A*) G X x H satisfies
(2.6). Then, ip{Ax) - v?(Az*) > (A*, A(x - x*)) for ail x G X. Thus, (2.6) implies (2.5). It then follows from
(2.4) that x* minimizes (2.2).
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For the image rest orat ion problem (p(v) is finit e and continuous at each v G H and A G d(p(v) is given
by (e.0., see [6,8])

A G C and X(x) • v(x) = \v(x)\ a.e. x e fl

where

C = {A G H : |A(x)| < 1 a.e. x G O}.

Thus, the necessary and sufficient optimality condition for (2.1) is given by the existence of (u, A) G X x H
satisfying

~/j,Au -f u - ^ div A = z (2.7)
A(a?) • Vu(x) = \Vu(x)\ a.e. a: G O.

Remark 2.1. The analysis of this section requires Hilbert space structure and for this reason /x > 0 is assumed.
Let us briefly comment, however, on the limit problem as \i —» 0+. We consider

min $ / | Vu | + \ \ \ u - z |2 dx over u G BF(O) with rr u = 0 (2.8)

where BV(f2) dénotes the space of fonctions of bounded variation and rr dénotes the trace in the sense of
BV(Q) on the boundary F of O5 as defined in [7], for example. Let us, within this remark, dénote the solutions
to (2.1) by Up. We shall argue that the séquence {wM} converges to the solution u of (2.8) as fj, -> 0+, In
fact {up : /i G (0,1]} is bounded in BV (ft) and hence in L2(fï) [7], It follows that there exists a subsequence,
denoted by the same symbols? and ü G -BX^Q), such that u^ —ï ü weakly in L2(fl) and strongly in L1(O), [7].
Moreover j n |Vü | < liminf^^o J^ \^uj |» [7] and hence we may take the liminf with respect to \x > 0 in

z\2dxf (f [Vu^f+glVu^l) dx + | f \U}1-z\2dx< f (^\Vu\2 + g\Vu\)dx + l f \u-
Jn JQ Ja Jn

for every u G HQ(Q) to obtain

g | Vw | + \ f \ü~z\2dx<g / | Vu | + | ƒ | u - ^ |2 dx,
Jo Jn Jn Jn

for all u G Hl(fï). Since for every u G BV(Ü) with r r u = 0 (in the sense of BV(Q)) there exists {uj} G JïJ(îî)
with limj-^oo | uj — u|x,2 = 0 and limj-̂ oo Ja |VUJ | = Jo |Vu|, ([7], p. 38), it follows that ü is a solution
to (2.8). D

2.2. Augmentée Lagrangian formulation

In this section we apply a regularization method based on augmented Lagrangians [3,8] to obtain a regularized
optimality condition that is equivalent to the complementary condition A* G d<p(Ax*) in (2.17) below. This
regularization is a generalization of the well-known Moreau-Yosida regularization. It is clear that problem (2.2)
is equivalent to

minimize f(x) H- tp(Ax — u) subject to u = 0 in H.

The equality constraint u = 0 is treated by the augmented Lagrangian method. That is, we consider the
minimization over x E X and u G H of the form

minimize f(x) + <p(Ax — u) + (A, U)H + f \ufH (2.9)
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where À G H is a multiplier and c is a positive scalar penalty parameter [3]. Equivalently, problem (2.9) is
written as

minimize Lc(x, À) = f(x) + (pc(Ax, X) (2.10)

where (pc(v, X) is defined by

<pc(v,X) = tâH{<p{v - y) + (\y)H + § \y\2
H} (2.11)

for (c, A) G R+ x H. Hère, (pc(vj A) is a C 1 approximation of cp in the following sensé [8].

Lemma 2.2. For every v,X G H the infimum in (2.11) is attained at a unique point yc(v,X) and tpc(v,\) is
convex, (Lipschitz-) continuously Fréchet differentiable in v and

<p'c{v,X) -

•
If A = 0 then </?c(v,0) is the proximal approximation of <p. Moreover, if A G d<p(v) then yc(v,X) — 0 and

Pc(v, A) = A. The proof of the lemma is based on the observation that (2.11) is equivalent to

Vc(v, A) = miHW(y) + î\v + c-'\- y\2} - £|A|2 (2.11)'

where ü = v — u. The following dual représentation of (pc(v, A) plays an important rôle in our discussion. Define
the conjugate function tp* of <p by

tp*(v*) = sup{(u)t;*) -<p(v)} for v* G H.
veH

Then, we have the following lemma [8].

Lemma 2.3. For x, A G H

Ve(v,\) = sup {(v,y*) - <p*{y*) - ±\y* - A|2} (2.12)
y*en

where the supremum is attained at a unique point Xc(v, X) and we have

Xc(v, X) = A + cyc(v, X) = <p'c(v, A). (2.13)

D

In many of the applications including the image restoration problem, the conjugate function (p* is given by

<p*{y*) = xc{y*), (2.14)

where C* is a closed convex set in H. Then, it follows from Lemma 2.3 that for v, X G H

<pc{v, A) = ™p{-£:\v' - (A + cv)\2
H} + i ( | A + cv\2

H - \X\2
H).

Hence, the supremum is attained at

<p'c(v,\)=Projc*(\ + cv) (2.15)

where Projc* (<f>) dénotes the projection of 0 G H onto C*.
The following theorem provides an equivalent characterization of A G d<p(x).
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T h e o r e m 2 . 4 . If X G d(p(v) for v,X G H, then X ~ (pf
c(v,X) for all c > 0. Conversely, if X G H satisfies

X = (pf
c(v, X) for some c > 0 ; then X G d(p(v). •

Proof. If A G d<p(x) t hen for all u € ff

ip(x — u) — ip(x) > (À, —n)

and thus

< (̂x — tt) + (A,-u) -h f |tt|2 >y{x).

Hence, the infimum of (2.11) is attained at uc(x,X) = 0 and it follows from Lemma 2.2 that A = y»'(ar, A).
Conversely, if A G ff satisfies A = y/(ar, A) for some c > 0, then uc(x> X) = 0 by Lemma 2.2. Hence, it follows
from Lemma 2.2, (2.11), and Lemma 2.3 that

<p(x) = <pc(x,\) - (x,A) -<^*(A).

Since A G d<p(x) if and only if

^(z) + ^*(A) = (A,z)

(e.flf., see [6]), A G dip(x). D

It follows from Theorem 2.4 that the complementarity condition A* G d(p(Ax*) can be equivalently expressed
as

A* =^(Aar*,A*). (2.16)

Thus, the optirnality condition (2.6) is equivalently written as

f(x*) + A*A* = 0 and A* = ^(Az*,À*), (2.17)

for some and equivalently ail c > 0.
The multiplier A* in (2.6, 2.17) is the Lagrange multiplier in the following sense. Define the Lagrangian

L : X x H -» R by

Then, (2.2) is equivalent to the min-max problem

min max Lfa;, A)
xex xeH

and we have the following resuit [6,9],

Theorem 2.5. The pair (x*, A*) G X x H satisfies (2.6) (equivalently, (2Al)) if and only if (x*, A*) is a saddle
point of L} i.e.y

L(x*,X) <L(z*,A*)<L(z,A*)

for dix G X,A G H.

D
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For the image restoration problem we have

<P*(v) = 9Xc(v)

where C is defined by (2.7) and from (2.12, 2.15)

Vc{v> \)=g [ ( i ( |A + cv\ - 1) + £ ( 1 ~ |A|2)) dx + £ f (|A + c<;|2 - |A|2) dxt
JQ\A JA

where A = {# : |A(x) + cv(x)| < 1}, and

// w A(x) + cz;(x)
p'(v, A) = g , ^ . x— . . ,x, a.e. x € SI.

cV ' } *max(l,|A(a;) +cv(x)\)'
The necessary and sufïicient optimality condition (2.17) is given by

—fiAu + u — g div A = z

for some and equivalent ly every c > 0.

2.3. First order algorithms

In this section we present the first order itérative algorithms for the necessary and sufïicient optimality
condition (2.17). It follows from (2.3) that given X e H the first équation of (2.17)

has a unique solution x(X) G X. Then (2.17) can be written as A* = ipf
c(Ax(X*),X*). That is, A* G H is a fixed

point of 3>(A) = tp'c(Ax(X), A). In this setting the Uzawa algorithm [6] is the fixed point itération given by

\k+1=<p'c(Ax(Xk),Xk). (2.19)

In particular the Uzawa algorithm is an explicit itération method for solving $(A) = A. It is proved in [9]
that the Uzawa algorithm converges provided that there exists a Lagrange multiplier A* satisfying (2.6) and
2ca-c 2 | |A | | 2 >0.

The first order augmented Lagrangian method [3,8] can be written as the fixed point itération

fc) (2.20a)

where Xk+i € X satisfies
f(xk+1)+A*\k+1=O. (2.206)

The first order augmented Lagrangian method is implicit and it is proved in [8] that different ly from the Uzawa
algorithm it converges unconditionally (in O 0) provided that there exists a Lagrange multiplier A* satisfying
(2.6). For the image restoration problem the Uzawa algorithm is expressed as

—fiAuk + u — g div Xk = z

_ (Afc +cVuk)(x) { ' '

max(l, |
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3. DlSCRETIZED PROBLEM AND ACTIVE SET STRATEGY

Consider the discretization of (2.1) by the finite différence approximation onO = ( 0 , l ) x ( 0 , l ) :

*-h3 12 ,

1 +1 £ 1 ) + 2 K ' - ^ ' (3.1)

+ E

over wï;:/,0 < i < n,0 < j < n, where /i = ^,ulj3 — u{ih^jh)^uoi3 = wn,j = 0 and ^,0 = u%yU = 0. Numerical
experiments showed that the discretization of | Vu| by one-sided finite différences gives significantly better results
than by central finite différences. We can write (3.1) as

- v^Hu + - \u - z\2 + ^|-Du|i over u 6 X = Rm (3.2)mm — '

where m = (n — l ) 2 , u = col (u ) i ,u ,2, • * -, u , n - i ) £ # m - The matrices AT, D are defmed by üf =
and

D1 \
^ with Di = Do ® / and D2 = / <8> Do-
^2 /

The matrix product <8> dénotes the Kroneker product. The matrix HQ G iî71 '1»"-1 is symmetrie tri-diagonal
with (Ho)ztz = p-, (üfo)i,»-i = (^o)z-i^ = — p-j the matrix Do is a lower triangular matrix with (Do)ï]t — ̂
and (Do)i,t-i = — ̂  and zero otherwise and / is the (n ~ 1) x (n — 1) identity matrix. Further we use the
following notations

, where (Du)t =

and

Cr» = {A = (AL A2) e R2m : |((Ax)„ A2),)|R2 < 1,1 < * < m}.

Throughout this section \x\ dénotes the Euclidean norm of the vector x, • dénotes the dot product in R2 and
(•)t is an element in R2.

It is possible to consider more gênerai costfunctionals f(u) provided that ƒ is C2 and there exists a a > 0
such that

f"{u){h, h) > a\h\2 for all u,h€X.

In particular, in this section we do not require /x > 0, but [i > 0 suffices.
In (3.2)

ƒ(«) =
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The necessary and sufficient optimality condition for the optimality pair (u*} A*) for (3.2) is given by

liHu + u + g&X - z and A, ^ ^ I < i < m (3.3)
max(l, |At +c(Du)t\)

for every c > 0. Again the second condition is equivalent to

Xt • {Du), = \{Du)t\ and |A,| < 1

for all i and

Hence, (3.3) is equivalent to

A. = ^ & for
(3.4)

- 0 for j e J.

where the index sets / = {i : |(£>u)i| ^ 0}, J = {j : \{Du)3 \ = 0}.

3.1. Active set strategy

Bot h the Uzawa algorithm and the first order augmented Lagrangian method are of first order. In order to
develop a Newton-like (formally second order) iterate for the nonsmooth minimization problem (3.2) we propose
an "active set strategy" which is based on the dual variable À. It is motivated by the work in [3,8]. From (3.4)
it follows that

K = i e I = { J ) ( 3 - 5 )

where J* is the active (index) set defined by

J*={j:\(Du)3\ = 0}

at the minimizer u = u*. This terminology is suggested by inequality constraints of the type u < 0, in which
the complementarity conditions (u, X)^™. = 0 and À > 0 imply that on the active set {j : u3 = 0}1 X3 > 0 is
unknown and otherwise À = 0. The active set strategy that we propose involves the update of the active index
set J according to the complement ar ity condition

X - A, + c {Du)% -x < - <
A i S ' S m

i.e.,

jfc = {j : |A* +c(Duk)3\ < 1} and Ik = {i : \Xk +c(Du%\ > 1}, (3.6)

where (uk,Xk) is the solution update. Define the matrices Bk = (£>I)Î, ,-Bf = (£>2)Î, for i e Ik and Ck —
(£>i)Jf , Cl = (D2)3, for j € Jk and

- \ B k )
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Then, we consider the minimization problem

min J(u) = f(u) + g \Du ji subject to Cku = 0 (3.7)

which is equivalent to

min f(u) -f g \ Bku |i subject to Cku = 0.

Here we use the same notation for the matrices Bk, Ck as for the matrix D. In the statement and proof of the
following lemma we suppress the index k in the notation of Bk and Ch.

Lemma 3.1. The minimization (3.7) has a unique solution u and there exist À satisfying

Xi - (Bu)i = \(Bu)i\ and |A*| < 1 for i <E Ik (3.8)

and fi G range (C) such that

f'M+gBtX + gCPn^O. (3.9)

•
Proof. First, note that the necessary and sufficient optimality condition for (3.7) is given by

f'(u)(h) + g \B(u + A)|i - g |J3u|i > 0 for all ft G ker(C). (3.10)

The C1 approximation y?c(v, 0) of \v\ in the sensé of (2.11) is given by

r M - à « H > ^
<Pc(v,0) = {

I c L.|2 :r L,| ^ 1

Consider the regularized problem

min Jc(u) = f(u) + g0c(But 0) subject to Cw = 0, (3.11)

where <pc(Bu,Q) = X)ie/ ¥3c((^'ti)iî 0)* The necessary and sufficient optimality condition for (3.11) is given by

f{uc){h) +gBt<p'c(BuCi Q)(h) = 0 for ail h G ker(C).

Since X = range (C1) + ker(C), this implies that there exists a unique fic € range (C) such that

f'(ue)+gBt<p'e{Buc,0)+gCtiJie=0. ' (3.12)

From (3.10)

0 > Jc(nc) - Jc(«) > f(uc) - f(u) - f(u)(uc - u)

+g {0c{Buc, 0) - <fic{Bu, 0) - |Buc| + \Bu\).

Since

<pc((Bu)i,0) - \(Bu)i\ < 0
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we have

<pc((Buc)uÖ) - \(Buc)i\ - (<pc((Bu)uQ) - \(Bu)i\) > -±

and thus

— \uc — u\2 < >0 as c —> oo.

2 2c

If we define

N H A _ c(Buc)i

^"} maxCl.IcCBucîil)

then |(Ac)i| < 1 and

{Buc)i\ if \(Buc)i\>±
(\c)i ( ^ {

( c\{Buc)i\
2 if \(Buc)i\<±.

From (3.12) we deduce that \fic\ is uniformly bounded in c > 0. Hence, it follows from (3.12) that for any cluster
point (A, fi) of the séquence {(Ac,yuc)}c>o (3.8, 3.9) are satisfied. D

The second order update method of (uk, Afc) based on the active set strategy is given as follows.

Aigorithm 1.
Step 1: Choose c > 0, u° G Mm and A0 G R2m satisfying |A? | < 1 and set k = 0.
Step 2: Set the index sets Jk = {j : |(Afc + cDuk)ó\ < 1} and Ik = {% : |(Afc + cDuk)i\ > 1}. Let (u, A,/x) be
the solution triple (as defined in Lemma 3.1) to

mmf(u) +^15^^11 subject to Cku = 0.

Step S: Set uk+1 = u, Afc+1 = A on Ik and Afc+1 - /x on Jfc and k - fe + 1. Go to Step 2.
In the following theorem we establish the fact that the aigorithm converges in finitely many steps. •

Theorem 3.2. Suppose that the itérâtes generated by the Aigorithm satisfy uk+1 ^ uk if Jk ^ Jk~x for k > 1.
Then the aigorithm converges in finitely many steps to the solution of (8.2). •

Proof If Jk = Jk+1 for some k > 0, then | ^ | < 1 for ail i G Jk. Since by Lemma 3.1 |A^+11 < 1 for ail i € Ik it
follows that (iifc+1j Afc+1) satisfies the optimality condition (3.4) and ukJtl is the minimizer of (3.2). It remains
to show that Jk / Jk+l for ail k is impossible.

We show that uk G ker(Cfc) for every k > 1. This claim is equivalent to {Duk)j = 0 for ail j G J^ and k > 1.
If j G J*0"1 then (Dwfc)j = 0 by définition of txfc. Suppose that (Duk)j ^ 0 for some j G I*"1, j G J*. Then,
see (3.3),

and therefore j G Ik which is impossible.
Next we show that J{uk) is strictly decreasing as long as Jk~1 / Jk. Since uk

yu
k+1 G ker(Cfc) for every

k > 1, it follows from (3.8, 3.9) that

J(uk) - J(uk^) = f(uk) ~ f(uh^) - f(uk+1)(uk - uk+l)

+g ( l ^ ^ l ! - |SV+ 1 | i - (AH 1 ,BV - Bkuk+1)) > %\uk - w^1!2,
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which by assumption implies that J(uk) is strictly decreasing as long as Jk~x ^ Jk. Since there are only finitely
many combinations of possible active indices this complètes the proof. D

Let us turn to giving a sufficient condition for the assumption of Theorem 3.2. From the proof of Theorem 3.2
it foilows that uk E ker(Cffc~1) f! ker(Ck). If uk = uk+1 then the rninimization of J(u) over the two different
subspaces ker(Cfc~1) and ker(Cfe~1) D ker(Cfe) have the same solution. A suffieient condition that this cannot
happen and that the assumption of Theorem 3.2 holds is that D is surjective. We give the details of this
statement in the following lemma. D is surjective in the case of the voice détection problem which is the one
dimensional version of (3.2) and is described in Section 3.3 below.

Lemma 3.3. Suppose D is surjecttve. Then Jk~1 ^ Jk tmphes uk ^ tife+1 for every k > 1. O

Proof Suppose that j € Jk~x and j G Ik for some k > 1. This implies that (Duk)3 = 0 and \fi3\ > 1. Then,
for h satisfying (Dh)3 — \x3 and (Dh)t = 0, i ^ j we find using (3.9, 3.10) that

J(uk + th) - J(uk) = f(uk + th)~ f(uk) -tf(uk)(h) + gt (1^1 - l^l 2 ) < 0

for appropriately chosen t > 0, since \fi3\ > 1. It foilows that uk+1 ^ uk. •

3.2. Modified algorithm

The implementation of the Algorithm for the active set strategy is as difEcult as that for the original mini-
mization. Thus, we propose the following modification of the Algorithm 1 which can be readily implemented.

Algorithm 2 (implemented).
Step 1: Choose c > 0, e > 0, u° e Mm and A° € M2m satisfying |A?| < 1 and set k = 0.
Step 2: Set the index sets Jk - {j : |(Afc + cDuk)3\ < 1} and Ik = {i : \(Xk + cDu%\ > 1}. Define the
corresponding matrices B — D^ , i G Ik and C — D3i , j G Jk and solve

^ ^ ^ (3.13)

for u G Rm, where the nonzero éléments of the matrix A = A(uk) are given by

for 1 < i < l with l = cardinality of the index set Ik and q% = (Buk)%. Then set

X% = —|/p*fc\ n f°r i & Ik

l
X = — (Cu)7 for j E Jfe.

e

5tep 5: Set uk+1 = u, Xk+1 = * and fc = k + 1. Go to Step 2. D
max(l, |

In what foilows we describe the dérivation of the modified algorithm and analyze its convergence properties.
Algorithm 2 (implemented) is based on treating the constraint Cu = 0 in (3.7) by the penalty method. Thus
for e > 0 we consider the unconstrained problem

min Je(u) = f(u)+g\Bu\! + ~~\Cu\2. (3.14)
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It can be proved using the same argument as in the proof of Theorem 2.4 and Lemma 3.1 that the necessary
and sufficient optimality condition for (3.14) is given by

f\u€) +gBt\t + - ClCue = 0 (3.15)

and

(Xe)z • (Bue), = \(Bue)t\ and |(A£),| < 1 for i € Ik. (3.16)

Equation (3.13) is derived for the case when {Bu€)t ^ 0 for all i G Ik. In this case

, , , _ (Bue)t

and (3.13) is one step of the Newton method applied to (3.15). Here we use the fact that BtA(uk)Buk = 0.
In the following results we justify Algorithm 2 (implemented) as far as possible. The ultimate test will be its

numerical behavior.

Lemma 3.4. If for a given index pair (/fe, Jk) u is the solution to (3.7) (see, Lemma 3.1), then u£ —» u as
e —> 0 + and for any cluster point X of the séquence {Àe} and ji of the séquence {fj,€} defined by

fJLe = ~Cue, (3.17)

(3.8, 3.9) are satzsfied. •

Proof Since

0 > Je(ue) - J€{u) = f(ue) - f(u) - f'(u)(u€ - u)

+ff(|Sue|i - \Bu\x - {X,Bue - Bu)) + Y \Cuz\2 - 9(^Cue)

we have

-\u€-u\ + —| ue\ .

which implies that

Thus |tte — u\ — O(y/e) and |̂ Ae| is bounded uniformly in e > 0. The last assertion follows from (3.15, 3.16) by
taking the limit e —> 0 for any clustering séquence. •

Corollary 3.5. Suppose that \(Bu)z\ / 0 for all i e Ik. Then X and JJL e range C in Lemma 3.1 are unique
and (X€}fie) —>• (À, /x). D

Proof. It follows from Lemma 3.4 that \(Bue)l\ =£ 0 for all i € Ik provided that e is sufficiently small. Thus,

A^ = \Bu7\ "*" A = JBÜÏ
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as e —» 0. Hence the corollary foliows from (3.9, 3.15). •

In this section we henceforth assume that at the minimizer u* of (3.2) the Lagrange multiplier A* satisfies
the condition:

1-^beJ* e range (C) and |A*| < 1 for j e J\ (3.18)

where C corresponds to the index set J*. The second part of (3.18) is referred to as the strict complement arity
condition. Due to (3.4) a multiplier À* that satisfies the range condition is necessarily unique. The range
condition is satisfied if D is surjective. Moreover, if the active set strategy of the Algorithm 1 converges in
fînitely many steps then the range condition is satisfied. With (3.18) holding we have the following proposition.

Proposition 3.6. Suppose C corresponds to J*; Le., J* = Jk. Then, there exists a constant e0 > 0 such that
if e < e0 then \fj,e\ < 1. •

Proof. First, note that the minimizer u* of (3.2) is the solution to (3.7) with C corresponding to J*. It follows
from Lemma 3.4 and Corollary 3.5 that ue —» u* and [ie converges to À* on J*, and thus there exist an eo > 0
such that e < eo for |/ze| < 1. D

Corollary 3.5 and Proposition 3.6 imply that the penalty treatment (3.13) of the constraint Cu = 0 in (3.7)
maintains the property of the active set J*.

By construction \(Buk)i\ ^ 0 for i € Ik and hence the modified algorithm is well-posed. Furthermore the
séquence generated by the modified algorithm is uniformly bounded. Note that the matrix

tJ,H + g (BtA(uk)B + - C*C)
e

has the same sparsity as H does. The following proposition supports the second order convergence property of
Algorithm 2 (implemented).

Proposition 3.7. Assume that 0 < e < €0 and let ue be the solution to (3A4) where C corresponds to J* as in
Proposition 3.6. Suppose that Jk ~ J*. Then there exist S > 0 and c > 0 such that f or 0 < c < c if \uk — u€\ < Ô
then J /c+1 = J* and

\uk+1 ~ue\< min (S, M \uk - ue\
2)

for some M > 0. D

Proof. Note that

F{u) = fxHu + u-z + g B l ^ + 9- C'Cu

\Bu\ e

is locally C2 at u€ and that (3.13) can equivalently be written as

F'(uk)(uk+l - u€) - F(ue) - F(uk) - F\uk){u€ - uk).

Thus, there exist constants ô > 0 and M > 0 such that if \uk — ue\ < So then
| li — Ue\ 2^ IVl \U — Ue\ •

We choose 6 < ÖQ such t h a t S < 1/M and Mo2 \C\ < e ( l — |/xe|), which is possible due to Proposition 3.6.
T h e n \uk+1 — ue\ < 6 for \uk — u£\ < Ö and there exists 77 G [0,1) such tha t

\- {Cuk+I)j\ < v for ail j € J*.
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Moreover ô can be chosen sufnciently small such that

(Bu% - {Buk+1)i > 0 for ail i G I\

From the above two inequalities it follows that there exists c > 0 such that Jk+1 = J* for all c € (0, c]. •

In the following proposition it is asserted that under the assumption of convergence of the itérâtes {uk} of
Algorithm 2 (implemented) and with strict complementarity holding, the limit is the solution to the penalized
problem (3.14) corresponding to the true active set J*.

Proposition 3.8. Suppose that f or some e > 0 the séquence {uk} of Algorithm 2 (implemented) converges to
û. Then û is the solution to

min J1/e(u) = f(u) + g(f>i/£(Du,Q),

where <pi/e(Du,0) = Yli^Pi/e ((^M^O). Moreover, if e is sufficiently small and strict complementarity (in the
sense of the second condition in (3.18)) holds, then û = uE with u£ as in Proposition 3.7. D

Proof. Suppose that \(Dü)j\ < e. Then there exists fci such that for k > fei j G Jk. If, on the other hand
|(Z?û)i| > e, then there exists /c2 such that i G Ik for k > &2- Finally suppose that |(Z)û)^| — e. Then the index
£ can belong to either Ik or Jk. But, for either case we have

For c — \ consider the cost functional

Jc(u) = f(u) + g (pc{Du, 0) (3.19)

where tpc(v,\) is the C1 approximation of \v\i. Hence the limit û satisfies

J'c(u) = 0. (3.20)

Using the optimality condition for û and for ue from Proposition 3.7, one can argue that û — u€ provided that
e > 0 is sufficiently small and that strict complementarity holds. •

3.3. One dimensional problem

Consider the one-dimensional problem on the interval (0,1)

f1 f1

min / f |iix|2 + | \u(x) - z(x)\2 dx -{- g / \ux(x)\dx.
Jo Jo

Then, the corresponding discretized problem is given by

min ^ v}H^u -\- | \u — z\% + g iZ^o^li over u G Rn~1
1

and the necessary and sumcient optimality condition is given by

)* A = z and A?: = - 1 —

Note that DQ is surjective. Hence, in view of Lemma 3.3, Theorem 3.2 is applicable. The algorithm corresponding
to Algorithm 2 (implemented) is given as follows.
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Algorithm 3.
Step 1: Choose c > 0, e > 0, w° and A° satisfying |Aj| < 1 and set k = 0
Step 2: Set the index sets Jk = {j : \(Xk + cDou

k)3\ < 1} and Ik = {i : \{Xk + cDou
k)t\ > 1}. Define the

matrices B = (DQ)^ t t € Ik and (7 = (-Do)j, , J € Jfc. Let wbea solution to

e =Z~9Bt]

and let

A, = ff2\s^ for t € J
max(e, \(Buk)2\)

X3 = ~ (Cu)3 for j£jk.

Step 3: Set wfc+1 = u, Xk+1 = , % ,, ,, and fc = fc + 1. Go to Step 2. D
max(l,|A,|)

4. NUMERICAL EXPERIMENTS

Numerical experiments are carried out to demonstrate the efficiency of the proposed algorithm for the image
denoising and the voice détection problem. For the two-dimensional results that we report on here, the domain
O was chosen to be the unit square with 100 x 100 pixels. The noisy image z was produced by adding uniformly
distributed random numbers from the interval [—5, ö] to the noise-free image at the nodal points. Here we only
show results with high relative noise. In order to ensure global convergence we consider the merit function Jc(-)
defined by (3.19) with c = | . We modify Step 3 of the proposed algorithm by

Step 3'; Find w such that Jc(ü) < Jc{uk), ü — (1 — w)uk + wu and set u1^1 = ö, A^ 1 as in Step 3 and
k = k + 1. Go to Step 2.

The following choices were made for the parameters appearing in the algorithm:

/ i = KT10, c = 0.1, iy = 0.5,

with g = 0.02 for example 4.1 and g = 0.01 for example 4.2.
The typical number of itérations was 8. The code was written in MATLAB and the runs made on IBM

RISC 6000 workstation. Upon request the code can be made available.
Example 4.1. Here we consider the reconstruction of two square humps of height one and two lyzng mside
each other. The noise was 6 = 1.5. Figure 1 shows the noisy image and a correspondmg histogram, Figure 2
gwes the reconstructed image. D
Example 4.2. The second image to be reconstructed consists of flat as well as oblique surfaces. Figures 3 and 4
show the noise free and noisy image, respectwely. Figure 5 shows the reconstructed image. The choice of g was
a heuristic one. It can be observed that choosmg g too large smears the corners, whereas undesirable oscillations
may occur if g is too small. O

Example 4.3, This %s a one dimensional problem with the noise free signal z* g wen by

for 201 < % < 300 or651 < % < 800
for 500 < i < 650
otherwise^
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n = 1000 and 8 = 2. The choices for the parameters in the one dimensional example were

u = ÎCT10, g = 0.02, c = HT4, w = 0.

The resuit after 12 itérations is shown in Figure 6, where the solid Une represents z*, the broken Une represents
z and the stars depict the reconstruction u12. Decreasing the value of c slows down the convergence, whereas
increasing c can cause the solution to châtier. •

Concerning the update of the Lagrange multiplier À in Algorithm 2 (implemented) the Newton step would
be of the form

Ai = | [ | ^ | + Ai(Bu)i for i e Ik. (4.1)

We gave our préférence to the update stated in Algorithm 2 (implemented) since (4.1) does not enhance the
numerical results and requires a more restrictive choice of the relaxation parameter w. For the one dimensional
problem of Section 3.3 both the updates coincide.
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