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FINITE VOLUME SCHEMES FOR A NONLINEAR HYPERBOLIC EQUATION.

CONVERGENCE TOWARDS THE ENTROPY SOLUTION AND ERROR

ESTIMATE

CLAIRE CHAINAÏS-HILLAIRET1

Abstract. In this paper, we study some finite volume schemes for the nonlinear hyperbolic équation
Ut(x,t) + divF(x,t}u(xit)) = 0 with the initial condition UQ € L°°(RN). Passing to the limit in these
schemes, we prove the existence of an entropy solution u € L°°(RN X M+). Proving also uniqueness, we
obtain the convergence of the finite volume approximation to the entropy solution in Lfoc(M.N x R+),
1 < P < +OO- Furthermore, if u0 G L°° n BVioc(M

JV), we show that u 6 BVioc(R
N x R+), which leads

to an "h'*" error estimate between the approximate and the entropy solutions (where h defines the size
of the mesh).

Resumé. Dans cet article, on étudie des schémas volumes finis pour l'équation hyperbolique non
linéaire ut(x,t) + dîvF(x,tJu{Xji)) = 0, avec comme condition initiale UQ € L°°(M.N). En passant à la
limite dans ces schémas numériques, on obtient l'existence d'une solution entropique u G L°°(RN xR+),
puis son unicité. On montre aussi la convergence dans Lfoc(R

N x E+), (1 < p < +oo) de la solution
approchée donnée par le schéma vers la solution entropique. De plus, si uo e L°° O BVïocl^^), on
prouve que u G BViOc(^Ar xR+), ce qui implique une estimation d'erreur de l'ordre de h* entre solution
approchée et solution entropique (h étant le pas du maillage).
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1. I N T R O D U C T I O N

1.1. Présentation of the problem

The aim of this paper is to define and study some finite volume schemes which approach the following
nonlinear hyperbolic équation with some initial condition:

ut(x,t)+àiv(F(x,t,u(x,t))) = 0, \/x € RN,Vt e R+, m

u(x,0) = uo(x), VxeRN [ )

where
F : RN x 3R+ x R -> RN

 y N>1
(x,t, s) i-̂  F(x,t,s).

The problems of physical interest often have fluxes of the form F(x, t, s) = v(xy t)f(s) with v : RN x M+ -> RN

and ƒ : R —> M. In [2,3], Eymard, Gallouët and Herbin consider finite volume schemes in this case. Other
authors like Cockburn, Coquel and Lefloch in [1] and Vila in [8] study finite volume schemes in the case where
F(x,t)S) = F (s) with F : R ->• MN, which might be the first step in the study of hyperbolic Systems. The
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130 G. CHAINAIS-HILLAIRET

équation (1) is a generalization of these two cases and the study of this gênerai case allows us to emphasize the
methods developped in [2,3].

Our interest lies in the study of convergence - it means: convergence and rate of convergence - of flnite
volume schemes towards the entropy solution to (1) (see below for the définition of entropy solution). However,
the study of these schemes permits us to prove also existence and uniqueness of the entropy solution.

The following hypotheses are made on the data:

- u0 G L°°(RN): 3A, B G R such that A < u0 < B almost everywhere,
dF

— F G C 1 ^ ^ x M+ x R) and —— is locally Lipschitz continuous,
as

N dF
- divxF(x, t,s) = ^ 2 ~ {x, t, s) = 0 V (z, t, s j e l ^ x l + x M, (2)

i=i öx%

dF
— for ail compact set K c l , there exists Vjc < +oo such that \—-(x, t,s)\ < VJC for almost every (x, t, s) G

os
X M_)_ X A .̂

Définition 1. We say that u € L^IR^xjO, +oo[) is an entropy solution to (1) if:

\\u(x, t) - K\<pt(x, t) + {F(x, t, u(x, t)Tn) - F(x, t, u(x, t)±n)).V(p(x, t)} dxdt

+ [ \uo(x) - K\tp(x,Q)dx > 0, V/c € M, V^ G Cl(RN x R + ,R + ) , (3)

where aTb dénotes max{a, b} and a±b, min{a, 6}.

In [5], Kruskov proved existence and uniqueness of entropy solution to (1), if F G CS(RN x M+ x IR,!^), by
using a parabolic regularization of (1). In [3,4], Eymard, Gallouët and Herbin showed existence and uniqueness
of the entropy solution in the case F(x,t,s) =v{x,t)f(s) with v G L ^ f l C 1 ^ xM+,M iv) and ƒ G C ^ R )
by passing to the limit in sorne nnite volume schemes. That is the way we use to obtain this resuit in our case.
This proof needs the notions of entropy process solution and of nonlinear weak * convergence that we introducé
hereaft er.

Définition 2. A function v G L°°(RN x M+x]0, l[,R) is an entropy process solution to (1) if it satisfies:

[ [|u(x, t, a) - K\<pt(xy t) + (F(x91, u(x, t, O)TK) - F(x, t, v(x, t, a)±n)).
o

V(p(x,t)]dxdtda + / \uo(x) - K\<p(x,0)dx > 0, VK G M, Vy? G Cl{RN x R+,R+). (4)

This concept has been introduced by Eymard, Gallouët and Herbin in [3,4]. It is closely related to the concept
of measure valued solution due to Di Perna [6].

Définition 3. IfQis an open set ofRN and (un)ne?$ is a séquence of L°°(SÏ). We say that (un)ne$q converges
in a nonlinear weak * sensé if there exists u G L°°(nx]0, l[) s.t.:

[ h(un(x))ip(x)dx n-^¥ f f h(u(x,a))(p(x)dxda V<p G L^fi) VhGC(R,R).
Jn Jn Jo

This kind of convergence permits us to pass to the limit in the numerical scheme and thus to show the existence
of an entropy process solution.
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We can remark that the nonlinear weak * convergence corresponds to the convergence towards a Young
measure (cf. [6]) for any séquence of L°°(Q,). With the notations of Définition 3, the séquence (un)ne& converges
towards the Young measure v — (vx)xeçi defined by:

(vx,h) = / h(u(x,a))da \fh G C(R,K), for a.e.
Jo

x € il.

We can prove the uniqueness of the entropy process solution, which is moreover the unique entropy solution,
by a technique of regularization due to Kruskov. At the same time, we show the convergence of the schemes
towards the entropy solution.

Furthermore, we obtain an error estimate between the approximate solution given by the scheme and the
entropy solution, provided that u$ is in a "good" functional space. Such a resuit was proved in [2] in the case
F = vf with uoeL°°n EV(RN).

Définition 4. For Q, CM?, the functional space BV(Q) is defined as follows:

BV(Ü) = \g : sup{ f g(x)diup(x)dxi tp G C™(Çl,Rp), IMU = sup |y>(z)| < 1} < +oo | .

On BV(il), we define a seminorm:

\9\BV«I) = sup{ f g(x)divip(x)dx ; tp G CC°°(Q,RP), IMU < 1}.
JRP

We also consider BVioc(iï):

BVioc(Ü) = {g;g G BV(K) for all compact set K c H}.

1.2. Main resuit s

In Section 2, we present the schemes that we consider: these schemes are Euler explicit in time and finit e
volume in space. They are first order in space and time. Then, we prove some stability properties which are
verified by the approximate solution given by these schemes.

The aim of Section 3 is to prove in which way the approximate solution is close to the entropy solution. We
show in Theorem 1, page 137, that the approximate solution satisfies the inequality (27), page 137, similar to
(3), page 130. The différence between (3) and (27) provides from the error terms, which are well-controlled. It
is the key of all the following results.

In Section 4, we pass to the limit in the numerical scheme and therefore we prove the existence of an entropy
process solution (Lemma 4, page 143). Then, by a technique of regularization due to Kruskov, we show that this
solution is an entropy solution and is the unique one (Lemma 5, page 144). Moreover, we obtain the convergence
of the approximate solution towards the entropy solution. All these results are expressed in Theorem 2, page 141.

Until this point, we just have to assume the initial condition t̂ o to belong to Loo(RiV). However, in order
to obtain an error estimate in Zi*, where h is the size of the mesh, between the approximate and the entropy
solution, we need u0 G L°° D BVioc(R

N) and u G L°° n BVioc(R
N x R+) . But, in Section 4.4, we prove, using

a particular scheme on a structured mesh, that u0 G L°° n BVioc(R
N) implies u G BVioc(R

N x [0,T[) for all
T > 0 .

Therefore, in Section 5, we can show an error estimate of order h* under assumption UQ G L°° n BVioc(M
N).
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2. PROPERTIES OF THE SCHEMES

2.1. Présentation of the schemes

Let T b e a mesh of RN such that the common interface between two cells of T is included in a hyperplane
of R^. We assume that there exist h > 0 and a > 0 such that, for any p G T:

ahN

'N-l

S(p) < a
h.

(5)

where m(p) dénotes the iV-dimensional Lebesgue measure of the cell p1 m(dp) dénotes the (N — l)-dimensional
Lebesgue measure of its boundary and Ö(p) dénotes its diameter.

With these notations, the parameter h defines the size of the mesh and a its regularity. Under the hypotheses
(5), it is quite easy to verify that each cell has a finite number, bounded by a quantity depending only on N
and a, of neighbours.

For any control volume p we dénote by N(p) the set of the neighbours of p. lf q E N(p), apq is the common
interface between p and q and nP)q is the unit normal vector to apq oriented from p to q.

Let k > 0 be the time step and tn = nk for all n G N.
For all (p,q) £ T2: q £ N(p), for all n G N, we consider some numerical fluxes F^q G C(R2,R) : (u,v) ->

F£q(u,v) that satisfy:

(i) Fpq(u,v) is nondecreasing w.r.t. u and nonincreasing w.r.t. i>, for (u,v) G [A, E]2 (A
and B are defined in (2)),

(ü) F£q(u,v) = -*£„(«,u) for all (u,v) e [A,B]2,
(m) F™q(u,v) is Lipschitz continuous over [A, B}2 with the same Lipschitz constant w.r.t.

u and v: m(apq)M, where M only dépends on F and UQ,
(6)

(i«) 5, s) =
1 /*"+1 /"
- / / Fit, t, s).np,qd^dt for all s G [A, B}2.

The hypothesis (6Ï) ensures the monotony of the scheme, (6w) its conservativity, (6m) its regularity and (6iv)
its consistency. We can note that, under the assumption divx(F) = 0, (6iv) implies:

But, the hypothesis (6iv) may also be replaced by:

< CFia{k + h)hN-x y s G [A,

(8)

, VnGN,

where CF,O. only dépends on F and a. It means that we can, for instance, replace (6^) by:
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We give here a very classical example of functions F™q that satisfy (6). This définition of the fluxes leads to
the 1-dimensional by interface Godunov scheme.

i rtn+1 r
min - / / F('y,t,s).npqd'ydt if u < v
<s<v k Jtn Japq

1 ftn+1 f
- / / F(j,t,s).nPjqdj
k Jtn Jann

max
u>s>v

iïu>v.

In Section 4.4, we propose another example of fluxes in a particular case.
The discrete unknowns are the u™, p e T, n e N. Let us consider the following numerical scheme:

m(p)- ', nëN,
q£N(p) (9)

The time step must verify:

The approximate solution ^r,fc is defined by:

urAx^) =v%ïor xep and t e [ t " , t n + 1 [ .

2.2. L°°-stability

Lemma 1. Assume (2), (5), (6) and (10) hold. Then, the approximate solution
vérifies:

A < < < B, Vn e N, Vpe T,

and

(10)

(H)

- A: defined by (9) and (11)

(12)

(13)

Proof We prove (12) by induction; (13) is a conséquence of (12).
The inequality (12) holds for n = 0 because A < u0 < B a.e. We assume that it holds for n. Introducing (7)

in (9), we get:

UP+1=UP TT y ^ P'q P' Q
n ÏT—P? P (Up-Ug).

Tïl I T) 1 7 / *• 11

Thanks to (6i), (6iii)^ (5) and (10), we obtain that u7^1 is a convex combination of u™ and w ,̂ q € N(p).
Therefore, A < u™+1 < B Vp e T and it concludes the proof.
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2.3. BV weak stability

We give here some notations that will be used in all the sequel. Let T > 0 and R > 0.

T
NT = max{n eN, n < — + 1},

TR = {peT, pcB(0,R)},

£n = {(P,q) e T2, q e N(p), un
v > un

q},

£R = {(P. «) e 7*, p or q € TR, q € JV(p), CTP9 C B(0, i2) and un
p > un

q}.

The assumptions made on the mesh (5) ensure that there exists CR,jv,a which only dépends on R, N and a such
that Card TR <CRN ah~N, Card S% < CR N ah~N and Card {apq € 5(0, R) \ B(0, R-h), (p, q) € T2} <

The following lemma gives some estimâtes on the time and space derivatives of the approximate solution
- We call them BV-weak estimâtes.

Lemma 2. Assume (2), (5), (6), (10). Let ur,k be defined by (9), (11), let T > O and R > 0. Then, there
exists Cbv G K depending only on F, u0; M, a, £; R and T such that:

NT r

E* E L
(14)

and

Proof. In this proof, we dénote by (Cz)ie^ some quantities that only depend on .F, WOJ M^ a, ^, i? and T. The
size of the mesh is chosen small enough (h < R) so that TR is not empty.

We first prove (14). We multiply the scheme (9) by ku™ and we sum the result over n G {0, ..,iVr} and
P €TR. We obtain:

S 1 + B 2 = 0 (16)

where

E «?

The term B2 can be turned into a sum on the edges of the mesh instead of a sum on the cells. That is the
reason why we introducé #3:

E fc[«?(^,(^.«ï)-^K,«?))-
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The quantity \B$ — B2\ only contains a sum of terms concentrated on the boundary of B(0}R), Each term
is bounded by CihN~1 and the number of such terms is lower than the number of edges apq included in
5(0, R) \ 5(0, R-h). Therefore,

| 5 3 - 5 2 | < C 2 .

For all p e T, q G N(p)y n G N we dénote by ̂ q the following fonction:

(17)

Integrating by parts, we get, for all (a, b) e E2:

This equality permits us to rewrite B% as:

B3=B4

f" (F^q(s,s) - F^q(a,b)) ds.
Ja

(18)

with

NT

= E EE

- E E fc

Because of (7), ̂ ZqeN^ ^^{x) = 0 Vp € T V:r G [A, 5] and B4 is again reduced to a sum of terms included in

£(0, R) \ 5(0, R-h) and bounded by Czh1*-1. Therefore:

<C4 . (19)

We now have to estimate 5 5 . Using the monotony properties of the numerical fluxes (6z) and a technical lemma
given in [2], we get:

max {FZiq(d,c)-FZq{c,c))A. (20)

Then:

NT
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Let us now turn to an estimate of Bi.

-K? + \ E ™(p)«T+1)2-\ E\ E ™(p)«)\ E

>0

We apply Cauchy-Schwarz inequality to the scheme (9). Hence,

and

( 1 — Çj V "̂  * -\
1 ~ ~ 5 4M ^ ^ n

-\ max (Fgq(d,c) - F^q{c,c))2 ) . (23)

Then, we can deduce, from (16), (17), (18), (19), (21) and (23), that:

E * -^ 1 / n 2 \

r J m.l(T 1 V ii.'i < r<? rKttTi- P>" ViQ. n <T ̂ ,<^ r} <f a.n P~>" ViQ. f

We now just have to apply the Cauchy-Schwarz inequaliLy to get the BV-weak estimate on the bpace derivatives
(14). The estimate on the time derivatives (15) is a straightforward conséquence of (9) and (14).

3. ENTROPY INEQUALITIES FOR THE APPROXIMATE SOLUTION

In this section, we show how the approximate solution itf^ is close to the entropy solution. First, we dérive
a discrete entropy inequality which is a conséquence of the monotony of the scheme. Then, we prove that uj-^
vérifies an inequality, similar to (3), but with the add of some error terms.

3.1. Discrete entropy inequality

Lemma 3. Assume (2), (5), (6) and (10). Let ur,k be given by (9), (11). Then, for all K e R, p G T and
n £ N, the following inequality holds:

un — K\ 1 / \
E ' j _. V ^ / T?ri f„,n-r„. ntn-r„\ __ j?n (atn \ » „ n i ^ l / n ^ 2 4 )

Proof. The scheme (9) writes:

UP ~~ UP m(<n\ 2-^ p,q\UpiUq) ~ ^\Up^Uq
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where G is a nondecreasing function whith respect to the IA™, q G N(p)y and to u™ when k satisfies (10).
Furthermore, G(AC, K) = K, VK G R. Therefore:

E ^ ( ^ « ; H (25)

(26)

The différence between (25) and (26) leads directly to (24).

3.2. Continuous entropy estimate for the approximate solution

In Theorem 1, we prove that the approximate solution vérifies an entropy inequality with some error terms.
These error terms are expressed with the help of some measures. For fi = RN or fi = RN x R+, we dénote by
M(iï) the set of measures on Q, t.e. the set of positive continuous linear forms on Cc(fi). If \i G .M(fi), we set:

(fjb7g) = ƒ gdfx, for all g G Cc(fi). The estimâtes (28), (29) and (30) give a control of the error terms.
Ja

Theorem 1. Assume (2), (5),(6) and (10). Let ur,k be defined by (9), (11). Then, there exist \ir G M(RN)
and fir,k G M(RN x R+) such that, VK G M7 \/ip G C^fR^ x E + ï E + ) ;

,k(x, t) - «1^(0;, t) + (JF(X, t, ur,k{x, t)T«) - ^(a;, i, ur,k(x, t)±K)).V<p(x, t)]dxdt

,fc(^,t) - ƒ ^(x,0)d/ir(a;). (27)

Furthermore the measures fJ>T,k o/nd fij- verzfy the following properttes:

1. For all R> 0 and T > 0; tfiere ea:z5i5 Cm dependmg only on F, uo? M, a7 Ç, ,R and T such that

, Vft < R. (28)

2. T/ie measure fij- ts the measure of density \UQ — UT,O|? where u-j-,o(x) = up Vx G p, tü^/i respect to the
Lebesgue measure. For all R > 0, we have:

( / r ( ( , ) ) ) 0, (29)
h—>0

and zfuo G L°° n J5V/OC(RJV)? there exists Dm only dependmg on n0; a and R such that:

lir(B(0,R)) < Dmh, Mh < R. (30)

Proof Let tp G ̂ ( R ^ x R+) R+) and « € R. Let T > 0 and R > 0 such that <p(x, t) ^ 0 implies |x| < R - h

rtn+1 f
and t G [0,T], Let us multiply (24) by / ƒ ip(x^t)dxdt and sum the resuit for all p and n. It yields:

7 i + r 2 < 0 (31)

with

A^T U,"+i — ACI - U/n — /cl rtn+1 r

Ti = E E ^^ ' ' P ' / / V(*. *)*»* (32)
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and

E E ^
qeN(p)

. (33)

The term 7\ contains the discrete time derivatives of \u-]-,k — «| and T2 the discrete space derivatives of
F(.,.,UT,k~T~K) — F(.,.,UTik±K,). The proof lies in the comparison between T\ and Tf and between T2 and
T2*, where T-f and T2* are respectively the temporal and the spatial term in (27):

7Ï = - ƒ \urtk(x,t) - K\<pt(x,t)dxdt - \UQ(X) - K\tp(x,Ö)dx
JmNxR+ JRN

, t, wr,fc(a:, t)TK) - F(x, t,

Comparison between Ti and T£

Using the définition of 117-,fc> ( H ) Ï a n d introducing ti^r)o(x) = vQ, Vcc E p, we get:

„jTl~\-L rçl 7 /^ fÇ\

— rZ\ — \11Q\Xj — K\ JipyX) \jjdX.

Hence,

We define two measures /xr € ^ ( R ^ ) and Xr,k ^ M(RN x R+) by their action on CC(RN) and CC(RN x E + ) :

/ N

JmN

rtn+1 r

{^T,ki9) = y ^ / ^ | ^ n + 1 — ttn| / / g(X)t)dxdty \/g G CC(RN x R+).

Inequality (34) gives:

|î\ - T ; I < y^ \vtfat)\d\rAx>t) + JKv(x>Q)dw(xy (35)
The properties (29) and (30) can be proved, first for u0 e C%°(RN) and, then, by density for u0 £ L°°(RN) or
«o 6 L°° n BV;OC(1RJV). Purthermore, A f̂e will contribute to the measure (iT,k and, thanks to (15), we have:

AT]fc(JB(0, R) x [0, T]) < TCbv\fh VJR > 0, VT > 0.
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Comparison between T2 and T2

In T2 we gather the terms by edges. Thus, T2 — T2X — T22, with:

-Z—/ Z—/ m(r

and

= V V —

Using the fact that div^F = 0, we can also gather the terms of T% by edges and afterwards décompose T | as
T&-TÙ, with:

E

=S
m{<7pq)

In order to compare T2i with T^, we add and substract the following quantity in

/ 7^T

Then, we can see that some terms of T^ and T21 are similar (you just have to replace the mean value of tp over
a cell by the mean value over the edge of the cell). The other terms are due to the dependence of F upon x and
t. In the following comparison between T2i and T21 the term containing y>(£,r) has no real influence because
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of the consistency of the scheme. Therefore,

NT

Ï2i - T2*X = ^2 E k

NT

n=0(p,g)e£»

k2m(p)

CL

— r/ / ƒ / {ip(x,t)-ip("{,s))dxdtd'yds
)m(apq) Jtn JvJtn Ja

(36)

km(apq) Jtn

m(apq)

As F is C1, there exists CF,UO,T,R depending only on F, u0, T and iï such that, V(p, g) G 5^, V7 6 crpq,

(37)

Moreover, for all (7,£,s,r) € a^ x [tn ,in+1[2 , we have

(38)

and, V(x,7,t,

Jo + tl) (7 +0 (^ -7 ) , 3+ e(t-s))dö. (39)

For all p £ T, g G iV(p), n e N, we define some measures /z£g G
action on CC(RN x R+):

x R+) and i/^g G M{RN x M+) by their

'IC'IMC'I
and

f fkm(apq) Jtn J Jt„ J Jo
- 0.
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Then, the expressions (36), (37), (38) and (39) lead to:

NT

\T2l - Tu < E E * Wv>vT^ <T^ ~ C ( « ? T K ' UPTK) + ̂ M1-^ K^)

- F ^ ( ^ l , , ^ l , ) ] (^ g , |V^| + 1̂ 1) + C,)U0)T), 5 ] E KqA<P\ + \Vt\). (40)

We obtain as well:

E

E <^.M + M>. (41)E

The monotony of F£g implies that V(p, g) G ££, VK e R,

max•

(42)

and these properties are always true if we replace T by ±. Finally, we can define fir,k £ M(RN x M+) by its
action on CC(RN x E+):

max:

Lemma 2 gives the bound (28). Thanks to (31), (35), (40), (41) and (42), we get:

- T * - T 2 * > - f (\tpt(x,i)\ + \Vv{x,t)\)diJLr,k{x,t) - f <p
JRNXR+ JRN

This puts an end to the proof of Theorem 1.

4. EXISTENCE AND UNIQUENESS OF THE ENTROPY SOLUTION

The aim of this section is to prove Theorem 2; it gives simultaneously the existence and the uniqueness of
the entropy solution to (1) and the convergence of the scheme towards this solution. Furthermore, in Section
4.4, we study the case where the initial condition ^0 belongs to L°° (1 N

Theorem 2. Under assumptions (2), the nonlinear hyperbolic problem (1) has a unique entropy solution u
and the approximate solution defined by (9)-(11) with the hypotheses (5), (6), (10) converges towards u in
Llc(R

N x R+) for 1 < p < +oo.
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The proof splits up into 3 steps. First, we give a property of the bounded séquences in L°°(RN x R+). Then?

it permits us to pass to the limit in (27) and therefore to prove the existence of an entropy process solution.
Finally, we use a technique of regularization to prove that the entropy process solution is unique and is the
unique entropy solution.

4,1. A property of bounded séquences in L°° (E N x

Proposition 1. Let (nn)neN be a bounded séquence in L°°(RN x R+). Then, there exists a subsequence of
(̂ n)nGN (stiil denoted by (un)n^n) o>nd u G L°°(RN x R+x]0, 1[) such that (nn)neN converges towards u in a
nonlinear weak * sensé. Furthermore, if u does not depend on a (i.e u(x, t, a) = v(x,t) for a.e. (a;, £), for a.e.
a), then (un)nen converges towards v in Lfoc(R

N x R+) for ail 1 < p < oo.

The flrst part of the proof (convergence in a nonlinear weak * sensé) is given in [4]. We get the convergence
in Lfoc by choosing some particular fonctions h (power fonctions) in the définition of the nonlinear weak *
convergence (cf. [3]).

In order to pass to the limit in (27), we also need the following corollary:

Corollary 1. Let (un)n€n be a bounded séquence of L°°(RN x R+) and u G L°°(RN x R+x]0,l[) such that
(^n)neN converges towards u in a nonlinear weak * sensé.

Then, \/g € C(MN x M+ x R,R), \/K CRN x 3R+; Mip e Lx{K)t

l g{x^t,u7l{x,t))ip{x^t)dxdtnz^) j l g(x,t,u(x,t,a))(p(x,t)dxdtda.

Proof. Let (un)neN be a bounded séquence of L°°{RN x R+). Proposition 1 gives the existence of a subsequence
(^n)neN and of u €. L°°(MN x R+xjO, 1[) such that (wn)neN converges towards u in a nonlinear weak * sensé.
Therefore, there exists U > 0 such that j|ii||oo < U and ||wn||oo < 0" Vn G N.

Let g 6 C(MN x R+ x M, M) and K a compact set of RN x R+, equipped with the usual distance d. As the
set K x [—17, U] is a compact set of RN x R+ x R, g is uniformly continuons on K x [—17, U].

Let e > 0. There exists r] > 0 such that for ail (x, t), (x\t') G K, for ail 5 € [-17, U]:

dCOMMx',*7)) <V=*\9{x,t,8)-9(x'J,s)\ < e. (43)

Moreover, K C U(x,4)eic ^((x^)iV) a n d K IS a compact set. Then, we can extract a finite covering from this
open covering of K:

On ÜC, we can define iri(Xj t) = (T? — d((x, t), (x^, tz)))TO. Each fonction 7r̂  is continuous and nonnegative on K

and 7Tj(a;,t) > 0 if and only if (x,t) £ B((xhti),7]). Therefore, E ^ i ^ K ^ ^ ) 7e ° for a11 (x>t) e K a n d w e c a n

L L

set: ipi(x,i) ~ ^(aî,t)/J^7rf(a?,t), which vérifies Y^^(x?t) = 1, V(:r,i) € JST.
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Let ip G Lx(K)y we have:

| / g(x,t,Un(x,t))<p(x>t)dxdt - ƒ I g(x,tJu{x,t,a))(f(xit)dxdtda\
\JK JKJO I

f L

/ ( 9{%utuun{x,t)) - ƒ g(xuthu(x,t,a))da
JK \ Jo

143

+
f f1 L

I I ^
JKJO jr{

\g(xi,U,u(x>t,a)) - g(x,t,u(x,t,a))\ipi(x,t)(p(x,t)dxdtda.

We use the uniform continuity of g and the result of Proposition 1. There exists P G N such that for all n > P,
forain G {!,.., L},

ff f1

JK \ ' Jo
T h u s , for al l e > 0, t h e r e e x i s t s F G N s u c h t h a t for al l n > P

r

Jjj(x^un(x,

This concludes the proof of Corollary 1.

ipi(x,t)<p(x,t)dxdtda

— / / g(x}t)U(x,tya))(p(
JK Jo

4.2. Existence of an entropy process solution

Lemma 4. Assume (2), then there exists an entropy process solution to the problem (1).

Proof. We consider a séquence of meshes (Tn)nen and a séquence of time steps (kn)nen that satisfy the hypotheses
(5) and the C.F.L. condition with h = hn, k = kn and a and £ not depending on n. We assume that (/in)neN
goes to 0 when n goes to infinity. Then, we consider the séquence of approximate solutions (urn,kn)n£N given
by (9)-(ll) and the hypotheses (6) and (10).

Lemma 1 proves that (uTnikn)neN is a bounded séquence of L°°(RN x R+). Therefore, Proposition 1 gives the
existence of v e L°°(RN x E + x]0,1[) and of a subsequence, still denoted by (urn,kn)neN, such that (urn,kn)n^N
converges towards f in a nonlinear weak * sense. Let us prove that v is an entropy process solution to (1).

Let y G C™(RN x M+, R-p) and / c e l . Let R > 0 and T > 0 be such that Supp</? C B(0, R) x [0, T\. We pass
to the limit in the expression (27). Applying the définition of the nonlinear weak * convergence and Corollary
1, we get:

and

lim

lim /
n->°°jRKxR+

(F(x, t,

ƒ \v(xjt,a) — K\
mNxm+ Jo

K) - F(x, t, urn%kn {x, , t)dxdt

= / ƒ (F(x7t,v(x,t,a)Tn) - F(x,t,v(x,t,a)±K)).V(p(x,t)dxdtda.
JRNXR+ JO
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The error terms are bounded as follows:

f

and the properties (28) and (29) ensure that these two expressions go to 0 when n goes to infinity. Therefore,
v is an entropy process solution.

4.3. Uniqueness

Lemma 5. The entropy process solution to (1) is unique and it is the unique entropy solution to (1).

Proof. Assume that there exist two entropy process solutions v G L°°(MN x R+x]0,1[) and w G LOO(RN x
R+x]0,1[). It means that, Vre € R, V<p G C*(RN x R+ )R+),

/ / [\v{x,t,a) — n\(pt(x,t) + (F(x,t,v(X)t,a)TK) — F(x1t,v(xJt,a)±K,)).Vip(x,t)]dxdtda
JRN xM± Jo

+ / \UQ(X) - K\<P(X, 0)dx > 0, (44)

and

/ ƒ [\w(y, 5, (3) - K\(pa(y, s) + (F(y, 5, w{y, 5, 0)TK) - F(y, s, w{y, 5, p)±K)).Vtp(y, s)}dydsd(3
JwN xR+ Jo

+ f \uo(y)-K\<p(y,O)dy>O. (45)
JRN

The proof of Lemma 5 splits up into 2 steps. In Step 1, we prove that:
For all tp G C%°(RN x R+,R+),

ƒ \v(x, t, a) - w(x, t, P)\^t(x, t) + (F(x, t, v(x, t, ût)T«;(xî i,/?))

(x, t))dxdtdadp > 0. (46)

Then, choosing a good function ip, we obtain in Step 2 that, for all compact set K C RN x R+)

\v(xy t, a) - w(x, t, I3)\dxdtdad0 = 0. (47)/
J
/
KX]Q,I[2

It implies that «(rc,*,**) = w(x,t,f3) for almost ail (x,t,a,/3) G M^ xR+x]0,l[2 . Then, v(x,t}a) and w{x,t,f3)
do not respectively depend on a and ƒ?. But, if we know an entropy solution u of the problem (1), we can build
an entropy process solution v defined by v(xit,a) = u(x,t) for a.e. (x,t,a) G MN x R+x]0,1[ ; reciprocally,
if v is an entropy process solution of (1) and if there exists u such that v(xit,a) = u(x,t) for almost every
(x,£,a) G M^ x M+x]0,1[, then u is an entropy solution of (1). Thus, the entropy process solution is unique
and it is the unique entropy solution u.

Purthermore, Proposition 1 implies that the approximate solution given by the schenxe converges towards u
in Lfoc(R

N x R+) for 1 < p < +oo and it concludes the proof of Theorem 2.
It remains to prove (46) and (47).
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4.3.1. Step 1

The idea is to take K = w(y, «s, ƒ?) in (44) and to choose a function (p that makes y close to x and s close to t.
We introducé two functions pN G C™(RN

ZM) and px G C£°(R.R) that satisfy:

Supp (PN) C {x G RN; \x\ < 1}, Supp (pi) C [-1,0],
pN(x) > 0, Vx G R*, pi(x) > 0, Vx G R,

/ pN(x)dx = 1, / pi(x)dx = 1.
i/R-^ */R

For all r > 1 we define pw,r ' % ~^ rNpw{rx) and pi)T. : x —>• rpi(rx) . We have:

= 1 Vx G R^, Vt G R+. (49)

Let ^ G C™(RN x R+,R+), we set (p(x,t,y,s) = ip{x,t)pN^r(x - y)pi,r{
t ~ s)- W e rewrite (44) with y>(., . ,y,s)

and K = tü(y, s, /3) and we integrate with respect to y, s and /3. It yields:

Ax + A2 + i43 + A4 + A5 > 0 (50)

with

A = I \v(x,t,a) — w(y,SiP)\iJjt(%it)pN,r(x — y)Pi,r(t — s)dxdtdadydsd(3,
J(R^xlR+x]0,l[)2

A2 — l |t?(x,£,a) —w(y,s,f3)\ijj{x,t)pN^{x — y)pr
lr(t — s)dxdtdadydsdf3,

J(M^xR+x]0,l[)2

A3 = (F(x, t, v(ar, t, a)Tit;(y, s, (3)) - F(x, t, v(x, t, a)±w(y, s, /3)).

Vip(x,t)pjsr^r(x — y)pi,r(t ~~ s)dxdtdadydsdfi1

A4 = / (^(a;, t, v(a;, t, a)Tu;(2/, s, /3)) - F(x, t, v(x, t, a)±w(y, s, f3)),
J($LNxR+x}0,l{)2

xï^)pi,r(^ — s)dxdtdadydsd/3,

^ ) ^ ^ ^ ^ - y)px^r(-s)dxdydsdf3.

We will obtain (46) by passing to the limit on r in (50). Indeed, if we set:

Aio = / \v(x,t,a) — w{x,t, f3)\il)t(x,t)dxdtdadf3,
JRNxR+x)0,l[2
/

JRNxR+x)0,l[2

and

A30 = / (F(x, t, v(x, t, a)Tw(x, t, /3)) - F(x, i, v(x, t, a)±tü(x, t, j3)).Vi>(x, t)dxdtdadf3,

we prove that

(51)
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and

As ™ A30. (52)

Purthermore, we show that liminf(—A2 — A4 — A5) > 0. In the sequel, we will use the following result:

Lemma 6. Let g 6 L°°(Rq). For all compact set K C Rq:

f
The term A\

Thanks to (49) and the triangular inequality we get:

| A i - A i o | < ƒ \w(x,tyf3) ~w{y,i
JmNxR+x]o,i\)2

We set:
ff1 1 !i
f I \w(x, t,(5) — w(x + ï7, t -h T, j3)\dxdtd(3^ \q\ < - , 0 < r < — }.
K io

T T

Therefore, \AX - A10\ < \\il)t\\ooe{r,K>w) and, as e(r,K,w) r^¥ 0 (Lemma 6), we get (51).

The term A3

Similarly, there exists CF^,V,W that only dépends on F, ip, |M|oo and ||^||oo such that:

Aso\ < CF^,v,w /
J(MNxR+x]0,l[)2

PNAX - 2/)Pi,r(* - s)dxdtdadydsdp <

and it implies (52).

The term A2 + A4

We rewrite (45) with the test function ip(x,t,.,.) and K = v(x,tya), and we integrate with respect to x and t.
It yields:

-A2 ~ A40 > 0
where

A40= I N 2 (F(y, 5, vOc, t, a)Ttü(y, 5, /3)) - F(y, 5, v(a;, t, a)±tw(y, 5, /3)).

V / / A/ 7̂  \ **£> w J (// \ Ju m O } LJ\ tp \ IJ ö I \JbJü^Jbh\Jb\JtiJbLM\Jüü\JhLJ *

Therefore,

— ^ 2 — -4.4 ÏÜ ̂ 4 0 ~~ ̂ -4 == *̂ -4 (^^)

with

r /
A4 = I lF(yis,v(xitia)Tw(y^s^P)) — F(y,s,v(x,t,a)±w(y,s1/3))

— F(x, t, t?(a:, t, a)Tw(y, 5, ̂ 8)) 4- ̂ (a;, t, v(x, t, a)±w(y, s, ̂ 9)) j .V/?Ar,r(̂  — y)ip{xi t)pi,r{t — s)dxdtdadydsdj3.
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If we replace w(y, s, f3) by w(x, t, (3) in *44, we get:

, s, v(x, i, a)Tw(x, i, /3)) - F(y, s, u(a;, i, « )

— F^^v^ t jC^Tu^a ; , £,ƒ?)) + F(x,t,v(x,t,a)±w(xit,{3))) .VpN,r(% — y)ip(x,t)pitr(t — s)dxdtdadydsd{3'.

But, for all (x, £, a,/3), the function:

, s, v(x, t, a)Tiü(a;) t, /3)) - F(Ï/ , S, V(SC, t, a)liu(a:, t, f3))

is a divergence-free function. Hence, ^l4b = 0. Moreover,

< / \w{x,t,(3)-w(y,s,f3)\

J(RNxR+x}0,l[)2(RNxR+x}0,l[)2

( x, t, 0)Tv(x, t, a) - w(y, 5, ̂ )TÏ ;(X, t, a)))

dF \

- — (y, 5, w(x, t, /3)Tv(x, t, a) + #(w(x, t, /3)Tv(a;, t, a) - w(y, s, /3)Tu(a:, t, a)))

\ as

Ö^(y,s,w(x,t,f3)±v(x,t,a) + 0(w(x,t,{3)±v(x,t,a) -w(y,s,(3)±.v(x,t,a)))j d9 \
yt)pitr(t — s)dxdtdadydsdf3.

dF
As -jr— is locally Lipschitz continuous, there exists CF^.V.W depending only on F, ip, |M|oo and ||to||oo such that

us

for ail (x, t) G K, for ail (y, 5) s.t. |x - y\ < - and \t - s\ < - :
r r

Finally,

and

A4
 r^> 0. (54)

The termAs

We rewrite (45) with y>(y, s) — -0(x, 0)pN7r(x — y) Pi^(—r)dr and AC = UQ(X), and we integrate with respect
J s

to x. We get:

-As > -AG - A7, (55)
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where:

= - / (F(y,s,w{y,s,f3)Tuö(x)) - F(y,siw(y,sJf3)±uo(x))).VpNAx ~ y)
J(RN)2xR+x]Oil{

POO

i>(x,Q) / p
J s

and

A7 =

We set:

= \uo(y) - UQ(X)\II>(X, O)PNAX ~V)
J(mN)'2 Jo

e(r, Ko, UQ) = sup{ / \uo(x) - uo(x + ry)|da;; |T?| < - } . (56)

Then, |A7 | < ^(-.OJHooeCr, KQ,UQ) and

A7
 r-=H? 0. (57)

Replacing UQ(X) by ^o(y) i n 4̂.6» w e ge^:

, 5, tu(2/, s, 0)Tuo(y)) - ^ (y , 5, ̂ (y , 5,

/»OO

^(x,0) / pi,r(—T)drdxdydsdf3.
Js

Let us integrate by parts with respect to x:

Aso = / (
J(RAr)2xM+x]O,l[

pOO

PNAX~V) / pi,r(-r)drdxdydsdp.
J s

Then, there exists CF^.W.UQ depending only on F, ip, \\W\\QO and ||uo||oo such that:

Furthermore, there exists Cf
F^^w^Uo depending only on F , ip, ||u>||oo and ||uo||c» such that:

Therefore,

Ai r ^ 0. (58)

Finally, (50), (51), (52), (53), (54), (55), (57) and (58) lead to (46).
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4.3.2. Step 2

[We now prove (47). Let K b e a compact set of RN x R+. Let u> G R, R > 0 and T e]0, — [ such that

LetpeC~(R+,[O,l]) verify:

Let ip be defined by:

Applying (46) with ?/>, we get:

\\v(x,t,a) -w(x

We take w = Vfc where /C = [-(l^ll

K C [j (B(0,R-wt) x{t}).
0<t<T

p(r) = 1 s i r G [0,R],

p(r) = 0 si r G [R + 1, +oo[,
p'(r) <Ofor allr G M+.

for x G M and t G [0,T],

0 for x G R and t>T.

- ~p(\x

- F{x, t, v(x, t, a)±w(x, t, ^

]. As pf < 0, we have:

and it yields (47). It concludes the proof of Theorem 2.

/ \v(x,t,a) — w(x,ti fi)\dxdtdad[3 < 0,
JKX]0,1[2

UJ

(59)

dxdtdad/3 > 0.

4.4. Study of the case u0 G BVio

In order to prove the existence and the uniqueness of the entropy solution and the convergence of the numerical
scheme, we just needed UQ G Loo(MiV). But if we want to prove an error estimate between the approximate
solution given by the scheme and the entropy solution in Ljoc(R

N x R+), which is the aim of Section 5, we
have to assume some regularity on u0 and u. Indeed, if UQ G BV;oc(R

iV)) we get an error estimate of order hi
because of the following resuit:

Theorem 3. Assume (2) and u0 G BViOc(^N)- Then the entropy solution to (1) u belongs to BVioc(R
N x [0, T[)

for allT > 0 and, for ail compact set K C RN x R+i there exists CK,UO,F depending only on K, UQ and F such
that

,1), Vr G [0,1], f Hx + r},t + T)-u(x,t)\dxdt<CKiUOiF(\ri\+T).
JK

(60)
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We note that (60) is a conséquence of the fact that u e BVioc(R
N x [0,T[). Indeed:

Lemma 7. Let ttcW* and^R+. For all g e BV(Ü U (Q + £))> we have:

/
Ja

In order to prove Theorem 3, we consider the entropy solution as the limit of the approximate solution given
by a particular scheme. We know that, in the monodimensional case, the scheme (9) has a nonincreasing total
variation (see [7]) ; it means that we have a strong BV estimate on the approximate solution. But, in the
multidimensional case, we actually just have a weak BV estimate (Lemma 2). However, for some particular
schemes, we can obtain some strong BV estimate, even in the multidimensional case.

We consider a scheme on a structured mesh. We give the proof for N = 2 for the sake of simplicity. Then,
we dénote by z = (x,y) a point of M2 and by (Fx,Fy) the function F and the problem (1) rewrites:

u(z,O) = uo(z), VzeR2. [ }

The mesh is made up squares of side h numbered in a Cartesian way. Let us dénote by p%)3 the cell of centre
(xt = ihy y3 = jh). The vertices of this cell are the points of coordinates (x%_i^y3_i)^ (x%_i^y3+i)y (x ï+i,7/ J+i),

The discrete unknowns are the u™3 where (Ï, J) e Z2, n G N. The approximate solution ur,fe is defined by:

** ƒ ,fe V ^ ï ^7 — "'•j 7 VA C iri-,3 t V1/ d [1/ j t/ [. \^U-t(y

The BV-nor m of wr,/e can be written as follows:

iVT NT

,j n=ö Ï J 6 ^

We split each component of F int o two parts: the first part must be nondecreasing w.r.t. s and the second part
nonincreasing w.r.t. 5. We set:

Fx(z,t,s) = a(z,t,s)-\-b(z,t,s),
Fy(z,t,s) = c(z,t,s) + d(z,t,s).

For instance, we can take:

a{z,t,s) = l{Fx(z,t,s) + Ms), b(z,t,s) = hFx{z,t,s) - Ms),
1 1

c(z,t,s) = -(F*(z,t,s) + Ms), d(z,t,s) - -(Fy{z,t,s)-Ms),

where the parameter M is well-chosen. If M = VJ^BJ, we note that a, b, c and d are Lipschitz continuous w.r.t.
s with M as Lipschitz constant. We consider the following scheme:

«-i.)+6r+i„«+i.)-&r-è),K,)) (64)

with the initial condition:

< hf uo(̂ )dx, (65)
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and the following définition of the fluxes:

151

*J--h (66)

All these fluxes are Lipschitz continuons w.r.t. s with M as Lipschitz constant. The fluxes an
 k , cn

 k (resp.
bn x , dn i) a r e nondecreasing (resp. nonincreasing) w.r.t. s. The hypothesis divxjP = 0 implies:

Thus, the scheme (64) rewrites:

( 6 7 )

We study it under the following C.F.L. condition:

fc<
h

4M
(68)

This condition ensures the L°°-stability of the scheme, The BV-stability is given by the following lemma:

Lemma 8. Assume (2), UQ E BV(R2), and ^~ globally Lipschztz continuons. Then there exists CF,U0 > 0
depending only on F and UQ such lhat Uf,k deflned by (62), (66), (67), (65) and (68) vérifies:

), Vn S N,

u^ -ul3\ < fc(l + CFUak)n\u0\Bvm Vn e N,

and

(69)

(70)

(71)

Proof. First, we note that (71) is a straightforward conséquence of (69), (70) and (63). Then, we prove (69) by
induction. Lemma 7 implies: BV(u}0) < |UO|JBV(E2)- We assume that the property (69) holds for n. We set
BV(u, n) = BV(u, n)x + BV{u, n)y with:

BV(u,n)x = +iî, - < J and BV(u,n)y =

We show hère how to bound BV(u} n + l)x.
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The définition of a and b and the condition (68) ensure that, for all (i, j ) € Z2, there exist a™_± e [0, - ]

and y9̂ _Â G [0, —] such that the scheme (67) may rewrite:

Therefore, we have:

+ /Sr+ | , ,«+2)3 - <+!,,) + ^c + ^ , (72)

with:

We introducé some "decaled" fluxes defined by:

and we set:

There also exist 771,! x G [0, -1 and 5n, k 1 € [0, -1 such that:
ï"T~2'-?~"2 4 *+2'^~2 4

Now, we have to bound |JVC - JV*| and \Nd -N%\. Denoting by Lfs and L>Y (resp. Ly
c>

s and Ly
d'

s) the Lipschitz
constants of de/ds and dd/ds w.r.t. x {resp. y), we get:

\NC -N:\ < kL^iK, - <,_!! + K+ltJ - <+!,,_!!) K ,,
(74)

But, thanks to (72) and (73), we have:
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Therefore, taking the absolute value of this last expression, summing over i and j and setting
C= max (!%',!%'), we get:

,n + l)x < BV(u, n)x + kC(2BV(u, n)x -f 4BV(u,n)y).

We obtain a similar bound for BV(u,n + l)y and finally,

BV(u,n+l) < (l + 6fcjC)n|r*o|BV(Ra).

It proves (69). In order to obtain (70), we use the scheme (67) as we did for (15).

Lemma 9. Assume (2) and u0 E BViocfâ2)- Then, for all compact set Çl G R2, for all T > 0, there exist
CFuo QiT^k and Cf

Fu QT k depending only UQ, F, £1, T and k/h such that:

^ T T ^ (75)

Lemma 9 is a conséquence of Lemma 8. If we want to compute |iiT,/c|sv(nx[o,T'[) w e Just need the values of
u™j on a compact set K and therefore, we just need the knowledge of UQ on a compact set KQ, which dépends
on K and k/h. Then, we consider the truncature of UQ to KQ and the associated approximate solution and we
apply Lemma 8.

Proofoi Theorem 3. Lemma 9 generalized to R^ shows that uq-^ belongs to BV(Q x [0, T[) for all compact set
fi C KN, for all T > 0. Therefore, V^ G C^(Q x [0,T[,R) such that Î Hoo < 1,

L

But uq-^k converges towards u in weak *-L°°(RN x [0,T[). Therefore, if k/h stays constant, we can pass to the
limit in (76) and (77) and then we get the same inequalities with u instead of ur,k- It proves that u belongs to
BVzoc(R

N x [0,T[), for all T > 0.

5. ERROR ESTIMATE

In this last section, we prove an error estimate between the approximate solution given by the scheme and
the entropy solution to (1):

Theorem 4. Assume (2), (5), (6) and (10). Let u be the entropy solution of (1) defined by (3) and tir,fc
the approximate solution given by (9),(11). If uo 6 BVioc(R

N), we have the following error estimate: for any
compact set E C ÏÏ&N x R+ ; there exists K depending only on E, F, UQ, M, a and £ such that

/ \uT,k(x,t)-u(x,t)\dxdt < Khi. (78)
JE
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Theorem 4 is a straightforward conséquence of the following lemma:

Lemma 10. Assume (2) and uQ G L°° n BVioc(R
N). Let ü G L°°(RN x R+) such that A<ü< B a.e. Assume

that there exist IJL G M(RN x R+) and fi0 G M(RN) such that:

f [\u(xy t) - «|v?t(rc, t) + (-F(z, £, u(x,

+ / \uo(x)-K\<p(x,0)dx>- [

V« G M, Vy> G CT(KN x R+,R+). (79)

Let u be the unique entropy solution to the problem (1):

l [|tt(y, s) - K\ys{y, s) + (F(y, 5, u(y, s)T«) - F(y, s, u(y, 5)±«)).Vy?(2/, s)]dyds

/ \uo{y) - K|v?(y,0)dî/ > 0, V/cG R, Vy? G C~(R^ x R+,R+)- (80)

Then, for ail compact set E C M.N x M+; there exists CE,F>U0, R o/ad T which only depend on E, F, UQ such
that:

f \ü(x,t) - u(x,t)\dxdt < CEtF^(l*{B(Q,R))+ii.(B(Q,R) + (MB(0,iî) x [0,T]))*). (81)
JE

Indeed, Theorem 1 proves the existence of \i = /ij-^ and /xo — p r s u c n t n a t r̂,A; vérifies (79). Moreover, as
/X7-}fc and jij- satisfy respectively (28) and (30), we get (78).

It rernaiüs to prove Lemma 10. The proof is close to the proof of Theorem 5. In a nrst step, we show that,
for all ip G C%°(RN x R+ ,M+), there exists C^^F.UQ depending only on ip, F and UQ such that:

/ [\ü(xyt) -u(x,t)\i/>t(x,t) + (F(x,t7ü(x,t)Tu(x,t)) - F(x}t,ü(x,t)±u(x,t))).Vip(
JuNxm+

o(W(,ö) / 0}) + (n({il> ? 0}))* + n({il> ? 0})} . (82)

Then, let E be a compact set o f M J v x E + . Let u G R, R > 0 and T G]0, — [ such that

E(Z U
0<t<T

Applying (82) with the function ip defined by (59), we get:

x T — t 1
, t, ü(x, t)Tu(x, t)) - F(x, t, u(x, t))±u(x, *)))-l~T ™ p\\x\ + ^*) ^rf* ^

F' -̂  J

-C*,F,UO(A»O(S(O,«+!))+ At(B(0,Jî + 1) x [0,T]) + (fi(B(0,R+l)x [0,T]))*).
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We take o> = VK, with K = [-(||ü||ooT||u||oo), (H«l|ooT||u||oo)] and, finally,

f \ü(x,t) - u(x,t)\dxdt < CIÏIFIUUTUO(B(0,R + 1)) + n(B(0,R + 1) x [0..T]) + (ji(B(0,R 4-1) x [0,11))*).
J E

It remains to prove (82).
Letip G C£°(]RiVxR_HR+), we set: tp{x,t,y,s) = il>(x,t)pNir(x-y)plir{t-s). Applying (79) with y>(., .,y, s)

and K = u(y, s), and integrating with respect to y and s, we get:

Di + A* + A* + DA 4- D5 > -E. (83)

Each term Di can be obtained by replacing in Ai, encountered in the proof of Lemma 5, v(x,t,a) by ü(x,t)
and w(y, s,/3) par u(y, s). The term E is due to the measure terms in (79):

E= (\PNAX ~ 2/)W>t(z,t)pi,r(t - s) + ip{x,t)p[ r(t - s)\
J(RNXR+)2

0iNr,r(a - y)\)diJ,(x,t)dyds

s. (84)

Let us introducé if = {(x,t) G l ^ x M+; ^(a;,i) ^ 0} and KQ = {x e RN\ ^(x,0) / 0}. The properties (48)
imply:

E < CF,A(r + 1)M*O + Mo(î o))- (85)

For the D ,̂ we do the same as in the proof of Lemma 5. It yields:

\u(x,t)-ü{x,t)\tk(x,t)dxdt\ < ll^tllooe^ü:,^), (86)

\DS - f (
JRNxR+

(87)

(88)

-D5 > -CF^AAI
 +e( r ' i fo )«o))- (89)

Then, the inequalities (83), (85), (86), (87), (88) and (89) lead to:

f [\ü(x, t) - u(x, t)\xl)t(x, t) 4- (F(x, t,ü(aj, t)Tu(a:, t)) - F(x, t, ü(x, t)±u(x, t))).

+
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If UQ G BV/oc(R iV), Lemma 7 and Theorem 3 ensure that there exist CKQ%U$ &n<i CK,UO,F such that:

We conclude the proof of (82) by taking r = — - = = . (or r —> oo if fJi(K) — 0). This puts an end to the proof

of Theorem 4.

Remark 1. The estimate (78) is probably not optimal. Indeed, when the mesh is rectangular (in the case
N = 2), Lemma 8 gives some strong BV estimâtes on the approximate solution. They lead to an "h1* " error
estimate between the approximate and the entropy solutions.

I would like to thank T. Gallouët and M.H. Vignal for fruitful suggestions and comments on this work.
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