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To a nondegenerate pencil $\phi$ of quadrics in a $(2g + 1)$-dimensional projective space one can associate a hyperelliptic curve $X$ of genus $g$. It has been known for over a decade that the Jacobian of $X$ is isomorphic to the space of $(g - 1)$-dimensional linear spaces contained in the intersection of quadrics of $\phi$ (see [7,5]). This kind of relationship between the moduli spaces of bundles on $X$ and space of linear subspaces of $\mathbb{P}^{2g+1}$ related to a family of quadrics parametrised by $\mathbb{P}^1$ has further been studied in [5], Theorem 4, [4] and [2] for vector bundles and in [6] for stable orthogonal and spin bundles. In this paper I study the semistable orthogonal bundles on $X$ generalizing Theorem 3 of [2] (see Theorem 4). The main result is the following:

**Theorem:** Let $M$ be the space of equivalence classes of semistable orthogonal bundles $F$ of rank $n$ with $i$-action (compatible with the orthogonal structure on it) of a fixed allowable local type $\tau$ over a hyperelliptic curve $X$ of genus $\geq 2$. Let $W$ be the set of Weierstrass points of $X$. Let $Q_1 = \Sigma_{w \in W} Q_w$, $Q_2 = \Sigma_{w \in W} k_w Q_w$ be quadrics on an even dimensional vector space $\Sigma_{w \in W} C_w$, where $C_w$ is a vector space of dimension $r_w$ carrying a nondegenerate quadratic form $Q_w$, $k_w$ are mutually distinct scalars corresponding to the Weierstrass points of $X$ and $r_w = \text{dimension of } F^{-}_w$. Let $R'$ denote the space of subspaces of $\Sigma C_w$ of dimension $\frac{1}{2} \Sigma r_w$ which are maximal isotropic for $Q_1$, and have rank $\leq n$ with respect to $Q_2$. Then the quotient of $R'$, in the sense of geometric invariant theory, by $\prod_w O(Q_w)$ is isomorphic to $M$.

This theorem is proved in §2. In §4, I prove similar results for Clifford bundles. The idea of the proofs is similar to that in [2]. However, in [2] one uses explicitly the special properties of the $i$-invariant orthogonal bundles of forms $E \oplus i^* E$ and $E \otimes i^* E$. Such special forms are possible only for orthogonal bundles of very low ranks. To overcome this difficulty the definition of "irreducible bundles" is introduced (Definition 1.1). The theorem is in fact proved first for irreducible bundles and then generalised by induction.

In §3, properties of some spaces of linear subspaces related to a pencil
of quadrics (including those involved in the above theorems) are studied. This study can be hoped to have good applications in future. For example, Corollary 3.5 applied to results of Professor Ramanan [6] shows that the moduli space of stable spin bundles $F$ with $\mathbb{Z}/2$-action on a hyperelliptic curve is nonsingular if the dimension of the $(-1)$-eigenspace of $F_w$ for $\mathbb{Z}/2$-action is one for all Weierstrass points $w$.

§1. Notations and preliminaries

We will assume that characteristic of the base field is zero.

Let $X$ be an irreducible nonsingular hyperelliptic curve. Let $i$ denote the hyperelliptic involution on $X$. We denote by $W$ the set of Weierstrass points of $X$ as well as its image on $\mathbb{P}^1$. We use $h$ to denote both the line bundle $\mathcal{O}_{\mathbb{P}^1}(1)$ on $\mathbb{P}^1$ as well as its pull back to $X$.

**DEFINITION 1.1:** An $i$-action on a bundle $E$ over $X$ is a map $j: E \to i^*E$ such that $i^*j \circ j = Id$.

If $E$ is a vector bundle with $i$-action, then for $w$ in $W$, the $i$-action induces an involution on the fibre $E_w$ of $E$ at $w$. We denote by $E^+_w$ (resp. $E^-_w$) the eigenspace corresponding to eigenvalue $+1$ (resp. $-1$) for this involution. The $i$-action induces one on the cohomology groups $H^k(X, E)$ too. Let $H^k(X, E)^+$ and $H^k(X, E)^-$ denote the eigenspaces corresponding to eigenvalues $+1$ and $-1$ respectively. We use similar notations for $H^k(X, E)$ replaced by the Euler characteristic $\chi(E)$ of $E$.

Henceforth, in this section, $E$ will denote an $O(n)$-or $SO(n)$-bundle with $i$-action.

**DEFINITION 1.2:** Let $T$ be a fixed topological $O(n)$ (or $SO(n)$)-bundle with $i$-action. Then $E$ is said to be of local type $T$ if $E$ is topologically $i$-isomorphic to $T$.

**DEFINITION 1.3:** An $i$-invariant subbundle of $E$ is a subbundle of $E$ invariant under the given $i$-action on $E$.

**DEFINITION 1.4:** A bundle $E$ is semistable (resp. stable) if every isotropic $i$-invariant (resp. proper) subbundle $F$ of $E$ has degree less than or equal to (resp. less than) zero.

We remark that an $O(n)$ (or $SO(n)$)-bundle with $i$-action is semistable if and only if it is semistable as an orthogonal (or special orthogonal) bundle (Proposition 4.6, [6]). However, there do exist orthogonal bundles with $i$-action which are stable as orthogonal bundles with $i$-action but not stable as orthogonal bundles (Example 1.35, [1], Lemma 1.8).

If $E$ is semistable but not stable (as a bundle with $i$-action), then by...
induction we can find a flag

\[ 0 = N_0 \subset \ldots \subset N_r \subset N_r^{\perp} \subset \ldots \subset N_r^{\perp} \subset E \]

such that \( N_j \) are isotropic \( i \)-invariant subbundles of \( E \) of degree zero, \( N_{j+1}/N_j \) and \( N_r^{\perp}/N_{r+1}^{\perp} \) are stable vector bundles with \( i \)-action for \( j = 0, \ldots, r - 1 \) and \( N_r^{\perp}/N_r \) is a stable orthogonal (or \( \text{SO}(n) \))-bundle with \( i \)-action. Then \( \text{gr}E \), the associated graded of \( E \), is defined as the bundle \( N_1 \oplus \ldots \oplus N_r/\oplus N_{r-1}^{\perp}/N_r \oplus N_r^{\perp}/N_{r-1}^{\perp} \oplus \ldots \oplus E/N_1^{\perp} \). The bundle \( \text{gr}E \) gets an orthogonal structure as follows: \( N_j^{\perp}/N_{j+1}^{\perp} \) and \( N_{j+1}/N_j \) are dual to each other and hence their direct sum carries a non-degenerate quadratic form with both these direct summands as isotropic subbundles. On \( N_r^{\perp}/N_r \) there is a nondegenerate quadratic form induced from that on \( E \). On \( \text{gr}E \) we put the quadratic form which is a direct sum of these forms. The bundle \( \text{gr}E \) is unique up to quadratic \( i \)-isomorphisms.

**Definition 1.5:** Two semistable orthogonal bundles with \( i \)-action are equivalent if their associated gradeds are isomorphic (as orthogonal bundles with \( i \)-action).

**Remark:** The local type of an \( \text{O}(n) \) (or \( \text{SO}(n) \))-bundle with \( i \)-action is completely determined by its topological type as an \( \text{O}(n) \) (or \( \text{SO}(n) \))-bundle (without \( i \)-action) and the integers \( (r_w = \dim E_w^-) \), \( w \) in \( W \), \( E \) being the associated vector bundle (see Proposition 1.48, pp. 76–87 [1]).

**Definition 1.6:** An orthogonal bundle (or special orthogonal bundle) with \( i \)-action is irreducible if it has no trivial sub-bundle with induced trivial \( i \)-action.

**Lemma 1.7:** Let \( F \) be a semistable orthogonal (special orthogonal) bundle of rank \( n \) with \( i \)-action. Then

(i) \( F \) is irreducible if and only if \( H^0(F)^+ = 0 \),

(ii) if \( F \) is not irreducible, then \( F \) is equivalent to \( I_{n-m} \oplus F_m \), \( F_m \) being an irreducible orthogonal bundle with an \( i \)-action and \( I_{n-m} \) a trivial bundle of rank \( n - m \) with trivial \( i \)-action, \( m < n \).

**Proof:** (i) Suppose \( F \) is reducible, i.e. \( F \) contains a trivial bundle \( N \) with trivial \( i \)-action; then \( H^0(F)^+ \supseteq H^0(N)^+ \neq 0 \). Conversely, suppose that \( H^0(F)^+ \neq 0 \). We shall show that \( F \) is reducible. Let \( N \) be the subbundle of \( F \) generated by \( H^0(F)^+ \). Then \( N \) is \( i \)-invariant being generated by invariant sections. We claim that \( N \) is trivial. Since \( F \) is a semistable bundle of degree zero, degree \( N \leq 0 \). On the other hand, as \( N \) is generated by sections, degree \( N \geq 0 \). It follows that degree \( N = 0 \) and hence \( N \) is generated by nowhere vanishing sections. Therefore \( N \) is trivial. The \( i \)-action on \( N \) is trivial as it is generated by \( i \)-invariant sections. Thus \( F \) is reducible.
(ii) Let $F$ be a reducible semistable orthogonal bundle with an $i$-action. By part (i), $H^0(F)^+ \neq 0$ and $H^0(F)^+$ generates a trivial subbundle $N$ of $F$ with trivial $i$-action. If $N$ is non-isotropic in the sense that the subbundle $N'$ generated by $N \cap N^\perp$ is zero, then $F = N \oplus N^\perp$ (see the proof of Proposition 4.2, [6]). If $N' \neq 0$, $N'$ being isotropic $i$-invariant we get the flag $0 \subset N' \subset N^\perp \subset F$ showing that $F$ is equivalent to $N' \oplus N'^\ast \oplus N'^\perp/N'$ as an orthogonal bundle with $i$-action. We claim that $N'$ is trivial. We first show that $N'$ has degree zero. Consider the exact sequence $0 \to N' \to N \oplus N^\perp \to M \to 0$ where $M$ is the subbundle generated by $N \oplus N^\perp$. In view of the semistability of $F$, degree $N' \leq 0$, degree $M \leq 0$. But, from the exact sequence, degree $N' +$ degree $M = \deg N + \deg N^\perp = 2(\deg N)$ as $F/N^\perp \cong N^\ast$, so that degree $N' = \deg M = 0$. We will now show that $N'$ is generated by sections so that $N'$ will be trivial being of degree zero. Notice that the evaluation map $X \times H^0(N') \to N'$ is injective as $H^0(N') \subset H^0(N)$ and $X \times H^0(N) \to N$ is an injection (in fact an isomorphism). Thus $\dim H^0(N') \leq \rank N'$. We only have to show that this is an equality. Consider $0 \to N' \to N \to L \to 0$. Note that $L$ is semistable as $N$ is so and $\mu(N') = \mu(N) = \mu(L)$. The map $X \times H^0(L) \to L$ is an injection, for if a section of $L$ vanishes at a point, it will generate a line subbundle of $L$ of positive degree contradicting the semistability of $L$. Thus $\dim H^0(L) = \rank L$. Thus,

$$\dim H^0(N') \geq \dim H^0(N) - \dim H^0(L)$$

$$\geq \rank N - \rank L$$

$$= \rank N'.$$

This finishes the proof of the claim that $N'$ is trivial. Thus $F$ is equivalent to $(N' \oplus N'^\ast) \oplus F'$, where $(N' \oplus (N')^\ast)$ is a trivial bundle with trivial $i$-action, $F' \cong N'^\perp/N'$ is an orthogonal bundle with an $i$-action, $\oplus$ being an orthogonal direct sum. If $F'$ is irreducible, we are through; otherwise by induction on rank applied to $F'$ we get the result.

**Lemma 1.8:** For every integer $n$, there exists a stable special orthogonal bundle with $i$-action, of rank $n$.

**Proof:** The case $n = 1$ is trivial. For $n = 2$, though there does not exist a stable special orthogonal bundle, there do exist stable special orthogonal bundles with $i$-action. For example, take $E = L \oplus L^\ast$ with $L \neq i^*L$, $\deg L = 0$. Since $\deg L = 0$, $L^\ast \cong i^*L$ so that there is an $i$-action on $E$ obtained by switching the direct summands. $E$ is clearly semistable. $E$ is stable since any $i$-invariant subbundle of $E$ of degree zero has to be $L$ or $L^\ast$ and the latter are not $i$-invariant. Thus we may assume that $n \geq 3$.

Let $\tilde{X}$ be the universal covering of $X$. Let $\Gamma$ be the group for the composite covering $\tilde{X} \to X \to \mathbb{P}^1$. It is known that $\Gamma$ is generated by
(2g + 2) elements $x_1, \ldots, x_{2g+2}$, say, with the only relations $x_i^2 = 1$ for all $i$ and $x_1 x_2 \cdots x_{2g+2} = 1$. The fundamental group $\pi$ of $X$ is a normal subgroup of $\Gamma$ with quotient $\approx \mathbb{Z}/2$, generated by $X_i, Y_i, i = 1, \ldots, g$ where $X_i = x_1 x_2 i, Y_i = x_{2i+1} x_1$ with the only relations $X_1 Y_1 X_2 Y_2 \cdots X_g X_g = Y_1 Y_2 \cdots Y_i X_i$. The induced involution on $\pi$ is given by $X_i \mapsto X_i^{-1}, Y_i \mapsto Y_i^{-1}$ for all $i = 1, \ldots, g$. The bundles associated to irreducible unitary representations of $\Gamma$ in $\text{SO}(n)$ are stable special orthogonal bundles of rank $n$ with $i$-action, hence it suffices to construct irreducible unitary representations $\rho$ of $\Gamma$ in $\text{SO}(n)$ for $n \geq 3$. Let $V$ be a vector space of dimension $n$ and $B$ a symmetric bilinear form on $V$.

**Case (i):** $n = 2m$, $m$ even. Let $(e_1, \ldots, e_m, f_1, \ldots, f_m)$ be a basis of $V$ (taken in this order) such that $B(e_i, f_j) = \delta_{ij}$ for all $i, j$. Let $M, N \in \text{End} \ V$ be defined by $M(e_i) = f_i$, $M(f_i) = e_i$, $N(e_i) = \lambda_i^{-1} f_i$, $N(f_i) = \lambda_i e_i$, $i = 1, \ldots, m$ where $\lambda_i$ are nonzero real numbers such that $\lambda_i \neq \lambda_j$ for $i \neq j$ and $\lambda_i, \lambda_j \neq 1$ for all $i, j$. Since $m$ is even, $M, N \in \text{SO}(n)$. Define $\rho(x_i) = M$, $\rho(x_2) = M$, $\rho(x_3) = N$, $\rho(x_4) = N$ and $\rho(x_i) = \text{Id}$ for $i > 4$. Then $\rho$ gives a unitary representation of $\Gamma$ in $\text{SO}(n)$. We have to check that $\rho$ is irreducible i.e. $\{M, N\}$ is an irreducible subset i.e. no nonzero element in the Lie algebra of $\text{SO}(n)$ commutes with both $M$ and $N$. Let $\mathfrak{g}$ be the Lie algebra of $\text{SO}(n)$. Then $A \in \mathfrak{g}$ iff $AM + M'A = 0$ i.e. iff

$$A = \begin{bmatrix} \alpha & \beta \\ \gamma & -\alpha \end{bmatrix}$$

with $\beta$ and $\gamma$ skew symmetric matrices. Take

$$D = \begin{bmatrix} 0 & \mu \\ \mu^{-1} & 0 \end{bmatrix}$$

where $\mu = (\mu_1, \ldots, \mu_m)$ is a diagonal matrix. Then $A$ commutes with $D$ iff $\beta \mu^{-1} = \mu \gamma$ and $\alpha \mu = -\mu \alpha$. Taking $\mu = \text{Id}$, i.e. $D = M$, we get $\beta = \gamma$, $\alpha = -\alpha$ i.e. $\alpha$ is skew symmetric. Taking $D = N$, we get $\lambda_i \lambda_j \beta_{ij} = \beta_{ij}$, $\lambda_i^{-1} \lambda_j \alpha_{ij} = \alpha_{ij}$ so that $\alpha_{ij} = 0$ for $i \neq j$ and $\beta_{ij} = 0$ for $i, j$. Since $\alpha$ is skew symmetric, we have $\alpha = 0 = \beta$. Thus $A = 0$.

**Case (ii):** $n = 2m + 1$, $m$ even. Take an ordered basis of $V$, $(e_0, e_1, \ldots, e_m, f_1, \ldots, f_m)$, with $B(e_0, e_0) = 1$, $B(e_i, f_j) = \delta_{ij}$, $i, j = 1, \ldots, m$. The Lie algebra consists of matrices of type

$$\begin{bmatrix} 0 & b & c \\ -c & \alpha & \beta \\ -b & \gamma & -\alpha \end{bmatrix}$$

with $\beta, \gamma$ skew symmetric $m \times m$ matrices. Let

$$M_i = \begin{bmatrix} 1 & 0 \\ 0 & M \end{bmatrix}, \quad N_i = \begin{bmatrix} 1 & 0 \\ 0 & N \end{bmatrix}.$$
As in the case i), one can check that \( \{M_1, N_1\} \) is an irreducible set. Define the representation \( \rho \) by

\[
\rho(x_1) = M_1, \quad \rho(x_2) = M_1, \quad \rho(x_3) = N_1, \quad \rho(x_4) = N_1, \quad \rho(x_i) = \text{Id} \quad \forall i > 4.
\]

**Case (iii): \( n = 2m, m \text{ odd} \).** Let \( (e_1, \ldots, e_{m-1}, f_1, \ldots, f_{m-1}, e_m, f_m) \) be an ordered basis of \( V \) s.t. \( B(e_i, f_j) = \delta_{ij}, i, j = 1, \ldots, m \). Let

\[
J_2 = \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}
\]

Then the Lie algebra \( \mathfrak{g}_1 \) consists of matrices of the form

\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\]

with \( AM + M'A = 0, BJ_2 + M'C = 0, CM + J_2'B = 0 \) and

\[
D = \begin{pmatrix}
b & 0 \\
0 & -b
\end{pmatrix},
\]

\( b \) being a scalar. Let \( I_q \) denote identity matrix of rank \( q \). Let

\[
M_2 = \begin{bmatrix}
M & 0 \\
0 & -I_2
\end{bmatrix}, \quad N_2 = \begin{bmatrix}
N & 0 \\
0 & I_2
\end{bmatrix}
\]

and let \( P_2 \) be defined by \( P_2(e_1) = f_1, P_2(f_1) = e_1, P_2(e_m) = f_m, P_2(f_m) = e_m, P_2(e_i) = e_i, P_2(f_i) = f_i \) for \( i \neq 1, m \). Then an element in \( \mathfrak{g}_1 \) commutes with \( M_2 \) and \( N_2 \) iff it is of the form

\[
\begin{bmatrix}
0 & 0 \\
0 & D
\end{bmatrix}
\]

with \( D = \begin{pmatrix}
b & 0 \\
0 & -b
\end{pmatrix} \).

An element of this form commutes with \( P_2 \) iff \( J_2D = DJ_2 \) i.e. iff \( D = 0 \). Thus \( \{M_2, N_2, P_2\} \) is an irreducible set for \( \mathfrak{g}_1 \). Hence the representation \( \rho \) defined by \( \rho(x_1) = M_2, \rho(x_2) = M_2, \rho(x_3) = (N_2), \rho(x_4) = N_2, \rho(x_5) = P_2, \rho(x_6) = P_2 \) and \( \rho(x_i) = \text{Id} \) for \( i > 6 \) gives an irreducible representation.

**Case (iv) (a): \( n = 3 \).** Let \( (e_0, e_1, f_1) \) be an ordered basis of \( V \) such that the matrix of the quadratic form with respect to this basis is

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{bmatrix}.
\]

The Lie algebra \( \mathfrak{g}_2 \) consists of matrices of the form

\[
\begin{pmatrix}
0 & b & c \\
-c & e & 0 \\
-b & 0 & -e
\end{pmatrix}.
\]
Let

\[ M_0 = \begin{bmatrix} -1 & 0 & 0 \\ 0 & 0 & \lambda \\ 0 & \lambda^{-1} & 0 \end{bmatrix}, \quad \lambda^2 \neq 1, \quad N_0 = \frac{1}{2} \begin{bmatrix} 0 & \sqrt{2} & \sqrt{2} \\ \sqrt{2} & -1 & 1 \\ \sqrt{2} & 1 & -1 \end{bmatrix}. \]

It is easy to check that \( M_0, N_0 \) form an irreducible set for \( \mathfrak{g}_2 \). Define a representation \( \rho \) by \( \rho(x_1) = \rho(x_2) = M_0, \rho(x_3) = \rho(x_4) = N_0, \rho(x_i) = Id_{i>4} \).

Case (iv) (b): \( n = 2m + 1, m \text{ odd } \geq 3 \). Let \((e_0, e_1, \ldots, e_{m-1}, f_1, \ldots, f_{m-1}, e_m, f_m)\) be an ordered basis of \( V \) such that \( B(e_0, e_i) = \delta_{i,0}, B(e_0, f_i) = 0, B(e_i, e_j) = 0 = B(f_i, f_j) = 0, B(e_i, f_j) = \delta_{ij}, i, j = 1, \ldots, m \). The Lie algebra \( \mathfrak{g}_2 \) consists of matrices of the form

\[
\begin{bmatrix}
0 & B \\
-C'B & A
\end{bmatrix}
\]

where

\[
C = \begin{bmatrix}
0 & I_{m-1} & 0 \\
I_{m-1} & 0 & 0 \\
0 & 0 & J_2
\end{bmatrix}
\quad \text{and} \quad A \in \mathfrak{g}_1.
\]

Let \( M_3 = \begin{bmatrix} 1 & 0 \\ 0 & M_2 \end{bmatrix} \), \( N_3 = \begin{bmatrix} 1 & 0 \\ 0 & N_2 \end{bmatrix} \), \( P_3 = \begin{bmatrix} -1 & 0 \\ 0 & P_2 \end{bmatrix} \),

where \( P_2(e_i) = f_i, i = 1, 2, m; P_2(f_i) = e_i, i = 1, 2, m \) and \( P_2(e_i) = e_i, P_2(f_i) = f_i \) for \( i \neq 1, 2, m \). As before, it can be checked that \( M_3, N_3, P_3 \) form an irreducible set for \( \mathfrak{g}_2 \). Define a representation \( \rho \) by \( \rho(x_1) = \rho(x_2) = M_3, \rho(x_3) = \rho(x_4) = N_3, \rho(x_5) = \rho(x_6) = P_3, \rho(x_i) = Id \) for \( i > 6 \).

**Lemma 1.9:** For every integer \( n \), there exists an irreducible stable special orthogonal bundle of rank \( n \) with \( i \)-action.

**Proof:** We shall show that the stable \( SO(n) \)-bundles \( F \) associated to the irreducible unitary representations of \( \Gamma \) in \( SO(n) \) constructed in Lemma 1.8 (with a minor change in case ii) are irreducible. By Lemma 1.7, \( F \) is irreducible iff \( H^0(F)^+ = 0 \) i.e. iff \( V^\Gamma \), the subspace of \( V \) on which \( \Gamma \) acts trivially, is zero. Hence it suffices to show that the representation \( \bar{\rho} \) obtained by composing \( \rho \) with the inclusion \( SO(n) \to GL(n) \) contains no trivial representation.

**Case (i):** \( n = 2m, m \text{ even} \). Since \( N \) and \( M \) both keep the subspaces \((e_i) \oplus (f_i), i = 1, \ldots, m\), invariant and each of these subspaces is irreducible for their action as \( \lambda_i \neq \pm 1 \), it follows that \( \bar{\rho} \) has irreducible compo-
nents \((e_i) \oplus (f_i), \ i = 1, \ldots, m\). Moreover \(M, N\) act nontrivially on any component, showing that \(\tilde{\rho}\) has no trivial subrepresentation.

Case (ii): \(n = 2m + 1, m\) even. Define \(P_1\) by \(P_1(e_0) = -e_0, P_1(e_1) = f_1, P_1(f_1) = e_1\) and \(P_1(e_i, P(f_i)) = f_i\) for \(i \neq 1\). Define \(\rho\) by \(\rho(x_1) = \rho(x_2) = M_1, \ \rho(x_3) = \rho(x_4) = N_1, \ \rho(x_5) = \rho(x_6) = P_1\) and \(\rho(x_i) = \text{Id}\) for \(i > 6\). Then \(\tilde{\rho}\) has irreducible components \((e_0)\) and \((e_i) \oplus (f_i), \ i = 1, \ldots, m\). \(P_1\) acts nontrivially on \((e_0)\). It follows that \(\tilde{\rho}\) contains no trivial subrepresentation.

Case (iii): \(n = 2m, m\) odd. In this case \(\tilde{\rho}\) has irreducible components \((e_i) \oplus (f_i), i = 1, \ldots, m - 1, (e_n + f_n), (e_n - f_n)\). Since \(M_2\) acts nontrivially on these components, it follows that \(\tilde{\rho}\) contains no trivial subrepresentation.

Case (iv): \(n = 2m + 1, m\) odd. (a) \(M_0\) acts trivially on an element \(v = a_0e_0 + a_1e_1 + b_1f_1\) iff \(a_1 = b_1\lambda, a_0 = 0\); and \(N_0\) acts trivially on \(a_1e_1 + b_1f_1\) iff \(a_1 + b_1 = 0\). Since \(\lambda \neq -1\), the result follows.

(b) In this case \(\tilde{\rho}\) has irreducible components \((e_0), (e_i) \oplus (f_i), i = 1, \ldots, m - 1, (e_m + f_m), (e_m - f_m)\). It is easy to see that \(\tilde{\rho}\) contains no trivial subrepresentation.

Note that the SO(2)-bundle given in the proof of Lemma 1.8 is an irreducible stable SO(2)-bundle with \(i\)-action.

DEFINITION 1.10: A local type \(\tau\) of an orthogonal (or SO\((n)\))-bundle with \(i\)-action is allowable if there exists an irreducible stable orthogonal (or SO\((n)\)) bundle with \(i\)-action of local type \(\tau\).

The above lemma gives an example of an orthogonal bundle with \(i\)-action of an allowable local type for every \(n\). I do not know a complete classification of allowable local types. It is easy to see that in case \(r_w = 0\) for at least \(2g\) of the Weierstrass points, there exist no irreducible unitary representations. In case \(n = 2\), using the matrices

\[
M = \begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix}, \quad N = \begin{bmatrix}
0 & \lambda \\
\lambda^{-1} & 0
\end{bmatrix}
\]

with \(\lambda^2 \neq 1\), it is easy to see that provided \(\Sigma r_w\) is even and the \(i\)-action is not \(\pm \text{Id}\) for at least four Weierstrass points, there exist irreducible stable orthogonal bundles with given \(r_w\)'s.

It is not difficult to construct examples of allowable local types in low ranks.

§2. The main theorem

This section is devoted to the proof of the following theorem.

THEOREM 1: Let \(M\) be the space of equivalence classes of semistable orthogonal bundles \(F\) of rank \(n\) with an \(i\)-action and of an allowable fixed
local type $\tau$ on a hyperelliptic curve $X$ of genus $g \geq 2$. For each Weierstrass point $w$, let $C_w$ be a vector space of dimension $r_w$ equal to the dimension of $F_w$, carrying a nondegenerate quadratic form $Q_w$. We construct a quadratic form on $\mathbb{P}^1 \times \sum C_w$ with values in $\mathcal{O}_{\mathbb{P}^1}(2g + 1)$ (see the proof). This can be regarded as a family of quadratic forms on $\sum C_w$ parametrised by $\mathbb{P}^1$. Fix two distinct non-Weierstrass points $a$ and $x$. Let $p(a)$ and $p(x)$ be their projections on $\mathbb{P}^1$ and let $Q_1 = \sum Q_w$ and $Q_2 = \sum k_w Q_w$ be the quadratic forms in the family corresponding to points $p(a)$ and $p(x)$ respectively. Let $R'$ denote the space of subspaces of $\sum C_w$ of dimension $\frac{1}{2}r_w$ which are maximum isotropic for $Q_1$ and have rank less than or equal to $n$ for $Q_2$. Then the quotient $R$ of $R'_{ss}$ (the set of semistable points of $R'$) in the sense of geometric invariant theory, by $\mathit{PO}(Q_w)$ is isomorphic to the moduli space $M$.

Let $I$ be the set of isomorphism classes of semistable orthogonal bundles $F$ of rank $n$ with $i$-action and quadratic isomorphisms $n_w : (F \otimes h^g)_w \to C_w$ for all $w$ in $W$. We first give a map $f$ from $I$ to $R'$. Write $E = F \otimes h^g$. We claim that the evaluation map $e : H^0(E)^- \to \sum E_w^-$ is an injection. From the cohomology exact sequence associated to the exact sequence $0 \to E(-W) \to E \to E \otimes O_w \to 0$, it follows that the kernel of the evaluation map is $H^0(E(-W))^+$. The latter is zero as $E(-W)$ is semistable of negative degree. Composing $e$ with the isomorphisms $(n_w)$, we get a map $f(F, (n_w))$ to be the image of $H^0(E)^-$ in $\sum C_w$ under this composite. We check below that $f(F, (n_w)) \in R'$ (see Proposition 2.1 below).

For the sake of convenience, we interpret the quadratic form $Q_w$ on $C_w$ as having values in the one dimensional vector spaces $h_{w}^{2g}$ for all $w$ in $W$. Let $p : X \to \mathbb{P}^1$ be the canonical projection. Fix $a$ in $X - W$. Using $p(a)$ we get an isomorphism

$$\sum_{w} h_{w}^{2g} \to \sum_{w} h_{w}^{2g + 1}.$$ 

Now there is an isomorphism $\sum_{w} h_{w}^{2g + 1} = H^0(\mathbb{P}^1, h_{w}^{2g + 1})$ induced by the evaluation map, since both the spaces are of dimension $2g + 2$ and the kernel of the evaluation map is $H^0(\mathbb{P}^1, h^{-1}) = 0$. Define $q$ to be the composite

$$q : \mathbb{P}^1 \times \sum C_w \to \mathbb{P}^1 \times \sum_{w} h_{w}^{2g} \to \mathbb{P}^1 \times \sum_{w} h_{w}^{2g + 1} \approx \mathbb{P}^1 \times H^0(\mathbb{P}^1, h_{w}^{2g + 1}) \to h_{w}^{2g + 1}$$

where $e$ is the evaluation map. Then $q$ is a quadratic form on $\sum C_w$ parametrised by $\mathbb{P}^1$ and with values in $h_{w}^{2g + 1}$. For $x$ in $\mathbb{P}^1$ the quadratic
form \( q_x \) corresponding to \( x \) is obtained simply by replacing \( e \) above by \( e_x \), the evaluation at \( x \). The pullback of \( q \) to \( X \) is again denoted by \( q \).

**Proposition 2.1:** (a) \( f(F, (n_w)) \) is isotropic with respect to the quadratic forms \( q_a, q_{ia} \) at \( a \) and \( ia \) respectively.

(b) The space \( H^0(X, E \otimes h^{-1}) \) embedded in \( f(F, (n_w)) \) via the divisor \((x \cup ix)\) is orthogonal to \( f(F, (n_w)) \) with respect to \( q_x \) for \( x \) in \( X-(W \cup a \cup ia) \).

If \( F \) is irreducible, then \( H^0(X, E \otimes h^{-1}) \) embedded in \( f(F, (n_w)) \) via \( x \cup ix \) is the orthogonal complement of \( f(F, (n_w)) \) in \( f(F, (n_w)) \) for \( q_x \), for \( x \) in \( X-(W \cup a \cup ia) \).

(c) (i) \( \dim f(F, (n_w)) = \frac{1}{2} \sum_w \dim C_w \),
(ii) \( \text{rank } q_x/f(F, (n_w)) \leq n, \forall F \) in \( I \),
(iii) \( \text{rank } q_x/f(F, (n_w)) = n \) if and only if \( F \) is irreducible.

**Proof:** (a) Follows from the definition of \( q_a \) and the following commutative diagram

\[
\begin{array}{ccc}
H^0(X, E)^{-} & \rightarrow & \Sigma C_w \\
\downarrow & & \downarrow \Sigma Q_w \\
H^0(\mathbb{P}^1, h^{2g}) = H^0(X, h^{2g})^+ & \rightarrow & \Sigma h^{2g}_w \\
\downarrow p(a) & & \downarrow p(a) \\
H^0(\mathbb{P}^1, h^{2g+1}) & \rightarrow & \Sigma h^{2g+1}_w \\
\downarrow e_{p(a)} & & \\
h^{2g+1}_{p(a)} \\
\end{array}
\]

The composite \( e_{p(a)} \circ p(a) : H^0(\mathbb{P}^1, h^{2g}) \rightarrow h^{2g+1}_{p(a)} \) is zero in view of the cohomology exact sequence associated to the exact sequence \( 0 \rightarrow h^{2g} \rightarrow h^{2g+1} \rightarrow O_{p(a)} \rightarrow 0 \).

(b) Consider the commutative diagram

\[
\begin{array}{ccc}
H^0(E)^{-} \times H^0(E \otimes L_{x+ix}^{-1})^- & \rightarrow & \Sigma C_w \times \Sigma C_w \\
\downarrow & & \downarrow \\
H^0(X, h^{2g} \otimes L_{x+ix}^{-1})^+ & = & H^0(P^1, h^{2g} \otimes L_{p(x)}^{-1}) \rightarrow \Sigma h^{2g}_w \\
\downarrow & & \downarrow \\
H^0(P^1, h^{2g+1} \otimes L_{p(x)}^{-1}) & \rightarrow & H^0(h^{2g+1}) \rightarrow h^{2g+1}_{p(x)}. \\
\end{array}
\]
The lower composite is zero in view of the exact sequence

\[ 0 \to h^{2g+1} \otimes L_{p(x)}^{-1} \to h^{2g+1} + h^{2g+1} \otimes O_{p(x)} \to 0. \]

Thus \( q_x(H^0(E)^-, \ H^0(E \otimes L_{x+ix}^{-1})^\perp) = 0 \forall x \in X \), which shows that \( H^0(E \otimes L_{x+ix}^{-1})^\perp \subset \) orthogonal complement of \( H^0(X, E)^- \) in \( H^0(X, E)^- \) with respect to the quadric \( q_x \) at \( x \in X-(W \cup a \cup ia) \).

For the second part, let \( s \in H^0(X, E)^- \) be orthogonal to \( H^0(X, E)^- \) for \( q_x \). This means \( q'_x(s(x), t(x)) = 0 \) for all \( t \) in \( H^0(X, E)^- \) where \( q'_x \) is the quadratic form on \( E_x \) given by the orthogonal structure of \( E \). We claim that it suffices to show that the evaluation map \( e_x : H^0(X, E)^- \to E_x \) is onto. For, then we shall have \( q'_x(s(x), E_x) = 0 \), which implies \( s(x) = 0 \) as \( q'_x \) is nondegenerate on \( E_x \). Since \( s \) is \( i \)-antiinvariant, we have also \( s(ix) = 0 \). Thus \( s \in H^0(X, E \otimes L_{x}^{-1} \otimes L_{ix}^{-1}) = H^0(X, E \otimes h^{-1})^- \). It remains to show that the evaluation map \( e_x \) is onto. Consider the exact sequence

\[ 0 \to E \otimes h^{-1} \to E \to E_x \oplus E_{ix} \to 0. \]

The associated cohomology exact sequence gives

\[ H^0(X, E)^- \to (E_x \oplus E_{ix})^- \to H^1(X, E \otimes h^{-1})^- \text{ exact.} \]

By Serre’ duality \( H^0(X, E)^+ = H^1(X, F^* \otimes K)^+ \) and \( H^1(X, F \otimes h^{-1})^- \) as \( F \cong F^* \) and \( K \cong h^{-1} \), the latter isomorphism being noncompatible with \( i \)-actions as \( i \)-acts by \((-1) \) on \( K_w \), while it acts trivially on \( K_w \) for all \( w \) in \( W \). Since \( F \) is irreducible, \( H^0(X, F)^+ = 0 \) so that \( H^1(X, E \otimes h^{-1})^- = 0 \) as \( E = F \otimes h^\xi \). Thus \( H^0(X, E)^- \to (E_x \oplus E_{ix})^- \) is onto. Now

\[ E_x \overset{\sim}{\to} (E_x \oplus E_{ix})^- \]

under the map \( y \to (y, -iy) \) and the following diagram commutes, showing that \( e_x \) is onto.

\[ \begin{array}{ccc}
H^0(X, E)^- & \overset{e_x}{\longrightarrow} & (E_x \oplus E_{ix})^- \\
\downarrow a & & \downarrow \ \\
E_x & & \end{array} \]

(c) The assertion (i) follows from Proposition 2.2 [2]. We similarly have

\[ h^0(X, E)^- - h^0(X, E \otimes h^{-1})^- = n - h^1(X, E \otimes h^{-1})^- \].
The assertions (ii) and (iii) now follow from this and the part (b).

We recall that a subspace $V$ of $\Sigma C_w$ is semistable (respectively properly stable) for the action of $\prod O(Q_w)$ on $\Sigma C_w$ if and only if for every proper family $(N_w)_w$ where $N_w$ is an isotropic subspace of $C_w$, we have

$$\dim V \cap \left(\sum N_w\right) + \dim V \cap \left(\sum N_w^\perp\right) \leq (\text{resp. } <) \dim V \ (\text{see Proposition 5.3} \ [6]).$$

**Proposition 2.2:** Let $F$ be an orthogonal bundle with $i$-action, $E = F \otimes h^g$ and $H^1(E)^- = 0$. If the space $H^0(E)^-$ embedded in $\Sigma C_w$ via quadratic isomorphisms $(n_w)_w$ is semistable, then $F$ is a semistable orthogonal bundle.

**Proof:** Follows similarly as Proposition 5.6 [6] by taking $\alpha = h^g$.

Let $(R'_n)_{ss}$ be the set of semistable subspaces $V$ of $\Sigma C_w$ of dimension $\frac{1}{2} \Sigma \dim C_w$ which are maximum isotropic for $Q_1$ and have rank exactly $n$ for $Q_2$. From Propositions 2.1 (C) and 2.2, it follows that $f^{-1}((R'_n)_{ss}) = I_n \cap f^{-1}(R'_{ss})$ where $I_n$ is the subset of $I$ consisting of irreducible bundles.

**Proposition 2.3:** The map $f$ induces a bijection from

$I'_n = I_n \cap f^{-1}(R'_{ss})$ onto $(R'_n)_{ss}$.

**Proof:** We shall now construct a map $f' : (R'_n)_{ss} \rightarrow I'_n$ which will be shown to be the inverse of $f$. Let $V \in (R'_n)_{ss}$. We claim that the composite $\Sigma C_w \otimes L_w^{-1} \rightarrow X \times \Sigma C_w \rightarrow X \times \Sigma C_w/V$ is a surjection. We have only to check that at $w_0 \in W$, $\text{Image}(\Sigma C_w \otimes L_w^{-1}) + V = \Sigma C_w$ i.e. $\Sigma_{w' \neq w_0} C_w' + V = \Sigma C_w$. By Lemma 5.5, [6] we have $V \cap C_{w_0} = 0$. Taking orthogonal complements for $Q_1$ and noting that $V$ is a maximal isotropic space for $Q_1$ so that $V^\perp = V$, we have $V' = \Sigma_{w' \neq w_0} C_w' = \Sigma C_w$. Define $V'$ by

$$0 \rightarrow X \times V \rightarrow X \times \sum C_w \rightarrow X \times \sum C_w/V \rightarrow 0$$

Now, the quadratic form $q$ on $X \times \Sigma C_w$ induces a quadratic form on $\Sigma (C_w \otimes L_w^{-1})$ which vanishes at each $w$ and hence factors through a quadratic form with values in $h^{2g+1} \otimes L_w^{-2} = h^{-1}$. Its restriction to $V'$ vanishes completely on $V'$ at $a$ and $ia$ and hence induces an $h^{-2}$-valued quadratic form $Q_a$ on $V'$. We claim that $Q_a$ has constant rank on $X$. The adjoint form (§2.5 [2]) of the $h^{-1}$-valued form has values in $h$ and its restriction to the polar $V_0$ vanishes at $a$, $ia$ and factors through a quadratic form with values in the trivial line bundle. Since $V_0$ is the trivial
bundle, this form has constant rank on $V_0$. Our claim now follows in the same way as Proposition 2.6 [2]. Define $f'(V) = (F \equiv V' / V'^\perp \otimes h, (n_w))$, where $V'^\perp$ denotes the orthogonal complement of $V'$ in $V'$ for the quadratic form $Q_a$ and $n_w : E_w \to C_w$ are isomorphisms obtained from the fact that $V'_w$ contains $C_w \otimes L^{-1}_w$.

We now claim that $H^1(F \otimes h^g)^{-} = 0$. Since $i$ acts on the canonical bundle by $-1$ at each Weierstrass point, using Serre duality and $(V'/V'^\perp)^* \cong V'/V'^\perp \otimes h^2$, we have $h^1(F \otimes h^g)^{-} = h^0(V'/V'^\perp)^{+}$. Writing down the cohomology exact sequence associated to the exact sequence

$$0 \to V' \to \Sigma C_w \otimes L^{-1}_w \to X \times \Sigma C_w / V \to 0$$

and taking invariants and anti-invariants we get $H^0(V') = 0$, $h^1(V')^- = g(\Sigma r_w / 2)$, $h^1(V')^+ = \Sigma r_w / 2$. Since $V'^\perp \subset V'$, $H^0(V'^\perp) = 0$. Using the Riemann-Roch theorem and Proposition 2.2, [2], since $(V'^\perp)_w^- = 0$, we get $h^1(V'^\perp)_w^+ = 0$. From the cohomology exact sequence associated to the exact sequence $0 \to V'^\perp \to V' \to V'/V'^\perp \to 0$, on taking invariants, we have $H^0(V'/V'^\perp) = 0$, i.e. $H^1(F \otimes h^g)^{-} = 0$.

**Lemma 2.4:** There is a canonical isomorphism of $V$ onto $H^0(F \otimes h^g)^-$ such that the following diagram commutes.

$$
\begin{array}{ccc}
V & \to & C_w \\
\downarrow & & \downarrow n_w \\
H^0(F \otimes h^g)^- & \to & (F \otimes h^g)_w^-
\end{array}
$$

The lower horizontal map here is the evaluation at $w$.

**Proof:** See Lemma 3.6, [2]. Note that on $F \otimes h^g = V'/V'^\perp \otimes h^{g+1}$, the $i$-action is the same as that on $V'/V'^\perp$. Since $i$ acts by $-1$ on $L_{w,w}$ for all $w$, we have $(F \otimes h^g)_w = (V'/V'^\perp \otimes L_{w,w})^+$ and $H^0(F \otimes h^g)^- = H^0(V'/V'^\perp \otimes L_{w,w})^+$. As $H^1(F \otimes h^g)^- = 0$, from Proposition 2.2, [2] and Lemma 3.6, [2], it follows that there is a canonical isomorphism from $V$ onto $H^0(F \otimes h^g)^-$ making the above diagram commutative.

Lemma 2.4 shows that the evaluation map $H^0(F \otimes h^g)^- \to \Sigma C_w (F \otimes h^g)_w^-$ is an injection and the space $H^0(F \otimes h^g)^-$ embedded in $\Sigma C_w$ via $\Sigma n_w$ is in fact $V$. Thus $f \circ f' = Id$. Also, since $V$ is semi-stable, it follows from Proposition 2.2 that $F$ is semi-stable. Finally, Proposition 2.1, (c), (iii) shows that $F$ is irreducible.

We now proceed to show that $f' \circ f = Id$. Let $(F, (n_w)) \in I'_n$, $f(F) = H^0(F \otimes h^g)^- = V$, say. From the commutative diagram

$$
\begin{array}{ccc}
X \times V & \to & X \times \Sigma C_w \\
\uparrow & & \uparrow \\
V' & \to & \Sigma C_w \otimes L^{-1}_w
\end{array}
$$


it follows that the natural map \( V' \to V \) composed with the evaluation map \( V \to E = F \otimes h^S \) is zero at all \( w \) in \( W \) and at \( x \) not in \( W \), \( V' \subset V' \subset H^0(E \otimes h^{-1}) \) embedded in \( H^0(X, E)^- \) via the divisor \( x \cup ia(x) \) (see Proposition 2.1). Hence the composite induces a map \( V'/V' \subset L_w \to E \). This is a map of vector bundles of the same rank \( n \) and same degree \( 2g_n \), (as \( V'/V' \subset \) has a nondegenerate form with values in \( h^{-2} \)), so to show that it is an isomorphism, it is enough to show that it is a generic isomorphism. We claim that it is an isomorphism on \( X - (W \cup a \cup ia) \) i.e. the map \( H^0(X, E)^- / H^0(X, E \otimes h^{-1})^- \to E_x \) induced by the evaluation is an isomorphism. From the proof of Proposition 2.1 (b) we have

\[
H^0(X, E)^- \to (E_x \otimes E_{ix})^- \approx E_x \text{ with kernel}
\]

\[
H^0(X, E)^- \subset (E_x \otimes L^{-1}_{ix})^- = H^0(X, E \otimes h^{-1})^-,
\]

hence the claim follows.

This completes the proof of Proposition 2.3. Let \( \hat{e}_1 \to \hat{R}_f \times X \) be the universal family for semistable orthogonal bundles with \( i \)-action of fixed type \( \tau \) (Theorem**, p. 75[1]). (This can be thought of as a suitable open subset in the quot. scheme for orthogonal bundles consisting of semistable bundles only.) Define a functor \( F \) from (schemes over \( \hat{R}_f \)) to (sets) by \( F(f : S \to \hat{R}_f) = \text{Set of quadratic isomorphisms in } \text{Hom}_{Rf \times W}(S \times W, (((\hat{e}_1 \otimes p^*_X h^S) / \hat{R}_f \times W)^-) * \otimes (\hat{R}_f \times \Sigma x \times C_w)) = H^0(S \times W, (f \times \text{Id}_W)^*(((\hat{e}_1 \otimes p^*_X h^S) / \hat{R}_f \times W)^-) * \otimes (\hat{R}_f \times \Sigma x \times C_w)). \) This functor is representable by a scheme \( R'_f \) over \( \hat{R}_f \) (Proposition 1.39, p. 62, [1]). The map \( f : I \to R' \) clearly induces a morphism \( f^_2 : R'_f \to R' \). Let \( P' = f^2 \subset(R'_{ss}), R'_{ss} \) being the set of semistable points of \( R' \). We will show below (Proposition 2.7) that \( P' \) is saturated for the action of \( H \times \Pi O(Qw) \) so that the image \( P \) of \( P' \) in the moduli space is a good quotient of \( P' \). Here \( H \) denotes the reductive subgroup of \( GL(N) = GL(H^0(X, E)) \) consisting of elements commuting with \( i \)-action. Being invariant under the action of \( H \times \Pi O(Qw) \), the morphism \( f_{2/P'} : P' \to R'_{ss} \) goes down to a morphism \( \hat{f} : P \to R \).

**Lemma 2.5:** Let \( E = F \otimes h^S, F \) being a semistable orthogonal bundle. The evaluation map embeds \( H^0(E)^- \subset \Sigma E_w^- \). Let \( E_1 \) be a subbundle of \( E \) with \( \mu(E_1) = 2g \). Then

(i) \( H^0(E_1)^- \subset H^0(E)^- \cap \Sigma (E_1)^-_w \text{ in } E_w^- \),

(ii) \( H^0(E_1^-)^- \subset H^0(E)^- \cap \Sigma (E_1^+)^- \text{ in } E_w^- \),

(iii) \( \dim H^0(E)^- \cap \Sigma (E_1)^-_w + \dim H^0(E)^- \cap \Sigma (E_1^+)^- \text{ in } E_w^- \text{ = dim } H^0(E)^- \).

**Proof:** (i) Clearly, \( H^0(E_1)^- \subset H^0(E)^- \cap \Sigma (E_1)^-_w \), so we have only to
prove the opposite inclusion. First notice that $E_1$, $E$ and $E/E_1$ are all semistable vector bundles with $\mu = 2g$, therefore we have the exact commutative diagram.

$$0 \to H^0(E_1^-) \to H^0(E)^- \to H^0(E/E_1)^- \to 0$$

\[\downarrow \quad \downarrow \quad \downarrow\]

$$0 \to \Sigma(E_1)^- \to \Sigma E_w^- \to \Sigma(E/E_1)^- \to 0$$

Let $p : E \to E/E_1$ be the canonical surjection. We have to show that for $s \in H^0(E)^-$ if $p \circ s(w) = 0$ for all $w$, then $p \circ s = 0$ i.e. $p'(s) = 0$. Now, $p \circ s(w) = 0$ for all $w$ implies that $p \circ s$ belongs to $H^0((E/E_1) \otimes L_w^{-1})$. Since $E_1/E_1$ is a semistable vector bundle with $\mu = 2g$, we have $H^0(E_1/E_1) = 0$. Thus $p \circ s = 0$.

(ii) The bundle $E^+_1$ is defined by the exact sequence $0 \to E_1^+ \to E \to E_1^* \otimes h^{2g} \to 0$, where the latter map is the composite of the isomorphism $E \to E^* \otimes h^{2g}$ given by the quadratic form with the canonical surjection $E^* \otimes h^{2g} \to E_1^* \otimes h^{2g}$, It follows that $\mu(E^+_1) = 2g$ and hence $E^+_1$ is semistable. The proof of (ii) is now identical to that of (i).

(iii) From the exact sequence in the above proof of the part (ii), we have

$$0 \to H^0(E^+_1)^- \to H^0(E)^- \to H^0(E_1^* \otimes h^{2g})^- \to 0.$$  

Now, $E_1$ and $E_1^* \otimes h^{2g}$ are both semistable vector bundles with $i$-action of the same rank, degree and $\dim(E_1)_w^- = \dim(E_1^* \otimes h^{2g})^-_w$ for all $w$. Therefore, by Proposition 2.2 [2], we have $\dim H^0(E_1)^- = \dim H^0(E^+_1)^- = \dim H^0(E^+_1) - \dim H^0(E)^-$. Using (i) and (ii), part (iii) now follows.

**Proposition 2.6:** Let $E = F \otimes h^g$ with $F$ a semistable orthogonal bundle with $i$-action such that $f(E)$ is a semistable subspace of $\Sigma C_w$. Let $E_1$ be an isotropic subbundle of $E$ with $\mu(E_1) = 2g$. Then $f(E_1 \oplus E/E_1^+ \oplus E_1^+/E_1)$ is also a semistable subspace of $\Sigma C_w$.

**Proof:** Let $N = \Sigma(E_1)_w^-$, $N^+ = \Sigma(E_1^+_w)^-$, $V = f(E)$. We claim that $f(E_1 \oplus E/E_1^+ \oplus E_1^+/E_1)$ belongs to the $\Pi O(Q_w)$ orbit of $V \cap N \oplus V \cap N^+ \oplus V \cap N^+ \cap V \cap N$ in $\Sigma C_w$. We have

$$f\left(E_1 \oplus E/E_1^+ \oplus E_1^+/E_1\right)$$

$$\quad = H^0(E_1)^- \oplus H^0(E/E_1)^- \oplus H^0(E_1^+/E_1)^-$$

$$\quad \ominus \sum(E_1)^-_w + \sum(E/E_1^+)^-_w + \sum(E_1^+/E_1)^-_w.$$
The exact sequence $0 \to E_1 \to E_1^+ \to E_1^+ / E_1 \to 0$ gives the diagram

$$0 \to H^0(E_1)^- \to H^0(E_1^+)^- \to H^0(E_1^+ / E_1)^- \to 0$$

\[ \downarrow \quad \downarrow \quad \downarrow \]

$$0 \to \sum (E_1)_w^- \to \sum (E_1^+)_w^- \to \sum (E_1^+ / E_1)_w^- \to 0$$

and hence by Lemma 2.5 the diagram

$$H^0(E_1^+ / E_1)^- \cong \frac{H^0(E_1^+)}{H^0(E_1)^-} = \frac{V \cap N^+}{V \cap N}$$

\[ \downarrow \quad \downarrow \quad \downarrow \]

$$\sum (E_1^+ / E_1)_w^- \cong \sum \frac{(E_1^+)_w^-}{(E_1)_w^-} = \frac{N^+}{N}.$$
The result now follows from the following by taking \( x \) to be the space \( P(V) \) considered as a point of \( P(F) \).

Claim: Let \( x \) be a semistable point of \( P(F) \). Let \( k \) be a 1-parameter subgroup such that \( s(x) = 0 \). Then \( x_0 = \lim_{t \to 0} k_t(x) \) is semistable.

Proof: Let \( (e_i)_{i \in I} \) be a basis of \( F \) consisting of eigenvectors for \( k \) and \( \hat{x} = \sum_i x_i e_i \). Let \( (e_j)_{j=1,\ldots,m} \) be the set of those \( e_j \) for which \( x_j \neq 0 \). Let \( a_j \) be the eigenvalue corresponding to \( e_j \). We can assume that \( a_1 \leq a_2 \leq \ldots \leq a_m \). Now, \( s(x) = 0 \) iff \( \min_j a_j = 0 \). Hence \( s(x) = 0 \) implies \( a_1 = 0 \), \( a_j \geq 0 \) for \( j > 1 \). Let \( n \) be the integer such that \( a_1 = \ldots = a_n = 0 \), \( a_{n+1} \neq 0 \). Then \( \hat{x}_0 = \lim_{t \to 0} k_t(\hat{x}) = \sum_{j=1}^n x_j e_j \) exists. Any \( G \subseteq \text{O}(F) \)-invariant function \( f \) which is nonzero at \( \hat{x} \) is nonzero and constant on \( G \hat{x} \) and hence so at \( \hat{x}_0 \in \overline{G \hat{x}} \). This proves that \( x_0 \) is semistable.

Proposition 2.7: The set \( P' = f^{-1}(R'_{ss}) \) is saturated under the equivalence of orthogonal bundles.

Proof: By induction, it follows from the above proposition that \( f(\text{gr} E) \) is a semistable point if \( f(E) \) is so, \( \text{gr} E \) denoting the associated graded of \( E \). Now, let \( E_1 \) and \( E_2 \) be two semistable orthogonal bundles such that \( \text{gr} E_1 \simeq \text{gr} E_2 \), \( E_1 \in f^{-1}(R'_{ss}) \). We have to show that \( E_2 \in f^{-1}(R'_{ss}) \) i.e. \( f(E_2) \) is a semistable point. We know that \( f(\text{gr} E_2) \) is a semistable point. From the proof of Proposition 2.6, we know that \( gr f(E_2) \) and \( F(\text{gr} E_2) \) are in the same \( \text{O}(Q_w) \)-orbit. Thus \( gr f(E_2) \) is a semistable point and hence \( f(E_2) \) is a semistable point.

We now proceed to show that \( \bar{f} : P \to R \) is an isomorphism.

Let \( P'_m \subset P' \) be defined as the subset corresponding to bundles \( F \) with \( F = I_{n-m} \oplus F_m \), where \( I_{n-m} \) is a trivial bundle with trivial \( i \)-action and \( F_m \) is an irreducible orthogonal bundle of rank \( m \) with \( i \)-action. Let \( P_m = \text{image of } P'_m \) in \( P \). Let \( R'_m \subset R'_{ss} \) be the subset consisting of elements \( V \) such that \( Q_2 \) on \( V \) has rank \( m \). We claim that \( P'_m \) maps into \( R'_m \). We have \( H^0(F)^+ = H^0(I_{n-m})^+ \oplus H^0(F_m)^+ = H^0(I_{n-m})^+ \) so that for \( F \) in \( P'_m \), \( \dim H^0(F)^+ = n - m \). By the proof of Proposition 2.1 (b) and (c), it follows that the rank of \( Q_2 \) restricted to \( H^0(F \otimes h^8)^- \) is \( m \), noting that \( h^1(F \otimes h^{g-1})^- = h^0(F)^+ \). Also, \( H^0(F \otimes h^8)^- = H^0(F_m \otimes h^8)^- \) so that we can as well replace \( F \) by the irreducible bundle \( F_m \) to get an induction on \( m \). Note that \( P = \cup_{m \leq n} P_m \) in view of Lemma 1.7, and \( R = \cup_{m \leq n} R_m \), \( R_m \) being the image of \( R'_m \) in \( R \). By induction and Proposition 2.3 we in fact have a bijection from \( I'_m \) onto \( I'_m \) given by restriction of \( f \) to \( I'_m \), where \( I'_m \) is the subset of \( f^{-1}(R'_{ss}) \cap I \) consisting of bundles of the form \( I_{n-m} \oplus F_m, F_m \) irreducible, of rank \( m \).
**Proposition 2.8:** \( \hat{f} \) is birational.

**Proof:** The bijection \( f: I'_n \to R'_n \) induces an isomorphism of the set of stable points in \( R_n \) onto an open subset of \( P_n \). Therefore to show the birationality of \( \hat{f} \), it suffices to show that \( P_n \) contains a subset which is open in \( M \). We claim that the set \( U \) of stable irreducible bundles in \( M \) is such a set. The subset \( \bar{U} \) of \( \tilde{R}_I \) corresponding to stable orthogonal bundles \( F \) with \( i \)-action which are irreducible i.e. satisfy \( H^0(F)^+ = 0 \) is an open subset of \( \tilde{R}_I \). The set \( U \) is the image of \( \bar{U} \) in \( M \). Since the quotient on stable points is a geometric quotient, it follows that \( U \) is open in \( M \).

We now proceed to show that \( \hat{f}: P_m \to R_m \) is bijective. As remarked earlier, \( f \) restricted to \( I'_m \) is a bijection onto \( R'_m \). This shows that \( \hat{f} \) is a surjection. In fact the inverse of \( \hat{f} \) restricted to \( P_m \) can be constructed as follows. We first construct a map \( f': (R'_m)_{ss} \to I'_m \) which goes down to the inverse \( \hat{f}' \) of \( \hat{f} \).

On \( (R'_m)_{ss} \) there is a universal bundle \( V \) which associates to \( V \) in \( (R'_m)_{ss} \) the space \( V \) contained in \( \Sigma C_w \). \( V \) carries a quadratic form \( q \) with values in \( h^{2g+1} \) which, by definition of \( (R'_m)_{ss} \), has the property that its restriction to \( V/(R'_m)_{ss} \times (X - (W \cup a \cup i a)) \) has rank exactly \( m \). As in the proof of Proposition 2.3, we have a diagram

\[
0 \to V \to (R'_m)_{ss} \times X \times \sum C_w \to (R'_m)_{ss} \times X \times \sum C_w / V \to 0
\]

with \( V' \) carrying a nondegenerate quadratic form \( Q_a \) of rank \( m \) on \( (R'_m)_{ss} \times X \). Let \( F'_m = V' / V' \times \sum C_w / (R'_m)_{ss} \times X \times \sum C_w / V \). \( F'_m \) is a trivial orthogonal bundle with a trivial \( i \)-action, \( \otimes \) denoting an orthogonal direct sum. For \( V \in (R'_m)_{ss} \) define \( f'(V) = (F / V \times X, \eta_w \text{ restricted to } F / V \times X) \). Then \( f' \) clearly defines a map from \( (R'_m)_{ss} \) to \( I'_m \) which is the inverse of \( f \), it is defined as a morphism into \( P'_m \) locally. This map is equivariant for the actions of \( \prod O(Q_w) \) on \( (R'_m)_{ss} \) and \( I'_m \) (if \( V \to (F, n_w), gV \to (F, g \circ n_w) \)) and hence goes down to a morphism \( \tilde{f}' : R_m \to P_m \). We check that \( \tilde{f}' \circ \hat{f} = \text{Id} \). Denoting the equivalence class of an element by a bar above it since for \( \bar{E} \) in \( P_m \), we have a bundle \( E \) in \( P'_m \) mapping into \( \bar{E} \), i.e. an \( E \) in \( P'_m \) with \( \bar{E} = \bar{E}' \) we get

\[
\tilde{f}' \circ \hat{f}(\bar{E}) = \hat{f}(\bar{f}(E, n_w)) = (\tilde{f}' \circ f(E, n_w)) = (\bar{E}, n_w) = \bar{E} = \bar{E}'
\]

Thus we have proved
PROPOSITION 2.9: \( \tilde{f} \) restricted to \( \mathcal{P}_m \) is an isomorphism.

PROPOSITION 2.10: \( \tilde{f} \) has finite fibres.

PROOF: Let \( V \in R \). Then \( V \) belongs to finitely many \( R_i \), say, \( R_1, \ldots, R_k \).

Let \( \tilde{f}_j \) denote the restriction of \( \tilde{f} \) to \( \mathcal{P}_j \). Then \( (\tilde{f}^{-1})(V) = \bigcup_{j=1}^{k} (\tilde{f}_j)^{-1}(V) \).

Since \( \tilde{f}_j \) is an injection by Proposition 2.9, the result follows.

Thus we have a surjective birational morphism \( \tilde{f}: \mathcal{P} \to R \) with finite fibres. We will show in the next section that \( R \) is normal (Proposition 3.8). Since \( \mathcal{P} \) (and hence \( R \)) is irreducible as \( M \) is so (Proposition 3.9. [1]), it follows by Zariski’s main theorem that \( \tilde{f} \) is an isomorphism of \( \mathcal{P} \) onto \( R \). So, since \( R \) is complete, it follows that \( \mathcal{P} \) is complete and hence a closed and open subset of \( M \). Irreducibility of \( M \) then implies \( \mathcal{P} = M \). Thus \( \tilde{f} \) is an isomorphism of the moduli space \( M \) onto \( R \).

§3. Spaces related to a pencil of quadrics

Let \( V \) be a vector space of dimension \( 2N \) with non-degenerate quadratic forms \( Q_1 \) and \( Q_2 \). For a subspace \( V_1 \) of \( V \), \( V_1^{\perp 1} \) and \( V_1^{\perp 2} \) denote the orthogonal complements of \( V_1 \) with respect to \( Q_1 \) and \( Q_2 \) respectively. For \( k \leq N \), let \( S_k \) be the subvariety of \( \text{Grass}_n(V) \) (= the grassmannian of \( n \)-dimensional subspaces of \( V \)) consisting of those subspaces \( V_1 \) of \( V \) such that rank of \( Q_2 \) restricted to \( V_1 \) is exactly \( k \). Let \( S_k^{'k} = \bigcup_{1 \leq k} S_1 \) and let \( S_k^{'k}, S_k^{''k} \) denote the corresponding varieties for \( Q_1 \). By Witt’s theorem, \( S_k \) (resp. \( S_k^{'k} \)) is an orbit under \( O(Q_2) \) and hence is non-singular.

PROPOSITION 3.1: Let \( n = N \). Then

\[
\dim S_k - \dim S_{k-1} = N - k + 1.
\]

PROOF: Denote by \( U \) the null space for \( Q_2 \) restricted to \( V_1 \), i.e., \( U = V_1 \cap V_1^{\perp 2} \). Let \( m = N - k \), \( P = \text{the Lie algebra of the parabolic subgroup of } O(Q_2) \text{ keeping the following flag invariant:} \)

\[
0 \subset U \subset U^{\perp 2} \subset V.
\]

With respect to a suitable basis \( e_1, \ldots, e_{2N} \) of \( V \) where \( e_1, \ldots, e_m \) is a basis of \( U \) and \( e_1, \ldots, e_{2N-m} \) is a basis of \( U^{\perp 2} \), the matrix of \( Q_2 \) can be written in the form

\[
Q_2 = \begin{bmatrix}
0 & 0 & I_m \\
0 & I_{2N-2m} & 0 \\
I_m & 0 & 0
\end{bmatrix},
\]
where $I_m$ and $I_{2N-2m}$ are unit matrices of rank $m$ and $2N-2m$ respectively. A matrix $M$ belongs to the Lie algebra of $O(Q_2)$ if and only if $MQ_2 + Q_2'M = 0$. Taking $M$ in the form

$$M = \begin{bmatrix} A_{m \times m} & B_{m \times (2N-2m)} & 2_{m \times m} \\ D_{(2N-2m) \times m} & E_{(2N-m)^2} & F_{(2N-2m) \times m} \\ G_{m \times m} & H_{m \times (2N-2m)} & J_{m \times m} \end{bmatrix}$$

the above condition reduces to: $E$, $C$ and $G$ are skew symmetric, $F = -'B$, $J = -'A$, and $H = -'D$, where $'A$ denotes the transpose of $A$, etc. Since for $M$ in $P$, $\exp M$ keeps the flag $0 \subseteq U \subseteq U^{1,2} \subseteq V$ invariant, $H = D = G = 0$. Hence dimension of $P$ is given by

$$\dim P = m^2 + m(2N-2m) + \frac{m(m-1)}{1} + \frac{(2N-2m)(2N-2m-1)}{2}.$$ 

If $P'_m$ denotes the Lie algebra of the parabolic fixing the flag

$$0 \subseteq U \subseteq V_1 \subseteq U^{1,2} \subseteq V, \quad \dim U = m, \quad U = V_1 \cap V^{1,2},$$

then $M \in P'_m$ satisfies (in addition to above conditions) the condition that

$$E = \begin{bmatrix} E_1 \\ 0 \\ E_2 \end{bmatrix}$$

where $E_1$, $E_2$ are skew symmetric matrices of rank $N-m$. This follows from the fact that $V_1/U$ is a nondegenerate subspace of $[U^{1,2} = V_1 + V^{1,2}_1]/U$ so the basis $(e_i)$, of $V$ can be so chosen that $e_1, \ldots, e_N$ form a basis of $V_1$. Hence

$$\dim P'_m = m^2 + m(2N-2m) + \frac{m(m-1)}{2} + (N-m)(N-m-1) = m^2 + \frac{m(m-1)}{2} + (N-m)(N+m-1).$$

Thus,

$$\dim S_k - \dim S_{k-1} = \dim P'_{m+1} - \dim P'_m = m + 1 = N - k + 1.$$
PROPOSITION 3.2: Let $Q_1 = \Sigma Q_{w}$, $Q_2 = \Sigma k_w Q_w$, $Q_w$ being non-degenerate quadratic forms on a space $C_w$, $V = \Sigma C_w$ and $k_w$'s mutually distinct scalars. Suppose $V_1$ in $S'_k \cap S_k$ is such that either $V_1 \cap C_w = 0$ or the projection $V_1 \rightarrow C_w$ is onto. Then $S'_k$ and $S_k$ intersect transversally at $V_1$.

PROOF: A neighbourhood of $V_1$ in Grass$_n(V)$ is given by Hom($V_1$, $V/V_1$). Hence the tangent space to Grass$_n(V)$ at $V_1$ can be identified with Hom($V_1$, $V/V_1$). We have an exact sequence

$$0 \rightarrow P \rightarrow \text{Hom}(V, V) \rightarrow \text{Hom}\left(V_1, \frac{V}{V_1}\right) \rightarrow 0$$

where $P$ is the parabolic fixing the flag $0 \subset V_1 \subset V$. Since $S_k$ (resp. $S'_k$) is an orbit under $O(Q_2)$ (resp. $O(Q_1)$), the space $H_1$ (resp. $H_2$) = $\{ A \in \text{Hom}(V, V) \mid \text{which are skew symmetric for } Q_2 \text{ (respectively } Q_1) \}$ maps onto the tangent space of $S_k$ (respectively $S'_k$) at $V_1$, the latter being contained in Hom($V_1$, $V/V_1$). Hence, to show that $S_k S'_k$, intersect transversally at $V_1$, it suffices to show that $H_1$, $H_2$ and $P$ together span Hom($V$, $V$). Clearly the span of $H_1$ and $H_2$ is the set of matrices of the form

$$\begin{bmatrix}
A_{w_1} \\
A_{w_2} \\
\ast \\
\ast \\
A_{w_{2g+2}}
\end{bmatrix}$$

where $A_w$ are skew symmetric matrices for $Q_1/C_w$, i.e. elements of Hom($V$, $V$) which when mapped to elements of Hom($C_w$, $C_w$) are skew symmetric for $Q_1/C_w = Q_2/C_w$ for all $w$. This follows from the fact that $H_1$ = set of skew symmetric matrices, $H_2$ = $\{(s_{ij}) \mid (s_{ij}k_j + s_{ji}k_i = 0), k_j = k_w \text{ on } c_w \}$. Hence to prove the proposition we have only to prove that $P$ contains matrices of the form

$$\begin{bmatrix}
A'_{w_1} \\
A'_{w_2} \\
\ast \\
\ast \\
A'_{w_{2g+2}}
\end{bmatrix}$$

where $A'_w$ are arbitrary square matrices. This follows from the following lemma.
Lemma 3.3: Let $V = C_w \oplus V_2$, $V_2 = \Sigma_{w' \neq w} C_{w'}$. Suppose that either $V_1 \cap C_w = 0$ or $V_1 \to C_w$ is onto. Then any homomorphism $f : C_w \to C_w$ can be extended to a homomorphism $\Psi : V \to V$ such that $\Psi$ keeps $V_1$ invariant, $P_1 \circ \Psi \circ j_1 = f$ and $P_2 \circ \Psi \circ j_2 = 0$ where $j_1 : C_2 \to V$, $j_2 : V_2 \to V$ are canonical inclusions and $P_i$, $i = 1, 2$ are canonical projections.

Proof: Case (i). Suppose $V_1 \to C_w$ is a surjection. Let $s$ be a section of this surjective homomorphism. Let $f_1 = s \circ f$. Define $\psi$ by $\psi/C_w = f_1$, $\psi/V_2 = 0$. Then $P_1 \circ \psi \circ j_1 = P_1 \circ f_1 = P_1 \circ s \circ f = f$ and $\psi \circ j_2 = 0$ by definition. Moreover $\psi$ keeps $V_1$ invariant, for if $v = (v_1, v_2)$, $v_1 \in C_w$, $v_2 \in V_2$. $\Psi(v) = f_1(v_1) \in V_1$. 

Case (ii). Suppose $V_1 \cap C_w = 0$. Then the projection $V_1 \overset{P_2}{\to} P_2(V_1)$ is an isomorphism, we will denote its inverse by $P_2^{-1}$. If $P_1(V_1) = V_1 \subset V_2$ we can extend $f$ to $\psi$ by defining $\psi(V_2) = 0$. So we may assume $P_1(V_1) \neq 0$.

Let $s$ be a fixed section of the surjection $V_1 \to P_1(V_1)$. Let $V_4$ and $V_3$ denote respectively complements of $P_1(V_1)$ and $P_2(V_1)$ in $C_w$ and $V_2$. Define $f_1 : P_1(V_1) \to V$ by $f_1 = f + P_2 \circ s$. Define $f_2 : P_2(V_1) \to C_w$ by $f_2 = (Id - f) \circ P_1 \circ P_2^{-1}$. Then $\psi : V \to V$ is defined by

$$
\psi = \begin{cases} 
  f & \text{on } V_4, \\
  f_1 & \text{on } P_1(V_1), \\
  f_2 & \text{on } P_2(V_1), \\
  0 & \text{on } V_3.
\end{cases}
$$

Since $P_1 \circ f_1 = f$, it follows that $P_1 \circ \psi \circ j_1 = f$. Consider $P_2 \circ \psi \circ j_2(V_2) = P_2 \circ \psi \circ j_2(P_2(V_1)) = P_2 \circ f_2(P_2(V_1)) = 0$ as $f_2$ maps into $C_w$.

It remains to check that $V_1$ is kept invariant by $\psi$. Let

$$(v_1 + v_2) \in V_1, v_1 \in P_1(V_1), v_2 \in P_2(V_1).$$

Then

$$
\psi(v_1 + v_2) = f_1(v_1) + f_2(v_2) = f(v_1) + P_2 \circ s(v_1) + (Id - f)(v_1) = v_1 + P_2 \circ s(v_1) = P_2 \circ s(v_1) + P_2 \circ s(v_1) = s(v_1) \in V_1.
$$

Corollary 3.4: In the notations of Proposition 3.2, let $V = \Sigma C_w$ with $C_w$ of dimension 1 for all $w$. Then $S_k$ and $S_k'$ intersect transversely. In particular $S_k \cap S_k'$ is nonsingular.
PROOF: We claim that if $C_w$ is of dimension 1, then for a subspace $V_1$ of $V$, either $V_1 \to C_w$ is onto or $V_1 \cap C_w = 0$. For, $C_w$ being one dimensional, $V_1 \to C_w$ not onto means $V_1 \to C_w$ is zero i.e. $V_1 \subseteq C_w$. i.e. $V_1 \cap C_w = 0$. The assertions now follow from Propositions 3.2 and the fact that $S_k, S'_k$, are nonsingular being $G/P$'s.

COROLLARY 3.5: For a subset $X$ of Grass $V$, let $X_{ss}$ denote the set of semistable points of $X$, for the action of $\prod_{w \in W} O(Q_w)$. Then $(S_0 \cap S'_k)_{ss}$ and $(S_k \cap S'_0)_{ss}$ are nonsingular. In particular, the space of semistable fixed dimensional spaces contained in the intersection of quadrics $Q_1 = \sum Q_w, Q_2 = \sum k_w Q_w$ is nonsingular.

PROOF: By the proof of Proposition 0.9 [1], it follows that for $V_1 \in S_0$ or $S'_0$, $V_1 \cap C_w = 0$ for all $w$ in $W$. Proposition 3.2 now implies that $(S'_0)_{ss}$ and $(S'_k)_{ss}$ (respectively $(S_0)_{ss}$ and $(S'_k)_{ss}$ intersect transversely and hence $(S'_0 \cap S'_k)_{ss}$ and $(S_0 \cap S'_k)_{ss}$ are nonsingular.

Henceforth we will work with Grass$_N(V)$. We have $R' = S'_0 \cap S^n$, $n$ integer denoting the rank of the orthogonal bundles. The subset $(R'_n)_{ss} = (S'_0 \cap S_n)_{ss}$ is nonsingular in itself by Corollary 3.5 and being an open subset of $R'_{ss}$ is nonsingular in $R'_{ss}$ too. In view of proposition 3.1 and transversality, its complement $(S'_0 \cap S^{n-1})_{ss}$ has codimension $N - n + 1$ in $R'_{ss}$. Hence the singular set of $R'_{ss}$ has codimension $\geq 2$ if $N \geq n + 1$. In any case, $n \leq N$ and for $n = N$, $S'_0 \cap S^n = S'_0$ and hence nonsingular. So $R'_{ss}$ will be normal if it is Cohen-Macaulay.

PROPOSITION 3.6: $R'_{ss}$ is Cohen-Macaulay.

PROOF: Let $A$ be the coordinate ring of an affine open subset $U$ of $(S'_0)_{ss}$. Since $(S'_0)_{ss}$ is a nonsingular variety, $A$ is a regular ring. The ideal $I$ of $A$ defining $A \cap (S^n)_{ss}$ is the ideal generated by all $(n + 1) \times (n + 1)$ minors of $A$. Since $A$ is regular, grade $I = \text{height } I = \text{codimension of } U \cap (S^n)_{ss}$ in $U$. By Proposition 3.1,

\[ \dim U \cap (S^n)_{ss} \leq \dim (S^n \cap S'_0)_{ss} = N(n - 1) - \frac{n(n - 1)}{2}, \]

\[ \dim (S'_0)_{ss} = \frac{N(N - 1)}{2} \]

so that

\[ \text{gr } I \geq \frac{N(N + 1)}{2} - Nn + \frac{n(n - 1)}{2}. \]

Applying a result of Kutz (See abstract, [3]) it follows that $A/I$ is Cohen-Macaulay. Thus $R'_{ss}$ is Cohen-Macaulay.
COROLLARY 3.7: \((S'_0 \cap S_n)_{ss}\) is dense in \(R'_{ss}\).

PROOF: Follows as Cohen-Macaulay implies equidimensionality and \(\dim(S'_0 \cap S_k)_{ss} < \dim(S'_0 \cap S_n)_{ss}\) if \(k < n\).

PROPOSITION 3.8: \(R\) is normal.

PROOF: Since \(R'_{ss}\) is normal and \(R\) is the quotient of \(R'_{ss}\) by \(\prod O(Q_w)\), it follows that \(R\) is normal.

§4. Applications to Clifford bundles and rank two vector bundles

Let \(\Gamma\) and \(\Gamma^+\) denote respectively the Clifford group and even Clifford group. We recall that if a \(\Gamma(2n)\) bundle \(P\) is a lift of an \(O(2n)\)-bundle \(F\), then an \(i\)-action on \(F\) induces an isomorphism \(i^* P \cong \alpha \circ P\), \(\alpha\) being a line bundle (see §3, [6] for details).

THEOREM 2: The moduli space \(\overline{M}\) of semistable \(\Gamma^+\)-bundles \(P\) of rank \(2n\) and of fixed norm, together with isomorphisms \(i^* P \cong \alpha \circ P\) of \(\Gamma^+\)-bundles (\(\alpha\) a line bundle) is isomorphic to the quotient by \(\prod O(Q_w)\) (in the sense of geometric invariant theory) of the component \(R_0\) of \(R'\) corresponding to a fixed system of maximal isotropic spaces for \(Q_1\).

PROOF: The composite \(R_0 \to R' \to R'/\prod O(Q_w)\) gives an isomorphism \(R_0/\Sigma \prod O(Q_w) \cong R'/\prod O(Q_w)\), where \(\Sigma \prod O(Q_w)\) denotes the subgroup of \(\prod O(Q_w)\) consisting of elements with determinant 1. Hence, in view of Theorem 1, to show that \(\overline{M} \to R_0/\prod O(Q_w)\) is a bijection, we have only to show that the space \(\overline{M}\) of \(\Gamma^+\)-bundles with \(i\)-action modulo \(\Gamma^+\) is in bijective correspondence with the space \(M\) of orthogonal bundles with \(i\)-action. Notice that \(\Sigma \prod O(Q_w)/\Sigma \iso(Q_w) = S(\mathbb{Z}/2)^W\). Now, the group \(J_2\) of elements of order 2 of the Jacobian of \(X\) acts simply transitively on the set \(\bar{s}\) of \(\Gamma^+\)-bundles \(P\) of fixed norm with a fixed associated (special) orthogonal bundle, the action of \(\alpha\) in \(J_2\) on \(P\) given by \(P \to \alpha \circ P\). There is a surjection from \(S(\mathbb{Z}/2)^W\) onto \(J_2\) (Lemma 2.1, [2]) with kernel \(\mathbb{Z}/2\), using which we get an action of \(S(\mathbb{Z}/2)^W\) on \(\bar{s}\). The assertion now follows. Note that an orthogonal bundle can have only two special orthogonal structures.

Now to check that the morphism \(\Psi: \overline{M} \to R_0/\prod O(Q_w)\) is an isomorphism, we have only to check that the set theoretic inverse \(\Psi^{-1}\) is a morphism. In view of Theorem 1, \(\Psi^{-1}\) composed with the canonical morphism \(\overline{M} \to M\) is a morphism as can be seen from the diagram:

\[
\begin{array}{c}
\overline{M} \xrightarrow{\Psi} R_0/\prod O(Q_w) \\
\downarrow \quad \downarrow f \\
M \xrightarrow{\cong} R_0/\Sigma \prod O(Q_w). \\
\end{array}
\]
The result now follows from the fact that given an orthogonal bundle on $T \times X$ and $t$ in $T$, there exists an etale neighbourhood $U \to T$ of $t$ such that the induced bundle on $U \times X$ can be lifted to a $\Gamma^+$-bundle (see: Proof of Theorem 2, [6]).

Specialising to the case $\dim C_w = 1$ for all $w$, we get the following theorem.

**Theorem 3**: The moduli space of semistable orthogonal bundles $E$ of rank $2n$ with $i$-action and with $\Gamma^+$-structures such that $\dim(E)_w = 1$ for all $w$, is isomorphic to the space $R$ of $(g+1)$-dimensional subspaces of $k^{2g+2}$ ($k =$ base field) which are isotropic for $Q_1$, belong to one component of maximal isotropic spaces for $Q_1$ and have rank $\leq 2n$, for $Q_2$, where $Q_1 = \sum X_i^2$, $Q_2 = \sum k_i X_i^2$, $k_i$ being mutually distinct scalars corresponding to Weierstrass points.

From this theorem, we can now deduce some results of [2] viz. Theorem 4 below. This throws more light on the proof of Theorem 4 given in [2].

**Theorem 4**: (I) The quotient by involution $i$ of the moduli space $U$ of semistable vector bundles of rank 2 and fixed determinant of even degree on $X$ is isomorphic to the space $R$ of $(g+1)$-dimensional subspaces of $k^{2g+2}$ which are maximal isotropic for the quadratic form $Q_1 = \sum_{i=1}^{2g+2} X_i^2$, belong to the same system of maximal isotropic spaces for $Q_1$ and have rank $\leq 4$ for the quadratic form $Q_2 = \sum k_i X_i^2$, $k_i$ being mutually distinct scalars corresponding to Weierstrass points.

(II) For $m \leq 4$, if $R_m$ denotes the subset of $R$ consisting of those spaces which are of rank $\leq m$ for $Q_2$, then under the above isomorphism, the $i$-fixed subvariety of $U$, the Kummer variety and the set of elements of order 2 of the Jacobian correspond respectively to $R_3$, $R_2$ and $R_1$.

**Proof**: We shall deduce Theorem 4 from Theorem 3 by taking $n = 2$. The group $\Gamma^+(4)$ is isomorphic to the subgroup $G$ of $GL_2 \times GL_2$ consisting of elements $(A, B)$ such that $\det A - \det B = 1$. Hence a $\Gamma^+(4)$-bundle $P$ on $X$ is essentially a pair of rank two vector bundles $(M, N)$ with $\det M \otimes \det N = \text{trivial bundle}$. There is an $i$-action on it given by $(M, N) \mapsto (N, M)$ and the associated orthogonal bundle is given by $F = M \otimes N = M \otimes i^* M$. Thus, on $F$, there is an $i$-action given by switching of tensors, so that $F^"_w$ is the space of skew symmetric tensors in $M^"_w \otimes M^"_w$ and hence of dimension one. Since $i$ acts trivially on $h^8$ at all Weierstrass points, it follows that $\dim F^"_w$ is also one for all $w$. Thus Theorem 3 is applicable. To complete the proof of Part I, we have only to check that $\det M$ is of even degree. Since $\dim F^"_w = 1$ for all $w$, it follows from Proposition 3.3, [6] that $F$ is of even type i.e. the $\Gamma^+(4)$-bundle $P$ has spinor norm of even degree. Hence from the following lemma, we get that $M$ has even degree.
LEMMA 4.9: Under the identification \( \Gamma^+(4) \cong G = \text{the subgroup of } GL_2 \times GL_2 \) consisting of elements \((A, B)\) such that \(\det A \cdot \det B = 1\), we have

\[
\text{spinor norm of } (A, B) = \det A \text{ or } (\det A)^{-1}.
\]

PROOF: We first show that any homomorphism \( \varphi: G \to G_m \) is of the form \( f^r: (A, B) \mapsto \det A^r, \) \( r \) integer. For \( r = 1 \), \( f^1 \) induces an isomorphism \( G/SL_2 \times SL_2 \cong G_m \). Since there exists no nontrivial homomorphism \( SL_2 \times SL_2 \to G_m \), any \( \varphi \) goes down to a map \( \overline{\varphi}: G/SL_2 \times SL_2 = G_m \to G_m \), hence \( \overline{\varphi} \) must be of the form \( x \mapsto x^r \) i.e. \( \varphi = f^r \), for some integer \( r \).

In particular, the norm map \( G \equiv \Gamma^+(4) \to G_m \) also must be equal to \( f^r \) for some \( r \). For \( r \neq \pm 1 \), the kernel of \( f^r \) will contain roots of unity of order \( > 2 \) and hence will be strictly bigger than \( SL_2 \times SL_2 \), whereas the kernel of the norm map is \( \Gamma^+_0(4) \equiv SL_2 \times SL_2 \). Hence the norm map must equal \( f^r, r = \pm 1 \).

For the proof of Theorem 4, (II), we only remark that by arguments after Lemma 6.8 [2], the \( i \)-fixed subvariety of \( U \), the Kummer variety and the set of elements of order two of the Jacobian correspond respectively to \( P_3, P_2 \) and \( P_1 \) in the notations of § 2.
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