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Introduction

The work presented in this thesis can be divided in two themes. The first concerns metric geom

etry in certain Banach spaces (chapter 1) and a variant o f entropy, which makes sense for dynam

ical systems whose entropy is infinite, called mean dimension (chapter 2). The second is about 

surgery in almost-complex manifolds: to obtain a more precise local expansion when two pseudo- 

holomorphic map are glued together (chapter 3), to construct pseudo-holomorphic cylinders from 

spheres (chapter 4) and, under stronger hypothesis, to show an interpolation result on such cylin

ders (chapter 5). In the last chapter the two themes come together: thanks to interpolation, some 

spaces of pseudo-holomorphic cylinders have a non-trivial mean dimension.

Imagine that we have gathered a certain quantity of information (an image, a sound track,...) 

that we shall represent as an element /  o f a Banach space X. To communicate that information to 

someone else, it shows advantageous to find an efficient format, even if a part of that information 

is lost in the process (lossy compression). Transformation into that format is a map <)>: X  —»• Y, 

where Y is for now any set, that is continuous and such that the fibers <t>-1 (y) are small. Then there 

is a recovery algorithm, a map \|/ such that <)> o =  Id which allows the recipient to have, with some 

inaccuracy, the information. Often Y is also a (finite dimensional) Banach space and <)> is a linear 

map; the problem is then to find a balance between the size (e.g. the diameter) o f the fibers (which 

represent the loss) and the size (e.g. the dimension) of Y. One is then lead to introduce

wdime(X,£?) — inf dim AT,

where the infimum is taken on all maps /  whose fibers are of diameter less than £ and with value 

in a polyhedron K. This notion introduced in [19] is actually close to Alexandrov (or Urysohn) 

widths.

This topic is treated in detail by Donoho in [10] (where the question is expressed in terms 

of Gel’fand or Kolmogorov widths). In this reference, it is in particular shown that to take <(> 

in a certain class of maps (qualified as adaptative maps) rather than linear maps does not give a 

significant edge to compression. However the problem of knowing which are the optimal non

linear maps remains open. Chapter 1 answers these questions for £p balls endowed with different 

metrics (to measure the size of the fibers). The proofs use various methods: the filling radius, the 

Borsuk-Ulam theorem, Hadamard matrices, and works o f Pichugov and Ivanov on Jung’s constant
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in l p spaces (cf [23]). Among the result obtained, theorem 1.1.4 gives estimates, in the case 

where the £p ball is endowed with its usual £p metric, on the relation between the dimension 

of the target and the diameter o f the fibers. Denote by w spec(X ,d) the set o f values taken by 

/ ( e )  =  wdim e(X ,i/). Here is a summary of theorem 1.1.4 (see the full statement for more precise 

bounds).

Theorem 1: (cf theorem 1.1.4) Let p  G [1,°°) and n >  1, then 3hn 6  Z such that hn =  n /2  when n 

is even, ĥ  =  2 and hn =  or when n is odd, such that

{ 0 ,/ i (n ) ,n }  C w sp ec(fijP^ , £ p ) C { 0 }  U (^  — l,n ]  f lZ .

When p  =  2 or p  =  1 and there exists a Hadamard matrix of rank n +  1, then n — 1 also belongs to 

wspec n̂\ i p).

The notion o f wdim is also useful to define an invariant of certain dynamical systems. Look 

at the dynamic on Az (the set of A valued sequences) with the action of the shift. Suppose that 

A is a compact metric space and that Az  is endowed with a metric d  which induces the product 

topology. Introduce the dynamical distance (which is a refinement of the topology) dn(a ,b ) =  

SUP d(i- a, / • b) where i • a denotes the sequence a shifted by i. When A is finite, the entropy is
—n<i<n
defined as the exponential rate of growth in n o f the smallest number of balls o f radius e (for dn) 

required to cover Az , denoted 7V(e,A, n). This can be reinterpreted as the growth of the smallest set 

F such that there exists a map A —*F whose fibers are o f diameter (for dn) less than 2e. This vision 

is close to the definition o f w dim : instead of looking at the dimension of the target polyhedron, 

it is the cardinality of the target which measures the size. The constraint on the fibers remains 

present. If A is a metric space of positive dimension m, the entropy is infinite. Mean dimension is 

an alteration, due to Gromov {cf [19]) o f the definition of entropy: it is the coefficient o f linear 

growth (in n) of the dimension of the smallest polyhedron to which Az  can be sent by maps whose 

fibers are o f diameter (for d„) less than e.

In chapter 2, it is mostly variants o f this definition which will be used. The variant in §2.2 

enables to distinguish balls in £p(r;K ) spaces, the space o f p-summable functions on a countable 

group r.

Theorem 2: (cf  theorem 2.2.4) Let p ,q  €  [1,°°[, let B f  and B f  be unit balls o f ^ (r jR * ) and 

i q (T; R5) respectively, both endowed with the natural action of T and metrics of type (2.1.7). When 

q >  p, there is no Lipschitz homeomorphism /  : B\P —► B f . Furthermore, if  a q >  p  then /  is not 

even Holder continuous o f exponent a .

However, In the case of equality, such maps exist; it suffices to look at the Mazur map (x t—► fyxp/q). 

Also, remark that Lipschitz homeomorphisms are excluded in general due to results of Benyamini.

The second variant is an attempt to define a l p dimension that extends the £2 dimension of 

Von Neumann. It consists o f a dimension defined for T-invariant Unear subspaces o f £P(T;V),

2
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where V is a finite vector space and T an amenable group. Gromov essentially introduced this 

variant in [19] where it is shown that it coincides with the usual £2 dimension. §2.3 presents this 

definition and some of the useful properties that we would like to see verified. §2.4 is dedicated to 

a generalization of the Omstein-Weiss lemma (cf. [38]).

Theorem 3: (cf. theorem 2.4.7) Let T be a discrete amenable group, and let a : M>o x T —*■ R>o be 

a function such that, VH, Q,' C T finite and Ve € R>o

(a) a is r-invariant, i.e. Vy e  T, ¿z(e,7i 2) =  a(e,Q )

(b) a is decreasing in e, i.e. V e '<  e, a(e/,£2) >  a(e,Q.)

(c) a is AT-sublinear in £2, i.e. 3K  G K>o, a(e,Q) <  ^T|£2|

(d) a is c-subadditive in Q, i.e. 3c £ ]0 ,1], a(e,S2UQ /) <  a(ce,Q) + a(ce,Q ')

then, for any F0lner sequence

lim limsup =  lim lim inf fl(£^ )
e— *° i— o® £— ° ‘-*00 \Q.i\

In particular, these limits are independent of the sequence {£2;} chosen.

Condition (d) is in the usual Omstein-Weiss lemma subadditivity (i.e. c — 1); in that case the 

results hold without the need of taking e —► 0. This theorem allows us to show in particular that 

the quantity dim#- is actually independent of the choice of exhaustion, cf  corollary 2.5.1. Some 

further properties o f dim#- are shown in §2.5.

The second part deals with pseudo-holomorphic maps with value in an almost-complex mani

fold (M ,J ) (an unfamiliar reader might consider CP” with its usual complex structure). Appendix 

A quickly introduces basic notations and important results already described in detail by McDuff 

and Salamon, cf. [35], Given two rational curves in CP" (holomorphic maps from CP1 to CP”) 

which intersect at a point, it is possible to describe explicitly another map whose image is as close 

as needed to the union of the images of these two curves. This result still holds in almost complex 

manifolds (M ,J) given that the structure J  satisfies a transversality assumption. The family of 

maps u5,r : CP1 —* M  obtained is not very explicit. If the method used is as described in [35], there 

is a ring A o f CP1 (whose radii are 8r and r/8 ) which will be sent close to the point of contact mo 

of the two curves. Unfortunately, the behaviour of u in this ring is vague: Vz €  A, u(z) is at distance 

0 (r)  o f mo-

Under stronger assumptions than those used in [35], chapter 3 adapts the method in order to 

obtain a more precise behaviour.

Theorem 4: (cf theorem 3.1.4) Let (M ,J ), be an almost complex manifold of real dimension 

at least 4. Let uh : E —► M, where h e  {0 ,1 } , two ./-holomorphic curves such that uh(0) =  mo, 

||dMA||L„ < C, J  is regular in the sense of definition A.3.4 and Duh are suijective. If in a chart
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uh{z) =  ahz +  <9(|z|2), and that the ah are linearly independent over <C, then 3rot.q.Vr <  ro, 3m a 

./-holomorphic curve such that in that chart,

u(z ) =  a°z +  a l -  +  0 ( r 1+£) 
z

for z & A^/3^2/3 =  {z|r4/ 3 <  |z| <  r2/ 3} and where e g]0, j[; ro and co depend on C, on e, on the 

on the second derivatives o f uh, on J  (up to its second derivatives) and on the norms o f Duh.

A more precise knowledge of the behaviour will be o f use in the proof of proposition 5.3.4. 

The main effect o f this “precise” gluing is that the intersection of a ball (in M) whose radius is 

o f the order o f the perturbation with the image of the approximate solution is a disc. When the 

approximate solution is constant in a ring, as in [35], this property does not hold.

Nevertheless, the main motivation to obtain a better control on the local expansion comes 

from an article of Donaldson, cf. [8]. In this article, Donaldson adapts methods of [47] to get 

a Runge (approximation) theorem on instantons. Recall that the Runge theorem insures that any 

holomorphic map defined on a simply connected open U o f C can be approximated on compact 

sets K  C U in L°° norm by holomorphic maps defined on the whole plane (if U is a disc, this is 

just a truncation of the local expansion). A  method which could extend this result in the pseudo- 

holomorphic context is sketched in [8]. For a pseudo-holomorphic map m : t /  —► M defined on U C 

CP1 there always exists a C°° extension, uq : CP1 —► M. In the neighborhood V o f a point zo where 

uo is not pseudo-holomorphic (and in an appropriate local chart) <|> o u q ( z ) =  aoz +  a \z  4- <9(|z|2).
7

The crucial remark is that z =  y  if |z| =  r. It is thus possible to modify «o as follows: outside a 

disc it remains the same, but inside a smaller disc it is replaced by a pseudo-holomorphic v which 

possesses the local expansion <|> o v(z) =  aoz -I- a\ y  +  <9(r1+e) when z belongs to a ring. Introducing 

cutoff functions to go from v to «o and adjusting appropriately the size o f the discs and rings, a 

new map u\ is obtained. It is holomorphic on a slightly larger region than uq. If this operation is 

repeated a large number of times, a map un which is pseudo-holomorphic on a very big region is 

obtained. A fixed point theorem would then be welcome. A considerable number of surgeries take 

place in regions which are close together making classical techniques unusable. However, Taubes 

is able to make such an argument work in [47]. Unfortunately, the tools developped there seem  

deficient precisely when the dimension at the source is 2, the case o f our problem. The adaptation 

in dimension 2 of Taubes’ toolbox can be found in appendix B.

However, when the number of surgeries to realise on a curve is bounded, these problems 

do not arise. For example, if  instead of maps which intersect at a point, a family o f pseudo- 

holomorphic curves ul : CP1 — ►  M  where i 6  Z is given with the property that the I t h  crosses the 

( / +  I )*  then theorem 4.1.5 insures (under regularity assumptions for J  and compactness o f the 

parameters coming from the ul) the existence o f a pseudo-holomorphic map from the cylinder 

£  =  C/27tZ whose image is close to the union of the images of these curves. Indeed, even if  the 

number of surgeries is infinite (as in the failed method to prove a Runge theorem) the number of

4
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operations on each ul is finite, this allows the use of a mixed norm t °  (JLP) (cf. (4.1.1)) to which the 

arguments of [35] or of chapter 3 can be transposed without much difficulty.

Finally, taking again stronger assumptions, chapter 5 gives an interpolation result on such 

pseudo-holomorphic cylinders .

Theorem 5: (cf. theorem 5.1.3) Let (M ,J ) be an almost complex manifold. Let u1, . . .  , 1̂  be a 

finite family of J-holomorphic curves ul : CP1 —► M  such that U'(oo) =  uJ(0) when 7 =  1 +  1 modiV. 

Suppose that J  is regular in the sense of definition 4.2.1 and that is deformable. Let z* €  

CP1 \  {0 5 °°} be a marked point and let m* =  u^{z*) €  M be its image. There exists a R E  R>0 

such that for any sequence {r,} where r,- g]0 ,/?[, there exists a neighborhood Vm, of m* such that for 

any sequence of points {ntk}keZ in Vm, there exists a 7-holomorphic cylinder u : £  —>■ M  satisfying 

the following properties: u is close to the curves ul and

u(zk,*) =  mk,

where rsup =  supr,-, mSUp =  supdM(mk,m*) and Zk,* =  /Jj+ N k-rj+Nk,rj+Nk+l (z*).

This interpolation has three consequences. The first concerns the mean dimension of the set 

9vi of J-holomorphic maps from L to M. Indeed, automorphisms of the cylinder act naturally 

on this space. Since the topology of uniform convergence on compact sets can be induced by a 

distance, mean dimension of this space for the action of the automorphism group can be defined. 

Corollary 5.3.1 shows that it is positive. Second, for a careful (and not too restrictive) choice of 

mk, the resulting J-holomorphic map is simple. Third, suppose the approximate solution used in 

the proof of the theorem is not injective only at a finite number of points. From proposition 5.3.4 

one can conclude, perhaps upon restricting the parameters further, that if two curves obtained by 

the theorem have the same image then they differ by an automorphism. In particular, most of these 

curves are not obtained trivially by precomposing a given pseudo-holomorphic map Hi —► M  by 

holomorphic maps E —► If.

5

ui



6



Chapter 1

Width of lp balls

1.1 Introduction

Let (X ,d ) be a metric space and e G R>o, then we say a map f  : X  Y is an e-embedding if 

it is continuous and the diameter of the fibers is less than e, i.e. Vy <E F,Diam f ~ l (y) <  e. We 

will use the notation /  : X&+Y. This type of maps, which can be traced at least to the work of 

Pontryagin (see [42] or [22]), is related to the notion of Urysohn width (sometimes referred to 

as Alexandrov width), an(X), see [11]. It is the smallest real number such that there exists an 

e-embedding from X  to a n-dimensional polyhedron. The question of estimating these widths can 

be seen as trying to minimize the loss o f information in a non-linear compression algorithm. The 

Kolmogorov width (and also the Gel’fand width) plays an important role when one is interested in 

a linear (or nonadaptive) compression, see [10] for details.

Surprisingly few estimations of an(X) can be found, and one of the aims of this chapter is to 

present some. However, following [19], we shall introduce:

Definition 1.1.1: wdimeX is the smallest integer k such that there exists an e-embedding / :  X  —> 

K  where AT is a ^-dimensional polyhedron.

wdime(-X',<f) =  inf dim^f.
x^+K

Thus, it is equivalent to be given all the Urysohn’s widths or the whole data o f wdimeX as a 

function of e.

Definition 1.1.2: The wdim spectrum of a metric space (X , d ), denoted wspecX C Z>o U {+ °°}, 

is the set o f values taken by the map e t—*■ wdimeX.

The an(X) obviously form an non-increasing sequence, and the points of wspecX are precisely 

the integers for which it decreases. We shall be interested in the widths of the following metric 

spaces: let be the set given by the unit ball in M" for the £p metric (|| (jc,) \\eP =  ( £  |x,-|p) l p̂),
£P(n )

but look at By with the £°° metric (i.e. the sup metric of the product). Then

7
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Proposition 1.1.3: wspec(Z?jP̂ , t ° )  =  { 0 ,1 , . . . ,  n}, and, Ve €  K>o,

(
0 i f  2 <  e

k i f  2(k +  l ) -1 /p <  e < 2 k ~ l/p ■ 

n i f  e < 2n~llp

The proof uses an common argument of compression algorithm, namely that the map tha 

keeps only the big coordinates does not loose much data (i.e. has small fiber in the appropriate 

norms). The important outcome of this proposition is that for fixed e, the wdime(BjP<'” ,̂ t ° )  is 

bounded from below by m in(n,m (p,e)) and from above by m in(n,Af(p,e)), where m,M  are inde 

pendent o f n. As an upshot high values can only be reached for small e independently of n. It car 

be used to show that the mean dimension of the unit ball of £P(T), for T a countable group, wit! 

the natural action o f T and the weak-* topology is zero when p  <  °° (see [48]). It is one o f th< 

possible ways of proving the non-existence o f action preserving homeomorphisms between £°°(r' 

and £p (T) (with the weak-* or product topology). A  simpler argument would be to notice that wit! 

the weak-* topology, T sends all points o f £P(T) to 0 while £°°(r) has many periodic orbits.

The behaviour is quite different when balls are looked upon with their natural metric. 

Theorem 1.1.4: Let p  €  [1,°°), n >  1, then 3hn e  Z satisfying hn =  n /2  for n even, /13 =  2 anc 

hn — or otherwise, such that

{0,h(n),n} C wspec(B ^ n\ i p) C {0} U (^ — l,n] i~lZ.

When p  =  2 or when p  =  1 and there is a Hadamard matrix o f rank n + 1 , then n — 1 also belongs 

to wspec(BjP̂  ,£p).

More precisely, letk, n e  N with § - 1  < k < n .  Then there exists bn-yP G [1,2] an d c ^ p  £  [1,2) 

such that
i f  £ > 2  then wdime(BjP̂ ”\^ p) =  0 

i f  e < 2  then wdim t (Bê n\ £ p) >  |  — 1 

i f  e >Ck,n\p tfien w d im ^ fij^ ^ ,^ ) <  k 

i f  e <  bkp then wdimz(B^^n\ £ p) > k

and, for fixed n and p, the sequence c^n\p is non-increasing. Furthermore, b^p >  2 1//7' (1 +  I ) l/p 

when 1 <  p  <  2, whereas b^p >  2 I/,p ( l  + 1) i f  2 <  p  <

Additionally, in the Euclidean case (p =  2), we have that bn;2 =  cn- 1^2 =  y  2(1 +  ~), while 

in the 2-dimensional case b2 -p >  max(2l/p ,2 l/p ) for any p  €  [I ,00]. Also, i f  p  =  I, and there 

is a Hadamard matrix in dimension n + 1 ,  then bn%\ =  cn-i,n;i — ( l  +  ¿)- Finally, when n =  3, 

Ve >  0 ,w dim ei?jP̂  7  ̂ 1 and C2 ,3 -,p <  2 ( | ) 1/p, which means in particular that C2xP =  ^3;p when 

P e [  1, 2].

Various techniques are involved to achieve this result; they will be presented in section 1.3. 

While upper bounds on wdimeX are obtained by writing down explicit maps to a space o f the

8
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proper dimension (these constructions use Hadamard matrices), lower bounds are found as con

sequences of the Borsuk-Ulam theorem, the filling radius of spheres, and lower bounds for the 

diameter of sets of n 4 - 1 points not contained in an open hemisphere (obtained by methods very 

close to those of [23]). We are also able to give a complete description in dimension 3 for 1 < P < 2 .

1.2 Properties of w d im e

Here are a few well established results; they can be found in [6], [7], [30], and [31].

Proposition 1.2.1: Let (X,d) and (X',d') be two metric spaces. wdime has the following prop

erties:

a. IfX  admits a triangulation, wdimE(X,d) <  dimX.

b. The function e wdimeX is non-increasing.

c. LetXi be the connected components ofX , then wdime(X ,J) =  0 e >  maxDiamX;.

d. I f f  : (X , d) —► {X',d') is a continuous function such thatd(x\ ,*2) <  C d'(f(x  1 ), f (x 2) ) where 

C e]0,°o[, then wdime(X,d) <  wdim£/c (X',d').

e. Dilations behave as expected, i.e. let f  : (X ,d) —*■ (X \d ') be an homeomorphism such 

thatd(xi,x2 ) =  C d '(f(x i) ,f(x 2 )); this equality passes through to the wdim: wdime(X,<i) =  

wdime/ c (X',<i').

f. IfX  is compact, then Ve >  0, wdime(X,£?) <

Proof: They are brought forth by the following remarks:

a. If dimX =  00, the statement is trivial. For X  a finite-dimensional space, it suffices to look at 

the identity map from X  to a triangulation T(X), which is continuous and injective, thus an 

e-embedding Ve.

b. If e <  e', an e-embedding is also an e'-embedding.

c. If wdim£X =  0 then 3<j): X ^  K  where AT is a totally discontinuous space. Vk e  K , <|)- 1(fc) 

is both open and closed, which implies that it contains at least one connected component, 

consequently DiamX, <  e. On the other hand, if e >  DiamX, the map that sends every X,- to 

a point is an e-embedding.

d. If wdime/cX' =  n, there exists an ^-embedding <\> : X' —> K  with dim AT =  n. Noticing that 

the map (j) o /  is an e-embedding from X to K  yields the claimed inequality.

e. This statement is a simple application of the previous one for /  and / -1 .

9



f. To show that wdime is finite, we will use the nerve o f a covering; see [22, §V.9] for example. 

Given a covering of X  by balls o f radius less than e /2 , there exists, by compactness, a finite 

subcovering. Thus, sending X  to the nerve o f this finite covering is an e-embedding in a 

finite dimensional polyhedron. □

Another property worth noticing is that wdim£(X,<i) =  dimX for compact X; we refer 

the reader to [6, prop 4.5.1]. Reading [17, app.l] leads to believe that there is a strong relation 

between wdim and the quantities defined therein (Rad*; and Diarn^); the existence o f a relation 

between wdim and the filling radius becomes a natural idea, implicit in [19, §1.16]. We shall 

make a small parenthesis to remind the reader of the definition of this concept, it is advised to look 

in [17, §1] for a detailed discussion.

Let (X ,d)  be a compact metric space o f dimension n, and let L°°(X) be the (Banach) space of 

real-valued bounded functions on X, with the norm ||/ | | l~  =  SUP |/ (x ) |.  The metric on X  yields an
x € X

isometric embedding of X  in L°°(X ), known as the Kuratowski embedding:

Ix :X  — U°(X)

x  >-► f x(x?) = d (x ,x ') .

The triangle inequality ensures that this is an isometry:

II/* -  f ji IL- =  \d{x,x") -  d(x',x") | =  d(x,x').

Proof: Let us show that wdime(X,<i) < k = ^ z >  2FilRady. Let us be given an e-embedding 

<t>: X  £-► K. Compactness o f X  allows us to suppose that <|> is onto a compact K. Otherwise, we 

restrict the target to ty(X).

10

If we remove the assumption that[Y] £  H^X) betrivial, the inequality is no longer strict: wdim £(X ,d) >  

k.

e <  2FilRadY => wdime(X ,J) >  k.

Lemma 1.2.3: Let (X , d) be a n-dimensional compact metric space, k <  n an integer, and Y <ZX 

a k-dimensional closed set representing a trivial (simplicial) homology class in H ^X). Then

Though FilRad can be defined for an arbitrary embedding, we will only be concerned with the 

Kuratowski embedding.

Definition 1.2.2: The filling radius of a n-dimensional compact metric space X, written FilRadX, 

is defined as the smallest e such that X  bounds in Ue(X), i.e. Ix(X) C U£(X) induces a trivial 

homomorphism in simplicial homology Hn(X) —*• Hn(UE(X)).

Le. U£(X) =  { / e L ~ ( X ) | j g | | / - / J L~ <  e}.

Denote by UE(X) the neighborhood o f X  C L°°(X) given by all points at distance less than e from 

X,

sup
x " ç X

lim
e— O



We will first produce a map Y —* L°°(Y) (actually defined on X) whose image is contained in 

U£/2(Y), which is homotopic to ly  and which factors through <j>. Let

Q :K  - ►  U°(X) pY : ir ( X )  — L“ (F)

k gk( x ' ' ) = e / 2 + J f i {k)d(x",x>) f  „  f \ y .

First, notice that g =  py o Q o <|>(F) c  i/g+e/ 2(F),V8 >  0 :

I l i - W l k -  =  £ *  | | +  -d (y ',^ ) | = e /2 ,

since <|> is an 8-embedding. Second, g ~  ly  in U£/2(Y), as L°°(Y) is a vector space; the homotopy is 

h(y,t) =  (1 — t)g(y) +  tly (;y) • Furthermore, (f)(y) C K  bounds as a singular chain. That is <j)(F) =  

c' 4- Be where c' is a simplicial chain and c is a singular chain. Since [7] =  0 in H^(X), [(f)(7)] =  

<)>* [F] =  [c'j =  0. Moreover, dim-RT < k  =  dim7 , so c' =  0. Hence, <|>*y =  3c. As singular chains are 

approximated by simplicial chains arbitrarily closely, VS >  0, [g(F)] =  0 in Ht (Us+z/ 2 (§(¥)) > • 

Consequently, Iy(Y) bounds in U$+t/ 2 (Y), VS >  0. Y will bound in its |-neighborhood. This will 

mean that e >  2FilRadF.

If [y] ^  0 C Hk(X), the proof still follows by taking K  of dimension k — 1: the homology class 

<J)*[y] is then inevitably trivial, since K  has no rank k homology. □

Thus, calculating FilRad is a good starting point. The following lemma gives a lower bound 

for FilRad:

Lemma 1.2.4: L etX  be a closed convex set in a n-dimensional normed vector space. Suppose it 

contains a point xo such that the convex hull o f n +  1 points on dX whose diameter is <  a excludes 

*0- Then FilRaddX >  a /2 , and, using lemma 1.2.3, £ < a=> wdimeX =  n.

Proof: Suppose that Y =  dX has a filling radius less than a/2L Then, 3e >  0 and 3P a polyhedron 

such that y  bounds in P, P C Ua_t {Y) and that the simplices of P have a diameter less than e. 

To any vertex p  e  P  it is possible to associate f (p )  G h (Y )  so that ||p — f ( p ) <  f  — e 

f (p )  — P if P e  Iy {Y). Let p o ,. . .  ,p n be a n-simplex of P,

D iam {/(/?0), • • • , f ( p n)} <  2 ( |  - e )  +  e < a - e < a .

Since ly  is an isometry, f(p i)  can be seen as points of Y without changing the diameter o f the set 

they form. Extend /  to P by mapping simplices of P to simplices in X  (as X  is in a vector space). 

The convex hull of these f (p i)  in X  will not contain xo: the diameter of this set is <  a. Let n be 

the projection away from xo, that is associate to x  G X, the point %(x) E  dX on the half-line joining 

jco to x. Using Ti, the n-simplex generated by the f(p i)  yields a simplex in Y. Thus g =  it 0 /  maps 

P t o y .

Furthermore, we claim that (go/y)*[y] =  [y]. Indeed, by definition of / ,  points of Y are not 

displaced by more than 2e, and 7C is Lipschitz in a sufficiently small neighborhood of Y. Hence
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for e sufficiently small g o IY :Y  —► Y will be homotopic to the identity (Y is homeomorphic to a 

sphere).

Now, let c be a n-chain of P  which bounds Iy{Y), i.e. [/y (F)] =  5c. A  contradiction becomes 

apparent: [/y(7)] =  g*[/y(F)] =  g*(5c) =  8g*c. Indeed, if that was to be true, Y, which is n — 1 

dimensional would be bounding an n-dimensional chain in Y. Hence FilRadF >  a/2 . □

This yields, for example:

Lemma 1.2.5: (cf. [19, §1.1B]) Let B be the unit ball o f a n-dimensional Banach space, then 

Ve <  1, wdimefi =  n.

Proof: Any set o f n +  1 points on Y — dB whose diameter is less than 1 does not contain the 

origin in its convex hull. So according to lemma 1.2.4, FilRadF >  1/2 , and since Y is a closed 

set o f dimension n — 1 whose homology class is trivial in B, we conclude by applying lemma

1.2.3. □

Let us emphasise this important fact on balls in finite dimensional space.

Lemma 1.2.6: Let B ^ ^  — [— 1,1]” be the unit cube o f  R” with the product (supremum) metric, 

then

wdimeBf <"> =  /  °  , f  E - 2 .
1  ̂ n i f  e < 2

This lemma will be used in the proof of proposition 1.1.3. Its proof, which uses the Brouwer 

fixed point theorem and the Lebesgue lemma, can be found in [31, lem 3.2], [7, prop 2.7] or [6 , 

prop 4.5.4].

Proof o f proposition 1.1.3: We first show the lower bound on wdim£. In a ^-dimensional space, 

the t °  ball of radius k~l!p is included in the l p ball: B^}^p c B ^ k\  as < kl/p ||jc||^^.
Since c  B\^n\  by 1.2.1.d, we can conclude that, if is considered with the £°° metric,

e <  2k~l/p implies that wdime(5jP*'n'*,£°°) >  k.

To get the upper bound, we give explicit e-embeddings to finite dimensional polyhedra. This 

will be done by projecting onto the union of (n — y)-dimensional coordinates hyperplanes (whose 

points have at least j  coordinates equal to 0). Project a point x €  by the map Kj as follows:

let m be its j th smallest coordinate (in absolute value), set it and all the smaller coordinates to 0, 

other coordinates are substracted m if they are positive or added m if they are negative.

Denote by e an element of { —1,1}" and e^A the same vector in which Vi G A, £,• is replaced 

by 0. The largest fiber of the map Kj is

Its diameter is achieved by so =  {(n ~  7 +  1) 7 +  1) . . .  ,0 ) and — so; thus

DiamTtJ^O) =  2 (n — j +  \ )~ x/p. 7ij  allows us to assert that

e >  2 (n — j  +  1) => wdime(i5jP̂ , £ 00) < n  — j ,
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by realising a continuous map in a (n — j )-dimensional polyhedron whose fibers are o f diameter 

less than 2(n — j +  l)~ l/p . □

As mentionned before, the map to finite dimensional polyhedra is well-known: for example, 

in compressed sensing one decomposes a signal in some basis (e.g. Fourier) then throws aways the 

small factors without significantly losing information on the initial signal. See also [3, Example 

1.5]. This argument for an upper bound also applies to wdime(i? ^ ”),^9) <  k if e >  2(k+  i ) 1/ i - 1/p> 

but the inclusion of a £q ball o f proper radius in the £p ball gives a lower bound that does not meet 

these numbers (see also [48]). Also note that lemma 1.2.3 is efficient to evaluate width of tori, as 

the filling radius of a product is the minimum of the filling radius of each factor. See example 1.4.1 

at the end of this chapter.

1.3 Evaluation of wdimeJs f ^

We now focus on the computation of wdimeX for unit the ball in finite dimensional £p. Except for 

a few cases, the complete description is hard to give. We start with a simple example.

Example 1.3.1: Let B ^ ^  be the unit ball of M2 for the £l metric, then

^ ( 2 ) (  0 lf e>2, wdim eir  (2) =  <
\  2 if  £ < 2 .

If is endowed with the £p metric, then £ <  2 x!p => wdimeB^(2) =  2.

Proof: Given any three points whose convex hull contains the origin, two of them have to be on 

opposite sides, which means their distance is 2 in the t p metric. Hence a radial projection is 

possible for simplices whose vertices form sets of diameter less than Invoking lemma 1.2.4, 

FilRadc©^2) >  2 ~ 1+1/p. Lemma 1.2.3 concludes. This is specific to dimension 2 and is coherent 

with lemma 1.2.6, since, in dimension 2, £°° and £l are isometric. □

An interesting lower bound can be obtained thanks to the Borsuk-Ulam theorem; as a reminder, 

this theorem states that a map from the «-dimensional sphere to R" has a fiber containing two 

opposite points.

Proposition 1.3.2: Let S =  £jĝ p(n+1) £>e the unit sphere o f a (n +  1)-dimensional Banach space, 

then

£ <  2 =>■ wdime5 > ( n - l ) / 2 .

In particular, the same statement holds for B ^ n+^ : £ <  2 =» wdimeBj "̂+1  ̂ >  (n — l) /2 .

Proof: We will show that a map from S to a fc-dimensional polyhedron, for k <  sends 

two antipodal points to the same value. Since radial projection is a homeomorphism between S 

and the Euclidean sphere Sn =  that sends antipodal points to antipodal points, it will

be sufficient to show this for Sn. Let /  : Sn —*• K  be an £-embedding, where AT is a polyhedron,
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dim AT =  k <  (n — l ) / 2  and e <  2. Since any polyhedron o f dimension k can be embedded in 

IR2*+ 1, /  extends to a map from Sn to Rn that does not associate the same value to opposite points, 

because e <  2. This contradicts Borsuk-Ulam theorem. The statement on the ball is a consequence 

of the inclusion o f the sphere. □

Hence, wdimef i ^ n  ̂ always jumps from 0 to at least |_§ J if they are equipped with their proper 

metric.

1.3.a A first upper bound. Though this first step is very encouraging, a precise evaluation 

o f wdim can be convoluted, even for simple spaces. It seems that describing an explicit continuous 

map with small fibers remains the best way to get upper bounds. Denote by n =  { 0 , . . . ,  n}.

Lemma 1.3.3: Let B be an unit ball in a normed n-dimensional real vector space. Let {pi}o<i<n 

be points on the sphere S =  c© that are not contained in a closed hemisphere. Suppose that VA C n 

with \A\ < n - 2, andVkj €  K>o, where j  €  n, ifWLieA^iPill <  k<£A and ||LieA A,,p; -  A*p*|| <  1, 

then ||A.jtpfc|| <  1. A set p, satisfying this assumption gives

e >  D iam {p,} :=  ||p,- — pj\\ => wdimef? <  n — 1.

Proof: This will be done by projecting the ball on the cone with vertex at the origin over the n — 2 

skeleton of the simplex spanned by the points pi. Note that n + 1 points satisfying the assumption of 

this lemma cannot all lie in the same open hemisphere, however we need the stronger hyptothesis 

that they do not belong to a closed hemisphere. Now let An be the «-simplex given by the convex 

hull of po, ■. ■, p n. We will project the ball on the various convex hulls of 0 and n — 1 of the p,. Call 

£  the radial projection of elements o f the ball (save the origin) to the sphere, and let, for A C n, 

Pa =  {po> ■ ■ ■ ,p n} \  {pi\i £  A}. In particular, is the set o f all the p,. Furthermore, denote by CX 

the convex hull of X. Given these notations, ‘ECP^j is the radial projection of the (n — l)-sim plex  

CP{i} (CP{i} does not contain 0 else the points would lie in a closed hemisphere), and ‘E C P^jj are 

parts of the boundary of this projection. Finally, consider, again for A C n,A ^  =  C\T,CPa UO],

Let S i: U be the projection along p,. More precisely, we claim that i ,(p ) is the

unique point o f A .̂ ^  that also belongs to APi(p) =  {p  +  Xpi\X 6  M>o}. Existence is a consequence 

of the fact that the points are not contained in an closed hemisphere, i.e. 3m £  M>o such that 

Liken VkPk =  0. Indeed, p  e A U i f p e A ' o r t  for some j ,  then there is nothing to show. Suppose 

that V / ^  i,p  <£ A'{i j y. Then p  =  Z k ^ k P k ,  where Xk >  0. Write p t =  - ¿ L k  ¿iMkPk- It follows 

that for some X, p +  Xpi can be written as Xjten\{/j} X'kpk with 0 <  X'k <  X̂ . Uniqueness comes 

from a transversality observation. A .̂ ^  is contained in the plane generated by the set P{ij} and 0 

which is of codimension 1. If the line APi(p) was to lie in that plane then the set Pyy would lie in 

the same plane, and P0 would be contained in a closed hemisphere. Thus Api (p) is transversal to 

A|. j y  The figure below illustrates this projection in A |0  ̂ for n =  3.
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Our (candidate to be an) 8-embedding s is defined by s|A, =  i,-. Since on tECP{j) fl “ECPyy C

‘ECP{ijy, we see that s|A/_ _ =  Id and that U =  B, this map is well-defined. It remains to

check that the diameter of the fibers is bounded by e. We claim that the biggest fiber is s_1 (0) =  

UiC{—pi, 0}, whose diameter is that of the set of vertices of the simplex, D iam {p,}. To see this, 

note that for x E the diameter of s -1 (x) attained on its extremal points (by convexity of the

norm), that is x and points of the form x — XkPk (for k &A, where A D {/, j }  and x €  Aa<=A'{, , }) 

whose norm is one. However, since x =  J^XiPi for i £  A and A,,- >  0, ||x — X̂ pkW =  1 implies 

<  1, so a simple translation of s 1 (x) is actually included in s 1 (0). □

This allows us to have a first look at the Euclidean case.

Theorem 1.3.4: Let b \  ^  be the unit ball o f  R", endowed with the Euclidean metric, and let 

bn -,2 '■= ^/2(1 +  i ) .  Then, for 0 <  k < n ,

wdime5 j ^  = 0  if  2 <  e, 

k <  wdime5j ^  <  n i f  ¿jt+i;2 <  e <  bk;2, 

wdimeBj ^  =  n if  e <  bn-t2.

£ 2  /n \

Proof: First, when e >  Diamfij — 2 this result is a simple consequence of proposition 1.2.1 .c;
£2 ( n \

when n =  1 it is sufficient, so suppose from now on that n >  2. Applying lemma 1.2.3 to 3Bj C 

b \  ^  yields that wdimei?j ^  =  n if e <  2FilRad3Bj n̂\  but FilRad ^  >  £>n;2 by Jung’s the

orem (see [13, §2.10.41]), as any set whose diameter is less than <  bn;2 is contained in an open
p2 ( n )

hemisphere ([24] shows that FilRad5 1 v ' =  bn<2). On the other hand, balls of dimension k <  n are 

all included in b \ n̂\  which means that wdimefij ^  <  wdimeSj n̂\  thanks to 1.2.1.d. Hence we 

have that wdimeZ?j ^  > k whenever bk+i-2 <  e <  This establishes the lower bounds.

The vertices of the standard simplex satisfy the assumption of lemma 1.3.3: thanks to the 

invariance o f the norm under rotation we can assume po =  (1 ,0 ,. . .  ,0). The other pi will all have 

a negative first coordinate, and so will any positive linear combination. Substracting Xpo will be 

norm increasing. As the diameter of this set is bn-2 , lemma 1.3.3 gives the desired upper bound. □

Let us now give an additional upper bound for the 3-dimensional case: 

Proposition 1.3.5: I f  1 < p < °°, then e >  2 ( | ) 1/p => wdime5 jP̂ 3  ̂ <  2.

15

A/
{0,3} P

Pr

P3

l

U
i€n

À'{*}

At
1U)

bk;2-

B1
e2 (n )

Il•kp\-kl>



Proof: In R 3 there is a particularly good set of points to define our projections. These are po =  

3"p(1, 1, 1), pi =  3"?(1,-1,-1), p 2 =  3"?(-l, 1,-1) and p j  =  3 " ? (-l,-l, 1). Let x =  X\p\, where 

X e  [0 , 1], and suppose ||Xi/?i — ^2 P2 \\ep <  1 for X2 €  R>o- We have to check that X2 <  1. Suppose 

X2 >  l,th en  1 >  \\XiP l -X2P2\\eP =  f(X i +  X2)* +  3(^2 ~ ^ i)p =  X£[§(1 + t ) p +  5(1 ~ 0 P], where 

t =  X1/X 2. The function of t has minimal value 1, which gives X2 <  1 as desired.

Suppose now that x =  Xipi + X 2 P2  is o f norm less than 1, where without loss of generality 

we assume X2 >  Xi, and ||Xi/?i + X 2 P2  — X-spiŴ p <  1. H.x||#> <  1 implies that 1 >  ^(Xi -\-X2 Y  4-

3 (X2 — Xi )^ so (X2 — Xi 5i 1 —  ̂(X2 +  Xi )p +   ̂(X2 — Xj )^ <  1. If X3 >  1, then

1 >  | | X i / ? i  + X 2 P 2  —  X 3 /7 3 ||^ p

= |(X3+X2 + X1)̂  + I(X3-(X2-X1)K + I(X3 + (X2-X1)) .̂

However,

X3 <  j(X 3 +  X2 +  X i)p +  fx^

<  3 (X3 +  X2 +  Xi )p +   ̂(X3 — (X2 — X i))p +  ^(X3 +  (X2 — X i))p

<  1.

Using that f ( t )  =  (1 + i ) p +  ( l  —t)p has minimum 2 for t e  [0 ,1], These arguments can be repeated 

for any indices to show that the points pu where i =  0 ,1 ,2  or 3, satisfy the assumption of lemma

1.3.3. The conclusion follows by showing that D iam {/?,-} =  2 ( | ) l!p □

For some dimensions, a set of points that allows us to build projections with small fibers can be 

found (such as the “particularly good” set of points in the proof above). Their descriptions require 

the concept of Hadamard matrices of rank N\ these are N  x N  matrices, that will be denoted Hn, 

whose entries are ±  1 and such that Hn • H‘N =  M d. It has been shown that they can only exist 

when N =  1,2 or 4 |N  (see [39]), and it is conjectured that this is precisely when they exist. Up 

to a permutation and a sign, it is possible to write a matrix Hn s o  that its first column and its first 

row consist only of Is. It is quite easy to see that two other rows or columns o f such a matrix have 

exacdy N /2  identical elements.

Definition 1.3.6: Let Hn be a Hadamard matrix of rank N, and let, for 0 <  i <  N, hi be the 1th row 

of the matrix without its first entry (which is a 1). Then the hi form a Hadamard set in dimension 

N -  1.

These N  elements, normalised so that ||^z||#>(jv-i) =  1* When so normalised, their diameter 

(for the £p metric) is 2 1-1/ p(l +  n z j ) p- Since =  0, by orthogonality o f the columns with the 

column o f 1 that was removed, we see that they are not contained in an open hemisphere. The set 

of points in the preceding proposition was given by a Hadamard matrix of rank 4, and when p  =  2 

the convex hull of these points is just the standard simplex.

Proposition 1.3.7: Suppose there exists a Hadamard matrix o f rank n + 1 ,  then
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Proof: Let the hi be as above, and N =  n +  1. Note that for i ^  j ,  hi and hj have y  opposed 

coordinates, and j  — 1 identical ones. Thus X,7i, — Xjhj has always a bigger l l norm than any of

its two summands. Indeed, the coefficients cj of the vector £  where the contribution of ĥ
ieA

reduces |c/| are in lesser number than those that get increased. Since the £l norm is linear, the 

magnitude of the Cj getting smaller is not relevant, only their number.

We conclude by applying lemma 1.3.3, as Diame\ (hi) =  1 +  . □

Note that in dimension higher than 3 and for p >  2, Hadamard sets no longer satisfy the 

assumption of lemma 1.3.3.

1.3.b Further upper bounds for wdimefijf><'”\  The projection argument still works for 

non-Euclidean spheres. It can also be repeated, though inefficiently, to construct maps to lower 

dimensional polyhedra.
£P(n\

Proposition 1.3.8: For 1 <  p <  <», consider the sphere Bl with its natural metric. Then, for 

< k < n ,  Bcki„;p €  [1,2) such thatc^n.p >  ck+ltn.p, and

w d im e5 j P^  <  k i f  £ >  Cjt,n;p-

Furthermore c„_ i )n;2 =  bn -2

Proof: This proposition is also obtained by constructing explicitly maps that reduce dimension 

(up to n — j  for j  <  and whose fibers are small. Unfortunately, nothing indicates this is 

optimal, and the size of the preimages is hard to determine. We will abbreviate B := B ^ n\

We proceed by induction, and keep the notations introduced in the proof o f lemma 1.3.3. The 

P i  that are used here are the vertices of the simplex; they need to be renormalised to be of i p-norm 

1, but note that multiplying them by a constant has actually no effect in this argument. Also note 

that the sets are not the same for different p, since they are constructed by radial projection to 

different spheres. The keys to this construction are the maps

J
given by projection along the vectors £  pir  Call <7i the function s from lemma 1.3.3, then, for

/ = i

j  >  1»
U A ,, 1

is obtained by composing, on appropriate domains, with <r7_ i. Since Sjju...tij are equal

to the identity when their domain intersect, and their union covers the image of Gj~u the map is 

again well-defined. It remains only to calculate the diameter of the fibers. At 0 the fiber is

H®) =  U { — (̂ -1 +  • • • +\/)Pl'l — (̂ -1 +  • • - +  ̂ -l)Pl2 — • • • — £ ®">o}-
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Whereas for a given x G in the image (that is A contains at least j  elements), x  can also be 

written down as a combination f°r i £ A and A,,- €  M>o- We have

o j  1 (a;) — U {-c — (A-i +  . . .  +  ^ j)p ii ~  (^1 +  • • • +  h j—i)p i2 — . . .  — Xipij |A.,- €  M >o}-

—  1 £̂ (n)If we set Ckn=  SUP D iam a (jc), then when e >  c* „, wdimeBj K J <  k. It is possible to deter-
x e o j(B )

mine two simple facts about these numbers. First, they are non-increasing cjt,n >  cjfc+i,n> which is 

obvious as the construction is done by induction, the size o f the fiber of maps to lower dimension 

is bigger than for maps to higher dimension.

Second, they are meaningful: c^n <  2. Indeed, when p  7  ̂ 1, c^n =  2 only if o~̂ _k(x) contains 

opposite points, which is a linear condition. When jc 7  ̂0, by convexity of the distance, the points 

on which the diameter can be attained are at the boundary o f c ~ 1 (x). Say Y is the set o f those point 

except x. The distance from Y to x is at most one, while the diameter of Y is bounded. Indeed, 

there is a cap of diameter less than 2 that contains all the pt but one. The biggest diameter of such 

caps is also less than 2 and bounds DiamF.

Any point o f the fiber at 0 is a linear combination of the vertices and there is only one linear 

relation between these, namely £/?,- =  0. As long as j  <  (i.e. k >  iL̂ -) there are not enough pi 

in any two sets that form GJ1 (0) to combine into the required relations, but as soon as j  exceeds 

this bound, opposite points are easily found. □

£P(n)
For B\ w , where 1 <  p  <  00, we used the regular simplex to describe our projections, though 

nothing indicates that this choice is the most appropriate. In fact, many sets o f n +  1 points allow 

to build projections to a polyhedron, but it is hard to tell which are more effective: on one hand we 

need this set to have a small diameter (so that the fiber at 0 is small), while on the other, we need it 

to be somehow well spread (so as to avoid fibers at x to be too large, as in the assumption of lemma 

1.3.3). Furthermore, there is in general no reason for c„ _ \^ p to coincide with a lower bound, or 

even to be different from other c^p, thus we cannot always be sure that n — 1 e  wspec(j5^ ”\ ^ ) .

1.3.c The lowest non zero element o f wspec. Before we return to the general i p case, notice 

that together proposition 1.3.2 and theorem 1.3.4 give a good picture of the function wdimefij n̂\

It equals n for e <  bn%2 =  cn-i,n;2> then n — 1 for fen;2 <  £ <  bn- 1,2. Afterwards, I could not show a
aP'(ri)strict inequality for the c*)rt;2, but even if  they are all equal, wdimeBj takes at least one value in 

(5 — l ,§  +  l ) n Z .  Then ,when e >  2, it drops to 0.

For odd dimensional balls, there is a gap between the value given by proposition 1.3.2 and the 

lowest dimension obtained by the projections introduced above. Say B is o f dimension 21 +  1 and 

e less than but sufficiently close to 2 , then on one hand we know that wdimefi >  I, while on the 

other wdimeZ? <  / +  1. It is thus worth asking whether one of these two methods can be improved, 

perhaps by using extra homological information on the simplices in the proof o f proposition 1.3.2 

(e.g. if  its highest degree cohomology is trivial then a fc-dimensional polyhedron is embeddable in 

R 2*, see [14]).
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Remark 1.3.9: Such an improvement is actually available when n — 3: if the 2-dimensional sphere 

maps to a 1-dimensional polyhedron {i.e. a graph), the map lifts to the universal cover, a tree K. 

Hence K  is embeddable in R 2, and, for 1 <  p <  °o.

e < 2 = >  wdime.BjP̂  > 2

for otherwise it would contradict Borsuk-Ulam theorem.

Note that estimates obtained in [17, app 1.E5] for D iam i, can also yield lower bounds for 

the diameter of fibers for maps to graphs (i.e. 1-dimensional polyhedra). Applied to spheres, it 

becomes a special case of proposition 1.3.2 and of the above remark.

1.3.d Lower bounds for wdime.BjP̂ .  The remainder of this section is devoted to the 

improvement of lower bounds, using an evaluation o f the filling radius as a product of lemma 

1.2.4, and a short discussion of their sharpness.

We shall try to find a lower bound on the diameter of n +  1 points on the £p unit sphere that 

are not in an open hemisphere; recall that points fi are not in an open hemisphere if 3A,, such that 

ZXtft =  0. A direct use o f Jung’s constant (defined as the supremum over all convex M  of the 

radius o f the smallest ball that contains M  divided by M ’s diameter) that is cleverly estimated for 

i p spaces in [23] does not yield the result like it did in the Euclidean case. This is due to the fact 

that there are sets o f n +  1 points on the sphere that are not contained in an open hemisphere, but 

are contained in a ball (not centered at the origin) of radius less than 1. The set of points given by

(1.3.10) ( l , - . . , l ) , f ----- ---------------- ^ - ¡ - . lV . . . ,  and ( l , ----- ---------------- ^
\  n — 1 n —1 J \  n — 1 n — 1 /

is such an example for £°°, and deforming it a little can make it work for the £p case, p  finite but 

close to °o. However, a very minor adaptation of the methods given in [23] is sufficient.

First, we introduce norms for the spaces of sequences (and matrices) taking values in a Banach
n

space E. Let a,- G K>o be such that £  a,- =  1 and denote by a  this sequence of n + 1  real numbers.
1=0

Let EPta be the space of sequences made of n +  1 elements of E and consider the £p norm weighted 

by a: ||;t||£ a =  ( £ f a, ||jc, ||£ ) lj/p where x =  (xo,. ..  ,xn). On the other hand, Epa2 shall represent 

the space of matrices whose entries are in E, with the norm || (x,-j) ||£ =  (Ej j  a /a ; ■

Now define, for E,E' Banach spaces based on the same vector space and for 1 < s , t <  «>, the linear 

operator T : Es,a -*  E't a 2 by (̂ ¿) ^  (* i~ X j).

Theorem 1.3.11: Consider a vector space on which two norms are defined, and denote by E \, E2 

the Banach space they form. Let ft G E \, 0 <  i <  n, be such that ||yi ||£ . =  1 but that they are not 

included in an open hemisphere, i.e. there exists X* G R>o such that £  A,,-/} =  0 and 1. Let

Diam £* ( / )  =   ̂SUP ||/i — f j  Ĥ , be the diameter o f this set with respect to the other norm. Then,

for a ,• =  Xi,

(  1 \ 1/f Diam £* ( / )  >  2 sup (1  +  - )
2 V n )
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Proof: As the ft are not in an open hemisphere, real numbers A,,- G R>o such that £A .,• =  1 and 

Z K fi =  0 exist. Furthermore, since =  1, there also exist xi G E\ such that fi{xi) =  1 and

||x,-||£i =  1. The remark on which the estimation relies is, as in [23],

2 =  J^ X iX j{fi-fj)(x i-X j). 
i,j=0

Choosing a,- =  A,,-, this equality can be rewritten in the form 2 =  (T f)(T x), where Tx G (£2)* a2 

and T f  G ((£ 2),,^ )*  =  (E£V i02, and thus 2 <  ll^/ll(£*)t, a2 llr *H(E2)<a2- Notice that

n \  n
y  a ,a ,  -  y  a ,( l  — a ,) < 1 ---------- = ----- - ,1 h "+1 "+1

because ||<Xi||£i(,,+1) =  1 => IIot/lî 2(n-t-i) > ( « + ! )  ^ 2- We can isolate the required diameter:

WTf\\m ,w  = (£ w j\\f i- f j \ \E ;) l/t'

<  Diam£ » ( / )  ( Ç  aiCLj)l/t 

< D i a m £ * ( / ) ( ^ ) lA •

On the other hand, =  1, consequently lkll(£,)ia =  1, so we bound

Hr;Cll(£2),,a2 -  llrH(£l)i,â (£2)f,a2-
The conclusion is found by substitution o f the estimates for the norms of T f  and Tx. □

We only quote the next result, as there is no alteration needed in that part o f the argument of 

Pichugov and Ivanov.

Theorem 1.3.12: (cf. [23, th 2])

if 1 <  P <  2 , w w  <  2 '/r  ( * )  ' /p- w ,

if 2 <  p  <  •>, \\T \\llrt„y,_:,-tV 'in],i>fj  <  2 1/'’ •

A simple substitution in theorem 1.3.11, with E\ =  E2 =  £p(n), s — 00 and t — p, yields the 

desired inequalities.

Corollary 1.3.13: Let / , ,  0 <  i <  n, he points on the unit sphere o f £p (n) that are not included in 

an open hemisphere, then

if  1 <  p  <  2, Diam^P(n)( / )  >  2 ^  ( l  + ± ) 1/^ ) (*) 

if  2 < p <  00, Diam£P(n)( / )  >  2 Vp (1 +  l ) l/p' . (**)

Remark 1.3.14: Before we turn to the consequences o f this result on wdime, note that there are 

examples for which the first inequality is attained. These are the Hadamard sets defined in 1.3.6. 

When normalised to 1, they are not included in an open hemisphere and of the proper diameter.
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Hence, when a Hadamard matrix of rank n-I- 1 exists, then (*) is optimal. Nothing so conclusive 

can be said for other dimensions, see the argument in example 1.3.1. I ignore if there are cases 

for which (**) is optimal, though it is very easy to construct a family Fn £ (Bf>̂ ) n+1 such that 

DiamF„ —► 21//p as n —► In particular for /? =  <», the points given in (1.3.10) but by substituting 

instead of the entries with value ^ y ,  is a set that is not contained in an open hemisphere and 

whose diameter is which is close to the bound given. Somehow, this case, is also the one 

where the use of lemma 1.2.4 results in a bound that is quite far from the right value o f wdim, cf 

lemma 1.2.6. This might not be so surprising as sets with small diameter on £p balls seem, when 

p >  2, to differ from sets satisfying the assumption of lemma 1.3.3.

Still, by lemma 1.2.4 we obtain the following lower bounds on wdim :

Corollary 1.3.15: Let b^p be defined by b^p — 2 l!p> (l +  | )  l p̂ when 1 <  p  <  2, whereas b^p =  

2l/p ( l  +  i f  2 <  p < °°. Then, for 0 <  k < n,

£ <  bk-,p => w d im e fif^  >  k.

Proof: Let Y =  dB ^n\  Since the convex hull of a set of n -f 1 points on the sphere Y will not 

contain the origin if the diameter of the set is larger than bn;p, lemma 1.2.4 gives that FilRadF >  

bn-tP/ 2. We then use lemma 1.2.3 for Y to conclude. □

These inequalities might not be optimal, proposition 1.3.2 for example is always stronger when

k<  L i l -
In dimension n, bT_ C  B f’̂  yields that £ <  2n-1 /^ =4> wdim£b \P̂  =  n which improves 

corollary 1.3.15 as long as

D ^ M f e )

M ^ r ) '

However, when p  =  1, and Hn+1 is a Hadamard matrix, these estimates are as sharp as we can hope 

since the lower bound meets the upper bounds.

Corollary 1.3.16: Suppose there is a Hadamard matrix o f rank n +  1. Then, for 0 <  k <  n,

wdime5 j ^  =  0 i f  2 <  e,

max(5^ î-,fc) <  wdimefî{ ^  < n  i f  ( l  +  ^ ) <  e < ( l  +  £), 

wdimefij ^  =  n i f  e < ( 1  +  ^)-

Furthermore, in dimension 3, lower bounds of corollary 1.3.15 meet upper bounds of proposi

tion 1.3.5 when 1 <  p  <  2. In particular, thanks to remark 1.3.9, this gives a complete description 

of the 3-dimensional case for such p.

Corollary 1.3.17: Let p G [1,2], then

(
0 i f  2 <  e,

2 i f  2 (§ )1 /p<  e < 2 ,

3 i f  e < 2 (Z ) l/P.
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When p  >  2, all that can be said is that the value of £ for which wdime2?j ^  drops from 3 to

2 is in the interval [2 ( | ) 1- 1/ p,2 ( | ) 1/*’].

This last corollary is special to the 3-dimensional case, which happens to be a dimension where 

there exist a Hadamard set, and where the Borsuk-Ulam argument can be improved to rule out 

maps to ^--dim ensional polyhedra. For example, in the 2-dimensional case, a precise description 

is not so easy. Indeed, thanks to example 1.3.1 and using the inclusion of b \  ^  C B ^ 2\  we know 

that wdime.5jP̂  =  2 when 8 >  2 l!p. On the other hand, the inclusion of B^_^ C B ^ 2'* gives 

e >  2 => wdime5 jP<̂2  ̂ =  2. Putting these together yields:

e >  max(2 1//,í’, 2 1/ /,,) =>- wdime-Bf ̂  =  2 .

These simple estimates in dimension 2 are better than corollary 1.3.15 as long as p  <  3 — 

or p  >  ln ( |) / ln ( j ) .  I doubt that any o f these estimations actually gives the value o f e where
£P(2)

wdim eB 1 v ' drops from 2 to 1.

All the results o f this section can be summarised to give theorem 1.1.4. Here are two depictions 

of the situation. Gray areas correspond to possible values, full lines to known values and dotted 

line to bounds.

wdime wdime
▲  ▲

Tl ---------------. Tl  

r t i ...................r n ........................................................
I______________ I I  I___________________________ I I  
I______________ I I  I___________________________ I I  
I______________ I I  I___________________________ I I  

__________________I i i_______^  | » i_______^

bn\p  C 2 8 b n\p C 2 8

When the dimension is odd (but different from 3), the situation is as in the left-hand plot 

for the euclidean case (p =  2) or the case p  =  1 if there is a Hadamard set. In these cases, a 

map to a n — 1-dimensional polyhedron with small fibers can be constructed, but the bounds from 

the Borsuk-Ulam argument and projections to lower dimensional polyhedron do not meet. The 

right-hand picture gives the situation in cases where the dimension is even and there is no known 

projection with small fibers. C|-n/ 2],/i;p is abbreviated by c. The case o f dimension 3 is described in 

corollary 1.3.17.

It is not expected that be in wspec when n is odd, nor is it expected that the lower bounds 

bk-p be sharp for B ^ ^  when k <  n.

1.4 Further results

If a space X  is a product of two spaces, then given some information on the widths of its factors, it 

is possible to gain some insight on the widths o f X. The following example considers a solid torus.
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Example 1.4.1: Let T c  M3 be a solid torus of radii r < R , i.e. the set of all the points at distance

<  r from the a circle of radius R, then

' 0 if 2 ( r + i î)  <  e

1 if 2 r <  £ < 2  (r +  R)
wdimer  =  <

2 if  V 3r <  e <  2r

3 if  e <  y/3 r
V

Proof: The first inequality is, as usual, a consequence of 1.2.I.e. As for the second, it suffices to 

note that the projection on the circle of radius R has fibers of diameter 2r. The third requires more 

work. Let Y be the closed set given by the union of the circles of radius R +  r and R — r .Y  has a 

trivial homology class in T and a filling radius of r. Lemma 1.2.3 implies that £ <  2r =*- wdimer  >  

1. On the other hand, the torus can be sliced in discs of radius r. The map which sends each of 

these discs to the cone on the O-skeleton of the simplex inscribed in these discs has a fiber of radius 

\/3 r  (as seen in theorem 1.3.4). The last inequality is settled by looking at the usual (empty) torus 

Y'. It is a homologically trivial closed subset of dimension 2, and its filling radius is \/3r. □

The following simple lemma will also be of importance when we will look at the widths of an 

t p ball with an t q metric.

Lemma 1.4.2: LetrqtP = HldĤ 1̂ ^. Then

si q — p  =>• rqjP — 1

siq  <  p  and/i is continuous => rqtP =  0

and n is atomic = ► rq,p =  v j j ^ M v )  « ~ '  

s iq  >  p  andfi is infinite =>■ rqp — 0
l _ l

and n is Unite =$■ rq>p =  n (y ) q p

Proof: The case p  =  q is simple. If ¡j. is continuous and q <  p, the existence of functions whose 

Lq norm is finite but whose Lp norm is infinite implies that a Lq ball will never be contained in an 

LP ball. If q > p  and jj(V) =  then there also exists function who are of finite Lq norm and of 

infinite LP norm.

If /-i(V) <  «j and q > p, this is a consequence of Holder’s inequality. Let s,^  be conjugate 

exponents, i.e. 7 +  7 — 1. then

mb = ii/, iiI.. =w)x,,mqu,-
Hence, | | / | |M <  and A =  1(1 -  j,) =  i  -  by choosing qs' =  p.

Suppose now that q <  p  and p is atomic. Let i =  v€|upp/Ĵ (v)> then we must show that rq p =

ii~p. For all v E suppp, define the function f v by / V(v) =  rq pp(v)~^)q and f v(y') =  0 when v7 ^  v. 

Then/v € BY rq,p <  1. thus rqiP <  iv~p. As for the converse inequality, since >  1,

11/111,= E  M v)|/(v)|, < i 1-«/'’ =!• E  4 % 1'V ( v ) r < l
vGsupp/i v€supp/i

= ► |i1/pf \ q <  1
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Thus |i /(v )* | =  \i1/pf (v ) \p <  \il/pf (v ) \q. This estimation obtained, the lower bound is easily

found:

WfWip =  E / ' M l / M l ' ’
vesupp^i

=  e
vGsupp fi

< e  ^ i^ /(v )r< i. □
vesupp/j

Remark 1.4.3: Thanks to lemma 1.4.2, the same projections that were used to obtain upper bound 

in 1.1.3 give, for k >  0 and q >  p,

wdimz {B ^ n\ i q) <  k when 2 (k +  1)« p <  e.

On the other hand, using 1.2.5, the inclusion B^ ^ 11 C B f ^  C b \P̂  yields:
k<t p

wdimz(B ^ n\ i q) >  k when e <  (A: H- 1)« p

Proposition 1.2.1.d has an obvious extension that will ne used in the following chapter. 

Lem ma 1.4.4: I f f : (X, d) —> (X ',dr) is a continuous function such that

d(xi,x2) <  <b(d'(f(xi),f(x2)))

where <|): M>o —► K>o- Then ifty(x) =  Ŝ P<i>(jy), w dim ^ej(X,<i) <  wdime(X',<i').

Proof: If wdimeX' =  n, there exists an e-embedding g : X' —> K  with dim AT =  n. Noticing that 

the map g o f  is an <|)(e)-embedding from X  to K  leads to the claimed inequality. □
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Chapter 2

Mean dimension

This chapter will recall some notions introduced by Gromov in [19], further developped in [31], 

[30], [7] and [29]; [6] contains a good introduction to mean dimension and its applications in dy

namical systems. We will present them here again, and evaluate it for the shift acting on the unit 

ball of £p(r;K ). Unfortunately, unless p  =  it is trivial. In §2.2 a first alteration uieasf (a mixed 

growth factor which depends on the profile f) of this quantity that enables to characterize differ

ent p  is introduced. Topological invariance is however lost, but some covariance under Holder 

homeomorphisms remains. In §2.3, another variant dim#> is defined by replacing the metrics by 

pseudo-metrics. Thanks to [19], Von Neumann dimension coincides with dim¿2. Some properties 

of the Von Neumann dimension turn out to hold for dim¿p for a generic p, but not all; see the dis

cussion in §2.5. In particular, the invariance on the choice o f F0lner sequece requires an extension 

of the Omstein-Weiss lemma presented in §2.4. Finally, a discussion of other possible variants 

take place in §2.6.

Mean dimension can be introduced as a generalisation of entropy for the shift. Indeed, 

the dynamical system of the (classical) shift is the set Az  of A-valued sequence, where A is fi

nite set (the alphabet), with the map c  : (tfi)iez h-► (a,+i)iez- Endowing A with the metric d& 

which induces the discrete topology, the product topology Az  can also be induced by a metric 

(typically d (a ,b ) =  £  ^A(ai,bi)/2^). A definition of entropy which is close to the language

of the previous chapter is as follows: let dn(a,b ) =  SUP d (a ola,G°lb) be the dynamical dis-
—n<i<n

tance, then define N(e,n,A) =  inf{|F | such that (A, <i„) £->•£}. The entropy is then obtained by 

a limit: h(A) =  ¿lniV(e,n,A) which is, in the present case, equal to ln|A|. If (A,d^)

is a metric space of positive dimension m, mean dimension appears as a modification of this 

definition. The dynamic of the shift c  on A-valued sequences, Az , endowed with the metric 

d(a,b) =  Y ,d(ai,b i) /2^), will again allow to define metrics d„. However, since A is of posi-
iGZ

tive dimension, the quantity iV(e,n,A) will be of the order of £// e m(”+*lne) and will give an infinite 

entropy h{A). Thus the necessity to introduce the mean dimension.
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2.1 Definition and properties

The definition of mean dimension requires an important remark:

wdime(Xi XX2,m ax(^,<¿2)) <  wdime(-Xi,di) +  wdim e(.X2, <¿2)1

in other words, wdime is subadditive for the product, if the metric is given by the maximum of the 

metrics on each factor. This is a consequence of the fact that two 6-embeddings f i : (X,di)^+ Ki, 

give an e-embedding f \  x fa. Recall that equality does not always hold (cf [12] and references 

therein). Let <¿1 and ¿2 be two metrics on X. As a metric space endowed with the metric given 

by the maximum of the two metrics d =  m ax(di,d2 ), (X ,d) is the diagonal of (X ,d  1) x  

Whence

(2 .1.1) wdime(X,<i) <  wdime(X,<ii) +  w d im ^ X ,^ )

We shall use the definition of amenable groups by the existence o f F0lner sequences (another 

definition uses the existence of invariant means [3 8 ,1.§0]; another reference on amenable groups 

is [16]).

Definition 2.1.2: Let T be a countable group. T is amenable if  there exists an increasing sequence 

{ n ,} ,6N of finite subsets o f T such that Vg €  T

lim  ^  ^ i 8  ^  *  I _q
*— foj ”

Such a sequence is called a F0lner sequence for T.

Proposition 2.1.3: Let T be a countable amenable group. Let F C T be a finite set, and {£2,-} be 

a F0lner sequence then

l im J M l  =  1 
10,1

Proof. It suffices to take fo € F and then to notice by invariance of | • | that

|a * F |< |n « /o l +  E  |a I/ \ n t/o | =  |Q l | +  £  | ^ / / 0_1
/o ^ /e F  fo ^ feF

Dividing by |£2,| and using the definition 2.1.2 yields the result.

Consider metric spaces (X ,d) on which amenable groups T act (not isometrically). Let ju be a 

(left) Haar measure on T then it is possible to define wdim relative to T. Since we are for now on 

countable groups we will use the notation/¿(£2) =  |£2|.

Denote by dy(x,x?) =  d(yx,yxr) the metric (on X) translated by y  €  T. For all Cl C T, a dynam

ical metric da  on X  is defined by:

da {x,x') =  suPdr(x,*') =  ||^y(*,*')|U (n) •
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As a function of £1 C T, wdime(X,<in) is subadditive, see (2.1.1) (for discrete groups). Thus, 

by amenability of T, the limit

uldinieiiX.d) : T) :=  Km------- ---- ----- ^

exists for any chosen F0lner sequence £2, and is independent of this choice thanks to the Omstein- 

Weiss lemma, see [38] or [19, §1.3] (see also §2.4 for a generalisation of this lemma).

Definition 2.1.4: The mean dimension o f (X , d ) for the action of a group r  is

=  lim lim ™lime(X,rfn,)
\Qi\vadim ((X ,d): T) :=  J^ u id im £((X ,d) : T)

The existence of the last limit is comes from the fact that wdime is non-increasing as a function 

of e (cf  1.2.1.b). It might be infinite.

Proposition 2.1.5: (cf. [19, §1.5.1]) L e tX  be a compact space. radim(X : T) is a topological 

invariant, i.e. for all pairs d and d! of compatible metrics on X, uidim((X,<f): T) =  uidim((X, d ' ) :

r)-

Proof. (We write the argument of [19] in details.) Indeed, we look at the modulus of continuity 

of Id : (X ,d) —► (X,d') which is uniformly continuous, more precisely, there exists an increasing 

continuous function

(Did : [0,Diam(X,<i)] —*■ R>o

such that C0id(0) =  0 and Vy € T, d!y(x,xf) <  (Oid(dy(x,x')). This inequality remains valid fot da  and 

By lemma 1.4.4,

w d im ffl^ p f.d o ) <  wdime(X,<in).

Since g^C0id(e) =  0, dividing by |£2| passing to the limits yields uidim((X, d1) : T) <  uidim((X, d ) : 

r). The same argument on Id : (X,d') —> (X ,d) gives the result. □

The proof above can be generalized to show that if i : (X,d) —> (X \d ')  is a F-equivariant rough 

embedding (in the sense of [18]) then uidimX <  uidimX'.

The definition of uidim given above is a particular case of a vast family of possible choices, 

some of which will be introduced in the following sections. In particular, if F is not amenable, it is 

still possible to define mean dimension. However, it is necessary to take a limsup of an increasing 

sequence {Q ,} (which can also be assumed exhausting), but the independence on the choice of 

sequences is no longer true.

If r  acts by isometry andX is compact, uidim(X : {£2,-}) =  d im X i^ ,|n , |-1 =  0 since (X^d^) =  

(X ,d). Consequently actions by isometry are not interesting. We will now focus our attention on 

non-compact metric space where the action of T is isometric. However, compactification will make 

the action non-isometric. These examples will motivate some of the further développements. The 

remainder of this section is contained in [19, §1.6] (with answer to questions).
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Let X  =  (Ri )r =  { r  —► R5} endowed with the natural action of T: for /  G (Ri )r ,Y/(-) =  

A T 1-)- Let  ̂ the unit ball for the £p norm (cf lemma 1.4.2), p  G [1,°°]- This set is not

compact and T acts isometrically.

Before we introduce weak-* topology, recall £p is the dual o f t p' when p  7  ̂ 1 and  ̂+  7̂ =  1. 

As for f ° ,  it is the dual of £1 and £l is the dual of co (cf [43, §3 exer.10 p.83 or §4 exer.24 p. 109]) 

where co is the space o f sequences which tend to 0 at infinity. This can be interpreted here as the 

following condition:

v*€c0(r;Rs) cr(r;r), ll^ll^Crxf;) ~ *■ ®

for all increasing exhaustive sequences of finite subsets {/'}}). On a normed vector space E, there 

are two usual topologies: the one coming from the norm, and the weak topology, which is the

roughest topology such that linear continuous functions (elements of the dual) are continuous.
\e*(e)\

Its dual E* possesses three usual topologies: one coming from the norm ||e*|| =  s^P jjg|j

(denoted x), the second is the weak topology associated to this norm, and the third called the weak 

topology o f the dual (or weak-*, denoted x*). This is the roughest topology such that evaluation 

maps ve(e*) =  e*(e) are continuous. If E =  E**, weak and weak-* topologies are identical. A 

neighborhood of 0 in the weak-* topology is of the form

(2.1.6) ^*(0;c1, . . . >C„;e) =  {«*G £* |V yG {l,...,«} ,|c* (^ )|< e}

Alaoglu’s theorem states that unit ball o f the dual is compact for this topology. This remains 

true for any weaker topology. In particular, consider the topology x7 o n B\p := {x  G ¿p(r ;R s)| \\x\\gp <  

1}, defined by the metric d' defined as follows: let Fi be a sequence of finite sets such that UF,- is 

dense in T, let dFi be defined by

d Fi(x 1,X2) =  11*1 - X 2\\e >(jFt) •

Let

(2.1.7) d \x  i,x 2) =  Y^aidF‘{xi,x2). 
i> 1

normalized so that if  then a i =  1. Usually, the a/ are chosen to be 2~'-1 . The

normalisation Oi =  1 is made so that the diameter o f the unit ball remains equal to 2. Notice that 

d'(x i ,*2) <  2a*+i if  xi and x2 start to differ on F^+i, but are identical when restricted to the Fj for 

j  <  k.
The topology induced by this metric is weaker than x*, since an 8-neighborhood o f 0 is the set 

of x  which are small when evaluated on Fi (depending on e), since dFi is always smaller than 2 for 

element o f the unit ball. This neighborhood is of the form (2.1.6). Let us show that t/ is Hausdorff: 

let xi and x2 G (X,£p), if x\ 7  ̂x2, then 3y G T such that xi(y) 7  ̂x2(y) and since for a 1, y  G Fi, 

dpi(x 1 >*2) >  0 and consequently d'(xi,x2) >  0, this suffices to show that it is Hausdorff. Thus, B f  

is compact for x/.
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The identity map (X,x*) —>• (X,x') is continuous and bijective. Since x! is Hausdorff, this is a 

homeomorphism of (B\p ,x*) on (Bf’, x/) (any bijective continuous map between compact spaces 

is a homeomorphism if the image is Hausdorff).

Remark 2.1.8: Since uidim is a topological invariant, the choice of the metric d!, which is impor

tant for the computations, will not have an impact on the result. It would have been possible to 

define the dFi using a i q norm for any q >  p. However q =  oo simplifies the arguments. Finally, x' 

can also be seen as the topology induced on the subspace of elements of £p norm less than 1 in the 

space [—1, l]r endowed with the product topology.

The next result answers a question of Gromov, it is also shown in [48] but is a consequence of 

a simple remark (see discussion following the corollary).

Theorem 2.1.9: (cf. [19, §1.6])

u.dim(sf'<r'R,) : r) /  tfp = “
1 = 0  otherwise.

Proof. Suppose that p <  <». Then, proposition 1.1.3 allows us to bound (independently o f £2) 

wdime(J5fP, ¿a) : as said in remark 2.1.8) this argument is done with £°° metrics. The restriction 

P£ : (B f  —»• has fibers of diameter a^+i. Moreover, a e-embedding of the

image of p* becomes upon composition by p* an (e-f(T*+i)-embedding o f the source. Indeed, if
£P(\Çy~ i FLh

x,y  €  Bl ‘ are at distance equal to e then any points in their preimage by p* can only 

disagree on the sets £l~1 Fj for j  >  k, this contributes at most to an extra distance of Ok+i- Whence

(2.1.10) wdime+0t+1(fifP, ^ . )  <  wdime( 5 f (|n'

Supposing that e >  Ok+i, the left-hand terms gives a lower bound for wdim2e, whereas proposition 

1.1.3 gives an upper bound for the right-hand term (by a function of the form f(p )e~ p). The 

conclusion is direct:

uidim(BjP : T) =  limsup wdim t (B\P, d'a . | 1

< j^ li™s”p/(/>)(§rp i^ r1=o.
p °° (ry ~  i F. TR-*')

The lower bound, for p  =  can be obtained by observing that Bak ‘ is included (by a

map that increases distances) in Using proposition 1.2.1.d we conclude that e <  a* =>

wdime(fi|” ,i/^.) >  and

uidim (Z?f° : T) =  lun lim sup wdim £ ; | ~ 1 

> Ii™ŝ p ̂  I n -1 11 n,| -1 > 5.

Remark 2.1.11: When T is amenable, let us show that uidimB^ r̂,R  ̂=  s. If e >  a*, the restriction 

map to Ffc is a 8-embedding to a polyhedron. Thus wdim tBf° <  dimZ?^F*’R  ̂ =  sfu(Fiç) when
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£ >  <j£. Endowed with the metric restriction to £2,- 1Fk is again a e-embedding given that 

e >  Ofc. Thanks to proposition 2.1.3, —*• 1, whence

u id im (ß f : T) =  Um SUP wdim e ( ß f , d'a . ) | £2,-1 “ 1

< lim limsup^joriF^Ha/l-1 =  s.
K ►°° I— ►oo

Corollary 2.1.12: The unit ball is not F-equivariantly homeomorphic to .

This is a consequence o f proposition 2.1.5. Note that entropy considerations allow to obtain 

the same result: the action of T on a £p ball endowed with the weak-* topology, for p  finite, sends 

any point to 0 (in other words for any sequence y,- <G £2,- \  £2,_i, y¡x —► 0). There are no periodic 

orbits (in particular, entropy of such an action is 0). On the other hand, when p  =  there are many 

periodic orbits.

2.2 Variation with profile

From the previous section, it appears that mean dimension is not appropriate to distinguish £p(r )  

spaces. The next definition is tailored to avoid the problem encountered. Its introduction is ex

plained in §2 .6 .

Definition 2.2.1: Let f : iP(r) —► M>o a decreasing function (i.e. A <ZB =>■ f(A) >  f(5)) such that 

f(A) =  0 |A| =  °°, then the asymptotic measure with profile f will be defined for an increasing 

sequence o f compact sets £2/ (whose measure tends to °o) by

uieasf(X : {£2,}) =  ümsup wdim f W |I A . )  e  [0 , + « ,]. 
i—►°° |i2 , |

This concept certainly lacks invariance, which explains the change of terminology for an 

asymptotic measure. It shall nevertheless be useful to detect obstructions.

Proposition 2.2.2: Let f  : (X ,d) —> (X',d') be a F-homeomorphism of metric spaces endowed 

with an action o f F whose modulus o f continuity is CD/. If  3\|/ : R > o  —*■ R > o  an  increasing function 

such that =  o, a n d  that co/(e) <  V|/(e),

uieasVof(X' : {£2,}) <  uieasf(X : {£2,}).

Proof. As in the previous proofs, the inequality

d '( f (x ) ,f (y )) <  G>f (d(x,y)) <  y(</(*,>>))

gives the same inequality for d& and This last inequality yields

wdim v (e) (Xf, dft.) <  w d im e ^ d n ,) ,

by composing any e-embedding on X  by /  l . Choosing £ =  f(£2;) and passing to the limit gives 

the desired inequality. □
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The définition of raeasf is made to compensate for the fact that wdimeB1 is quite precisely 

bounded above and below by some constants times £~1//p. The next lemma highlights this mecha- 

nism.

Lemma 2.2.3: Let T be a countable discrète group, let {£ï,} an increasing sequence o f fini te 

subsets, le tp e [  1, °°[, let B{P be the unit bail o f £P(T ; R5) endowed with a metric o f the type (2.1.7) 

and ofthenatural action of r. Fore G R>o andq € [1,°°[ let fcq(Q) =  c\Q.\~l/q be a profile.

=  oo i f  p  >  q

G R >0 i f p  =  q 

=  0 i f  p  <  q
meaSfc,9(S f  : {**/})

Proof. The arguments that will be used are independent of the choice of the sequence {.Fi}, which 

is surprising as they enter in the définition of the metric.

As usual, we find a lower and an upper bound. Both use proposition 1.1.3 to know the wdim 

a bail in lp(n). This proposition can be rewritten as: for 0 < k < n

k <  (e /2 ) p <  k +  1 wdime(fijP̂ ,^°°) =  k.

Whence

m in((|) p — 1,«) < wdime(BiP̂n\ ^ “ ) < m in((|) p,n).

This said, we start with the lower bound. This is pertinent only if p > q. As in theorem 2.1.9 the ar

gument reduces to the construction of an injection which increases distances; here (Bak ‘ ’ ,£°°) 

injects in (B\P, 4 0 -  Thus giving

limsupmax min
i— ►oo

Then, notice that is not bounded on k, the term will determine the limit.

Indeed, if p > q, it tends to infinity. However, when p = q, we must evaluate min ((^fi )p ,

knowing that the ak are bounded. Hence the quantity of interest is larger than min ( ( ^ ) p, l )  > 0
1 0 - 1  tp |

where A =  maxa* since 'fc.)*- > 1 (it can even tend to °°).

The upper bound, which is of interest only if p  < q, is obtained as before by looking at the 

restriction of (Be\ ,d'a^  to ( B ^ ^  Fk'R \ t ° ) .  This gives a 2e-embedding for (Bf^d^.)  given any 

e-embedding of (flf  (Q'~lFt,RJ), 0 ,  cf  (2.1.10). Thus, if e > ak+l:

wdim2e(i5jP,<ifii) <  min(e !F*|).
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This inequality being true for ail k, the left-hand term can be replaced by the maximum over ail k. 

Next, dividing both sides by |£2,-|, taking e =  c\Q.i\~l/q and passing to the limit yields

V* > 1, min ((
e

2ak)~P, m _1Ft |) < wdime(fi^(n' lfk’RS\r) < wdime(£ f  ,4^).
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For i fixed, e =  c|f2,-| xIq, and k is such that e >  a^+ i . In particular, when i —►=*>, e —> 0 and k —>°°. 

After division by |£2, | and taking the limit, we see that

“KaSf.,,(siV) < n” ^P mm •

When p  <  q this tends to 0. But, if  p  =  q, things behave differently: the right-hand term is bounded

by (W •
In particular, when p  =  q, we have

m in ( ( - 2m ^Xa<:) P>1)  ^ e a S f c,p( # ? V ) <  Y ■

Theorem 2.2.4: Let p ,q  e  [1, °°[, Let B f  and B f  be unit balls o f £p (T; M*) and l q ( r ; MJ) respec

tively, both endowed with the action ofT  and o f  metrics o f the type (2.1.7). When q >  p, there is no 

Lipschitz homeomorphism f  : B f  —*■ B f . Moreover, a q >  p excludes that f  be Holder continuous 

of exponent a .

Proof. If /  : X  —► X' is Holder continuous of exponent a  e  (0,1) or Lipschitz (this corresponds to 

a  =  1), 3c' €  R>o such that the modulus of continuity co/is bounded by \|/(e) =  c'ea . Thus, propo

sition 2.2.2 gives that uieasyofÆf* <  uieasf/îf’, in other words, that u iea sf^  r/oB f  <  uieasfcr2?f\ 

Taking p  =  r, and thanks to lemma 2.2.3, we must have that <xq <  r =  p  to avoid a contradic

tion. □

It is worth noticing that this is expected. Indeed, let <j>: £p —► £q be defined for x G l p (r , W )  by 

4>(*)(y) =  {x {i))p/q, Where fory =  ( y i , . . .  ,ys) e  Rs, yp/q =  (fy \y i\p/q)i=i,...,s- Then, <K #f) =  B f  

and <(> is a T-equivariant homeomorphism which is Holder continuous of exponent <x =  p /q  (known 

as the Mazur map). Also, recall (cf [3, thm 2.3]) that any uniformly continuous map (for the norm 

topology) from B f  —»• t q is uniformly approximated by Holder continuous maps.

The result on Lipschitz homoemorphisms can be obtained by another method (without requir

ing r-equivariance). If such an homeomorphism (ft: B f  —* B f  exists, consider the sequence {(j)*} 

where §k(x) =  &<)>(pt). It does not converge to a map £p —> £q, but there exists a subsequence con

verging on an ultraproduct of £p spaces. However an ultraproduct of £p spaces is isometric to an 

£p space. Hence we have a map <t>o): £p —► £q which is Lipschitz, a contradiction. However, in the 

Holderian case, this limit does not converge to a Holder continuous map, which prevents the use 

of a similar argument.

2.3 ip Von Neumann dimension

We shall introduce another variant o f mean dimension which coincides with the definition of Von 

Neumann dimension thanks to an argument of [19, §1.12].
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Definition 2.3.1: Let T be a countable group and let {£2,} be an increasing sequence of finite 

subsets of r. Let (X ,x,S) a space endowed with a topology x and a pseudo-metric 8. For such 

a space, wdime(X,x, 8) denotes the smallest integer k such that there exists a polyhedron K  of 

dimension k and a map, continuous for x, f  : X —+ K  whose fibers are of diameter (measured with 

8) less than e. The £P(T)-measure is

measeP(X : {fl,.}) =  l i m l i m s u 6 [o,+<*>].

where 8gP(n)(x >x') =  ( L  &(Yx>“pS)p) l P̂ when p  <  °° and S ^ ^ x ,;« /)  =  supS^.Y *7)-

This definition will only be used in a particular context. Namely, we shall be interested in the 

case of X  a subset o f £°°(T\ ̂ ) , the spaces of bounded sequences (indexed by F) with values in 

a normed vector space V. Of particular interest are linear subspaces o f £P{T\V) or co(F;V). We 

recall the latter is the space of all x G £°°(r;V) tending to 0 at infinity, i.e. IMI^rxF*) —► 0 for all 

exhaustive increasing sequence of (finite) subsets {/^ }.

The topology on £P(T;V) or co(r;V ) will be the product topology (induced by inclusion in 

Vr  endowed with the product topology). We will denote it by x* (it is equivalent to the weak-* 

topology when it has a meaning). As for the pseudo-metric, it will be given by evaluation at the 

neutral element e of F: ev(x,x/) =  \\x(e) — x! (e) ||v .

Definition 2.3.2: Let V be a finite-dimensional normed vector space. Let Y C ¿“ (T; V) be a subset 

invariant by the natural action of T, an amenable group. Let be a F0lner sequence for I \  Then, 

the l p Von Neumann dimension of Y is defined by

d i m ^ ( 7 , { a } ) =  SUP tueaseP(BYr'p ,x*, ev,{Q.i})
re R>o

where BY'P =  F n t f f (r;V).

Note that this definition is valid even if Y is not a linear subspace. However, for such spaces 

it is not necessary to look at the sup on r: using dilation and a change of variable £ >-»re , only the 

result for the ball of radius 1 needs to be established. Let us begin by some simple examples. 

Example 2.3.3: Let us show that if 1 < q  < p  <°°, and Y =  then dim#> (7, {£!;}) =  0 (inde

pendently of the choice of sequence {£2,}). Indeed, BY'P =  ^ ( r>R) if /- >  1, and wdime (BY, ev#>(ii,)) =  

wdime(B^^n' \ i p) where n,- =  |£2,-|. However using remark 1.4.3, wdime(.B̂ 9 , £p) is bounded 

above and below by two functions that do not depend on n,. Thus,

lim s„p wdime(g ^ |,ti), t p) _ 0
I—*oo |£ ^ l ' |

A similar argument holds when r <  1. Note that, dimgp(Y,{ii,-}) =  dim ^(y,{Q ,-}) =  1 when 

r  =  B f (r;V)a n d p < 9 .

Finally, let q e  [1,~]. If Y’ =  f(r-,V), then (Br , a ; , in)) is “isometric” to <Vmnj)-

To be more precise, there is a continuous map whose fibers have “diameter” 0 from (BY\  evep^ )  to
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(Bê r ,v \  ev£P(ii)), and vice-versa. Thus, (BY>, will have the same wdim e as (SjP̂ r,V\  ev£p(n))»

Ve.

When y  is a T-invariant linear subspace o f ¿“ (r; V),

PI (Independence) dim#>(F, {£2,}) is actually independent of the choice of F0lner sequence 

{ f i ,} (cf. corollary 2.5.1);

P2 (Normalisation) dim ^£i’(r;]R) =  1 (cf. example 2.3.3);

P3 If F C £2(T;V), dim¿zY coincides with the Von Neumann dimension (cf corollary 2.3.7);

Given P3 and upon reading [4, §1], many other properties for dim p. can be obtained. One is led 

to check if they holf for dim ¿p. These properties are:

P4 (Invariance) If /  : Y\ —► Y2 is an injective T-equivariant linear map o f finite type, then 

dim^pFi <  dim#-F2 (cf. proposition 2.5.3 and example 2.5.4);

P5 (Non-triviality) Y C l p is trivial if and only if  dim ¿pF =  0 (cf. proposition 2.5.5 for the £l 

case, but is false for f° );

P6 (Additivity) dim^pFi ®Y2 =  dim^pFi 4- dim#>F2 (cf remark 2.5.6);

P7 (Completion) If Y  is the completion of Y  for the i p norm, then dim #>F — dim ¿pY  (cf. propo

sition 2.5.7);

P8 (Continuity) If {Fi} is a decreasing sequence o f closed linear subspaces then dim^p(nF,-) =  

dim£pYj (for p  =  1 this does not hold, c f  2.5.8);

P9 (Reciprocity) If T\ C T2 and if F2 G £P(T2;V) is the subspace induced by Fi C £P{T\\V) 

then dim¿p(F2,T2) =  dim#>(Fi, T i) (cf. remark 2.5.9);

P10 (Reduction) If Ti C I"2 is o f finite index, and if  F d  £P(JT2 ;V) is seen by restriction as 

a subspace of ¿p(r i;V tr2:ri]) then [Ï2 : T i]dim£p(F,r2) =  dim #>(F,ri) (cf. proposition 

2.5.10).

Except for p  — 2 where all these properties are true, properties P5, P6, P8 and P9 are not es

tablished (with the exception of P5 for the £1 case). In order to show P6 and P9 some sort of 

super-additivity o f wdim is needed for balls. Moreover, P5 is false F for linear subspaces of £°° but 

might hold F C cq.

Though these properties are stated for T-invariant linear subspaces, some remain true for more 

general subsets F: PI and P10 hold for any T-invariant subset, P4 does not require that F2 be a 

linear subspace if f  :Y\ —* Y2 is Lipschitz, and lastly P7 is also true when F is not T-invariant. A 

weaker property also holds for Hausdorff limits of closed sets.
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In [19, §1.12] a link between Von Neumann dimension (in the usual dim ¿1 context) and wdim 

of certain balls is shown. Let us first recall a definition.

Let Y C £2(r ;R J) C (RJ)r be a T-invariant linear subspace, VC1 C T we define the operator 

Rçi : Y (Mi )^ by restriction to Cl: y 1—>■ >>|̂ . Its adjoint Rq : (K^)^ —► Y is the orthogonal 

projection to Y. To see this, write Ra(y) =  ylln where In  is the characteristic function of Cl, then

<^w,y) := {x,Ray) = = f  (^nx)y.

However this last expression is simply the scalar product of x, extended as a function on all o f T 

by 0, with y. Thus, Rq (x) is the projection on Y o f the extension of x to T by 0. In what follows 

we will omit this inclusion (extension by 0) from Vp to when SI G il'.  Dependence on Cl of 

Rq will not be written. A crucial remark is that the invariance of Y by T implies that, for Cl, Cl' C T 

finite subsets,
TtR^R* |Q| 
TrR&R* ~  |£Vi'

A possible definition of Von Neumann dimension (see [33] or [40]) is

dim£2(F : T) := \Cl\-lTrRnR*

for a i i c T .  This quantity is actually independent of the chosen set. The aim of this section is to 

retrieve this quantity as the wdim of a certain object.

Theorem 2.3.4: (cf. [19, 1.12A]) Let Cli C T  be a F0lner sequence, let n,[iz,£] be the number 

of eigenvalues o f the operator R^R* (defined relative to Y )  contained in the interval [a,b\. If  

0 <  a <  b <  1, then

lim - Q
i _ H "  1̂.1

Proof. (The proof is with minor differences in notation that of [19].) Since Rq and R* are both 

projections (in £2), the eigenvalues of R&R* will be contained in [0,1]. The proof proceeds in three 

steps.

First, let x €  ^ (iijR * ), it will be called an e-quasimode of eigenvalue X for RqR* if

(2.3.5) ||Ra R*x -  Xx\\fi <  e \\x\\e2.

If x is such an element, and if its restriction outside Cl is small, more precisely

(2.3.6) H ^ V ^ I U  =  \\R *x-R nR*x\\p <8\\x \\P ,

then X(1 —X,) <  2e +  8. Indeed, using (2.3.5) in (2.3.6) yields that ||/?*jc — Xjc||̂ 2 <  (8 +  e) ||*||^2. 

Since R* is a projection, R*R* =  R* and \\R* || =  1, whence

( 1 -  X) ||/î*x||^ =  ||R*x - l ? \ x \ \ fi =  | | / f  (R*x -  Xx)\\e  <  ||rt** -  )uc\\fi <  (8 +  e) ||jc||*2 ,
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since the eigenvalues of RqR* are all contained in [0 ,1], jl — X| =  1 — X. Moreover the restriction 

to H can only reduce the norm, Using (2.3.5) anew gives,

(1 - X)X M p  < (1 - X) llflo***!!* + (1 - X)e \\x\\p < (5 + (2 - X)e)

Second, denote by £2~p C Q. the p-interior o f £2, i.e. the set o f points with distance at least p from 

a point point outside of £2, where the distance on T is the word distance for any fixed generating 

set. The next argument will consist in showing that most of x G £2(Cl~p;V) have a small projection 

to T  \  £2. Precisely, let

SP = R r ^ciR* = (1 -Rn)R* : £2(£2"P;Ms) ^ £ 2( r ^ a ) ,

then TrSpSp <  .sPo(p)|£2 p| where Po(p) tends to 0 when p —► The dependence on p does not 

only come from the domain of definition: the operator SpSp is

s ; s p = R a -p(l -/?*)(! -R a )R *  = (R a-p - Ra -pR*)(R* -  Ra R*)

= (Rn-PR* - R n-PR*R* -R^-pR^R* +Rn-pR*RiiR*) = Rn-pR*( 1 -RnR*).

Any Dirac mass Xy with support at a point y  satisfies ||/?*Xy||£2 <  1 (R* is a projection). Thus, 

if  Bp(y) is the ball o f radius p, ||(1 — <  Po(p)> with jJH^PoCp) =  0 . Consequently

[|Spjc l̂|£2 <  Po(p) since T \  £2 is contained in the complement o f the union of the Bp(y) for y  €  

£2-p . Since ||S*|| <  1, ||5p5pXy||̂ 2 <  Po(p)- The Dirac masses being an orthonormal basis for 

£2(Q.-P;Rs), we get that TrS£Sp <  ip 0(p)|£2_p|.

Last, we shall evaluate n,[a, b] for a, b G]0,1 [ and b — a — z g]0, 1 [. Let Xi be the space gen

erated by eigenvectors of Rcifi* whose eigenvalue is in [a,b]. Then, VX €  [a,¿>], Vx G Xi, x is an 

e-quasimode of eigenvalue X for Rq R*. The evaluation of dimX,- will be done by looking at spaces 

whose dimension is close. If X? =  Xi fl £2 (£2~p, V ) is the subspace of elements which vanish on 

the thickened boundary, dimX/ — dim Zp <  j|£2,- \  £2(_p|. The amenability used on £2,- shows that 

this difference is negligible, (dimX, — dimXfp)/|£ 2,-| =  0 ; it will suffice to evaluate dimXp.

Unfortunately, neither X p nor Xi is a priori invariant by SpSp. Let’s nevertheless look at the 

intersection of X p with the space generated by eigenvectors of SpSp of eigenvalue <  P2; we will 

denote this new intersection by X->'̂ . On this space, ||SP || <  P since

| |V l&  =  {Spx,spx) =  (x ,s ; s px) <  p 2 | |x ||22

Yet again, this space is o f dimension close to that of X ?: if y >P2 is the space of eigenvectors of 

5p5p whose eignevalue is greater than P2, then

dimXP -  dimXP’P <  dim V>p2 <  P_2TrS*Sp <  s|£2,- P|Po(p)/P2-

In other words,

Vp >  0, Va >  0, Bp such that limsup —  <  a ,
i— *oo j 1
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Thus, it remains to evaluate dimX/5’̂ . To do so, we use the conclusion of the first part for X =  a 

and e =  b — a: this yields a (l — a) <  2(b — a) +  P given that dimX/*’̂  >  0. Consequently, the 

inequality b — a <  {a — a2 — P )/2  implies that dimX/5’̂  =  0. Which means that when p >  Po(P,a) 

is sufficiently big, lim sup dimXp / 10, j <  a . It follows that
i — ►oo

lim sup dimX,- <  lim SUp dim-Xj — dimXt- ^  sup
i —yoo I | i — »-oo I I i — »-oo j ^ ¿ 2  j

<  o +  Hmsup d irn X f-d im X /3̂  +  Umsup dim XP =  Q
i — >oo I J— »00 I I

since a  —» 0 when p —► °o. This proves the theorem for intervals [¿z, ¿>] satisfying b — a <  a (l —a)/2 , 

as the size of (3 in not constained. The conclusion is obtained by noticing that any interval strictly 

contained in [0,1] can be covered by intervals of this type. □

This property enables us interpret Von Neumann dimension as a wdim for a set with a chosen 

pseudo-metric.

Corollary 2.3.7: (cf. [19, cor 1.12.2]) Let Y C i 2(T\V) be an invariant subspace, let B \ =  

YC\b[ r̂,V  ̂ the intersection o f the unit ball with Y. Then, for a given F0lner sequence C T,

Ve e ]0 ,l[ , | i m ^ w d i m e( /? a X ^ 2) = d im ,2y

Proof. (We give the argument of [19] in detail.) To get this result R^B\ must be seen as an
v  e2(rv)

ellipsoid whose semi-axes are related to the eigenvalues of RqR*. Remark that B\ =  R*Bl ' . 

Then, an ellipsoid can be defined as the image of a ball by an self-adjoint operator, say A; the 

semi-axis of this ellipsoid are in correspondance with the eigenvaluer of A. It might be worth 

recalling how this relates to the usual definition of an ellipsoid E (as the set {y| (y,Py) <  1} for a 

positive definite operator P). The semi-axes of E are of the form X,, (P )-1 /2 for X,,(P) an eigenvalue 

of P. Indeed let Bv  be a ball in a vector space V, and let A : V —* V be self-adjoint. Restricting 

to V’ =  ImA =  KerA-1 C V, it must be shown that for x £ V' such that (x,x) <  1, there exists 

P : V' —* V' positive definite such that (Ax,PAx) <  1. Taking P =  A~2 yields the conclusion: A-2  

is a positive definite operator on V' whose eigenvalues are A.,-(A)-2 . Thus AJ3V is an ellipsoid with 

semi-axis A.,-(P)-1 / 2 =  A.,-(A).

In our present context, RqR* is self-adjoint, thus Rq,R*B([ =  RqB \ is an ellipsoid whose 

semi-axis are the eigenvalues of RnR*. This ellipsoid contains isometrically the ball obtained 

by ignoring the semi-axis of length <  6 and replacing the remaining ones by semi-axis of length 

£. Thus wdime(Rq B \,£ 2) >  n,[e, 1]. On the other hand, wdime ,£2) <  «¿[e/2, 1], as the 

continuous map obtained by projecting on the sub-ellipsoid formed by the semi-axis of length 

>  e /2  indicates. When i —> °o, the eigenvalues of Rn,R* tend to 0 or 1. In particular, when i —► <=° 

the inequality

1] <  S  ¡ ¿ i » , I e / 2 , 1]

shows that J™  wdime(R ^B \,£2) =  dim¿iY, since 1] —* TrR^R*- □
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This corollary can be expressed in terms of £p dimension. Indeed, let B \ =  r n £ f (r;V) be 

endowed with the pseudo-metric of evaluation a te  ET: ev(x,y) =  ||jc(e) —y(e)||v . Translation of 

this pseudo-metric by an element of y  is the evaluation at y. Thus, e v p — ||jc — =

||/?n(^ —y)||£2- The map Rq, : B \ —» RqB is continuous for the topology of B \  as a subset of l p 

(with x* or even with the norm topology). The fibers are o f “diameter” 0 given that £2' C £2. Thus, 

corollary 2.3.7 can be expressed as follows:

uieas^z(i3\,x*, ev, {£2j}) =  dim¿iY.

Indeed, RoiB \ injects isometrically in {B\, evQ^ and (B \, ev^) possesses a map to whose

fiber are of “diameter” 0. Thus wdime(fif, evcit) =  wdim e(/?n,Bf ,£2)- This shows that definition 

2.3.2 is equivalent when p  =  2 to the Von Neumann dimension and this for any F0lner sequence 

{£2,} chosen.

It would be surprising that this is not the case in general. An alteration o f the Omstein-Weiss 

lemma enables to show the independence of the limit on the sequence chosen. The next section is 

dedicated to its proof and introduces some useful tools to deal with discrete amenable groups.

The choice of x* for a topology comes from the fact that x* is the roughest topoplogy which is 

finer than all the topologies induced by the pseudo-metrics £v>#>(n)-

2.4 Omstein-Weiss’ Lemma

Let us start by some definitions (see also [38], [19] or [28]).

Definition 2.4.1: Let T be a group, let F  C T be such that er G F  then the F-boundaries o f £2 C T 

are defined as

dp£l =  {y  £  £2|yFn£2 7  ̂0  and yF n £2c ^  0 }  =  F -1 £2n£2c (outer F-boundary)

dpCl =  {yG £2|yFn£2 7  ̂0  andyF n£2c 7  ̂0 }  =  F - 1£2c n£2 (inner F-boundary)

dpQ =  {YG r|yFn£2 ^  0 andyFn£2c ^  0 }  =  d^Qudp£2 (F-boundary)

intf £2 =  {y G r|yF C £2} = £2 \  c££2 (F-interior)

ferF£2 =  {y G r |yF  n  £2 7  ̂0 }  = £2U  c££2 (F-closure).

Moreover, let | - 1 denote a measure on r . The relative amenability function will be defined as 

a(£2;F) =  given that these numbers are finite.

Before we move on to technical results, observe that the F0lner conditions implies that a(£2;; F)

0 for any finite set F  and any F0lner sequence {£2,}. Another useful property is that if  F' C F , 

then a(£2;F') <  a(£2;F) since dpQ. C dpi2. We start by showing covering properties o f big sets 

by smaller sets.

Definition 2.4.2: Let e G]0,1 [. Subsets F  of finite measure of T will be said e-disjoint if there 

exists F{ C Ft which are disjoint and such that |.F/| >  (1 — e)|F'| and UF- =  UF'.

A subset o f finite measure £2 will be said to admit an e-quasi-tiling by the subsets Ft if
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(a) Ft C Cl,

(b) the Fi are e-disjoint,

Here is a first lemma which studies the proportion of a set Cl covered by an E-quasi-tiling of 

translates of another set F.

Lemma 2.4.3: Let F be a discrete group endowed with the counting measure, denoted by | • |. Let

i i C T  and er €  F C T both finite sets and such that a(Cl\F) <  1. Let {Y/}i</<Jt be a maximal
i

sequence o f elements o fT  such that the y¿F form an e-quasi-tiling o f Cl. Let U l =  U y¡F, then
j=i

i ^ > e ( l - o ( i l ; F ) ) .

Proof. (This proof corresponds to the first part of the proof o f the Omstein-Weiss lemma in [19, 

§1.3.1].) We shall use this general fact:

J^\Gxr\yG2\dlji{y) =  J  J  HGloyG2(y)<1u(Y')4u(T)

=  J ^ i i )  ^ n G2(Y 'r 1)4“(Y)) <^(y/)

=  |Gi||G2|.

Thus,

lin tF ^ r 1 f  \u£nyF \fy(y)  <  lintf-flT1 [ \u£nyF\d/j(y) <  ( l - a ( a ; F ) ) - l \a \~ l \u£\\F\. 
JintF'Cl J r

Clearly, | U 'f1 ny,'F| <  e |F |, as the y;F are e-disjoint. On the other hand, maximality of k implies 

that Vy € intf-H, \Up n yF | >  e |F |. We then observe that

lin tF ^ r 1 f  |i/^nYF|<in(Y) >  e |F |.
J int/ril

Consequently, e ( l  — a(Cl;F)) <  □

Note that the quasi-tiling can be empty if  a(Cl;F). More precisely, the proof actually works 

for a ~(Cl;F) =  instead of a . It has the advantage that int/rH ^  0  implies that a~(Cl;F) <  1 

and the quasi-tiling is non-empty. In any case, in the upcoming applications, F  will always be 

contained in Cl. The three following lemmas are technical ingredients which will be used in the 

proof of the generalisation of the Omstein-Weiss lemma.

Lemma 2.4.4: Let Cl' C Cl c T  and F  C T be finite. Suppose that there exists e such that |£2 \  

Q'| >  e|£2|, then
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Proof. Since |3f(£2 \  £2')! ^  I^f^I +  =  cx(i2;F)|i2| +  a (i2 ';F )|i2 / |, and that |£2 \  £2'| >

e|£2| >  £|£2'|, a substitution yields

-v . f i -  „  o (a -,i-) |n | a (n ';F )|n '| 
a ( £ lx £ 2 ,F ) =  |Q s_Q(| <  e|Q| +  — ¿ ¡ ^ ----- ■ □

Lemma 2.4.5: Let F c T  be finite, and let {A }i< i< n  be an e-disjoint family o f subsets. Then

, ^ max(oc(£>,;F))
a(U D ,;F ) < ------ \  ••• • ”

1 —e

Proof. Since 8f(U D ,) C UdpDi, we obtain that

|3f (U A )| <  £ R fA |  <  £ a ( A ; F )  |A | <  m a x (a (A - ;F ) )£ |A |

However (1 — e) LIA I <  |UZ), | as they are s-disjoint. Thus

a(UA;F) = > < max(a(A;f))
v ' |uD,| “  1 —e

The last lemma is an adaptation of a useful property of Z to general amenable group: for the 

typical F0lner sequence for Z /,• =  [—i, i], any sufficiently big interval in this family is covered 

(except for small bits) by translates of the /,-.

Lemma 2.4.6: Let { fj}  be a F0lner sequence, let 8 e ] 0 ,1 /2 [. Then there exists a subsequence 

(which depends on 5) {Fn.}, an integer N  (8), and a sequence o f integers {fc/}i<i<w such that for all 

set £2 which contains FnN and satisfies a(£2,FnAr) <  2 5 ^  there exists a family Q o f 8-disjoint sets 

such that | U F | >  (1 — S)|£2| and Q consists in ki translates o f the sets Fni

Proof. (We write the argument of [19, §1.3.1] in details, this result can also be found in [38]; [28] 

covers this topic.) In order to better show how the constants enter the proof, we denote ei =  b2N, 

£2 =  2S2̂  and p =  5. First, V£i <E]0,1[, it is possible to refine the sequence {/<}} to have

^  £i*

Now, let £2^) =  £2 so that a(£l(l \F n) <  £2, where n will be determined later on. We will cover 

£2^) to a proportion of 1 — 8 by almost disjoint translates of the ¿7, where 1 <  i <  n, in n steps (or 

less). For any p e]0, |[ ,  lemma 2.4.3 gives a p-quasi-tiling of £2^) by kn translates of Fn such that 

\U% \ >  p ( l - £ 2)|i2 (I)|. Let Q(2) =  £2^) ^U pnn, then |£2(2)| <  (1 -  p -H e2p) I-

If <  | the goal is achieved and there is no need to continue. Otherwise, lemma

2.4.4 then lemma 2.4.5 shows that

a(n<2\F„_,) < i(ei +a(£/£;F„_,)) < i(e , + y ^ - )  < 3^-.

It is now possible to recover by a p-quasi-tiling of kn- \  translates of Fn_i in such a way that 

| |  >  p (l — 3 ^ -)|i2 ^ |. We now have a set £2̂ 3) such that

|n<3> | < ( l - p - 3 p ^ ) | n < 2> | < ( l - p  +  e2p ) ( l - p  +  p ^ ! ) |£ l< 1>|
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We will now take £2 =  2 e i. Proceeding by induction, as long as |£^' | >  e ^ 1) |, the set Cl^ (for

1 <  1 <  n) will have the following properties:

1. a(C l^ ,F n- i+ l) < (1 +  i)ei/5 ‘"1

2. UkF;-_;++l is a p-quasi-tiling of Cl^ by translates of Fn_j+ i

3. If = i2W  then |jQ('+1)| <  l i ^ l  n  (1 -  p (l -  (1 +  j) e i /& ~ 1))

Since it is not possible to hope that this process terminates before i =  n, it remains to be checked 

that if n is big enough, we still get a quasi-tiling that covers (1 — elements. To achieve

this, observe that the product in the third property above can be bounded if i =  n by

fid - p(l - (1 + Jjei/S'-1)) < (1 -p(l - (1 +n)e,/S”-1)r.
J= 1

For Ei =  82", the right-hand term tends to 0 when n tends to 0 0 . Thus, 3AT(8, p) such that if Ei =  S2̂  

translates of Fj (where 1 < 7 <  N) form a p-quasi-tiling of any set £2^) such that cx(Q( ̂  ; Fv) <

We substitute as promised p =  8 to have: for any fixed 8, taking a subsequence whose members 

satisfy a(Fni+1,Fni) <  82Ar where N  is such that ( 1 — 8(1 — (1 +  N)8n+1))n <  8, then successive 

applications of lemma 2.4.3 give the required translates of Fnj. □

We are now ready to prove the main result of this section. It might be better to start by reading 

the proof with T =  Z in mind (Cln =  [—n, n] n  Z).

Theorem 2.4.7: Let F be a discrete amenable group, and let a : R>o x T - +  M>0 be a function 

such that, VQ, Cl' C F are finite and Ve €  R>o

(a) a is F-invariant, i.e. Vy €  T, a(e, yd )  =  a(e, Cl)

(b) a is decreasing in e, i.e. Ve' <  E, a(e', Cl) >  a(e, Cl)

(c) a is K-sublinear in Cl, i.e. 3K  G R>o, <z(e, Cl) <  ÆT|Î2|

(d) a is c-subadditive in Cl, i.e. 3c e ] 0 ,1], a(e,Î2UÎ2') <  a(ce,Cl) +  a(cz,Cl')

then, for any F0lner sequence { ii , },

lim limsup _  lim lim inf
£~*o « I a, I e-*° I Aj|

In particular, these limits are independent o f the chosen sequence {H,}.

Proof. Let us first introduce some notations for the functions given by pointwise convergence and 

their limits. Let{£2^’e} and { n ~ ,e} be subsequences o f {Î2,} such that

lim ’ ) _  lim sup lim a (e’Q  ’ ) lim inf a(e’ ̂
î °° \Q p £\ i -~  \&i\ \C17’£\ 1- +co |iï*|
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Using (c), these limits are respectively real numbers Z+ (e) and I (e) belonging to the interval 

[0, AT], Furthermore, let

' + H i 3 > i + (e > and r  ;= i i s r (e >-

Trivially, /+ (e) >  /~ (e ), but nothing forces /± (0) =  /± (in general, equality is not expected). If we 

try to use the usual argument directly, a problem arises due to the c-subadditivity. Indeed, Taking 

a sequence which converges to l+ (e) and decomposing it using another sequence which converges 

to l~ (e) by subadditivity will fail. A  factor of c will appear in front o f the e (see(d)), and this 

would force to pass from the sequence to Q.~,ce at each step. Diagonal arguments settle this 

problem. Let

a(e,£l-
bi(e) =  - L l i -Z .

m- , / i \

This is a sequence of bounded decreasing functions defined for e €  [0,1] with value in [0,/sf]. Using 

(one of) Helly’s theorem (cf [27, §36.5 thm 5, p.372]), there exists a subsequence n,- which pos

sesses a limit at each point. We briefly recall how this subsequence is obtained. First, a sequence 

{r/c}jt>i o f dense rational number in [0,1] is taken. Since the bi(e) are bounded, let n\^ be the 

subsequence which converges at r* for 1 <  k < j .  The diagonal sequence n* =  converges at 

each r/c, and since the functions ¿>,(e) are decreasing, the function Ih (b) =  &„,(£) which is a 

priori only defined for the r* is also decreasing. It remains to be checked that lH(z) extended at 

all the points of [0,1] by approximating by a sequence of increasing r* is the actual limit o f the 

subsequence n, (see the above reference for details). Let us show that =  l~. This follows

from
VS >  0 ,3 //i(§ )  such that A^i(8) <  i =4> \bni{^)  — ^ ( ^ ) |  <  8;

VS >  0,3AT2(5) such that Af2(8) <  i -  / “ (¿ ) | <  5;

VS >  0 ,3/^3(8) such that iV3 (8) <  i |/" (^ )  - 1~\ <  S. 

lH(e) is decreasing in e =$■ lH(e) =  lH{^)

These four assertions are respectively consequences o f the definition if  lH, the choice o f ,

the definition o f / - , and the fact that a limit that exists (thanks to monotonicity) is achieved by any 

sequence. We shall now show that

VS >  0, /+ (e) <  t o y ^ e ' )  +  5 =  l~ +  8.

The argument is in essence the same as for subadditive sequences o f real numbers: lemma 2.4.6 

plays the role of the decomposition n =  kn' +  r and c-subadditivity (d) forces £ —► 0.

Let 8 e]0, j[. Denote by Ft =  It is possible to refine this sequence so that

a{z,Fi)l\Fi\ < / " (£ )  +  8.

Applying lemma 2.4.6 gives an £-quasi-tiling (which does not cover a set o f proportion 8) of any 

sufficiently big set by translates o f the Since {£2̂ "’e} is also a F0lner sequence, for i big enough,
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lemma 2.4.6 applies to each element. Take Cl =  Clt ’ , denote yFyjnFj the kj translates of Fj obtained 

(m =  1 ,.. .  ,kj), and let z'o be such that Thanks to c-subadditivity (d), we have that

kn 

m= 1 
<  . . .

<  XL (  É  a (cKi+m^YF/wnfi)') +  a(c^Z, O W ),
i= n —ÎQ m—\

n
where K,- =  £  kn. Using T-invariance (a), the fact that these functions are decreasing in £ (b),

j= n —i
and the AT-sublinear property (c), this inequality yields

I g

a(E,O.W )<  £  ^ a ( c K>oe,F iŸ j+K \n^ \.
ki

xi= n —io xm =l

On one hand, |^ '° ) | <  and <  lH(cK‘o) +  8. Thence,

a (£ ,a (1)) y^fl(cK|be,Ff) lYF^f/l
m<‘»| -  |n W | + * W

<  ( ; » ( ^ . )  +  S ) £ l f e a  +  A:8

On the other hand, the {yF̂ mFi) are 8-disjoint. Thus (1 — 8) £  <  | U This

shows that

^ + ¿ 1  '' -  ( , H )  +  5)Ç + K & i  1 ( l - 5 + S  +  K & '

For all i i t ,e big enough, where K/0 depends on Q *’e. Since lH(£) is decreasing and |^ Z ^ (e )  =  l~, 

taking the limit when j  and kIo —► is not a problem:

i+ (e) < r  +  S ( K + r  + 1).

We have shown that l+ =  l~. To deduce the indépendance on the choice of sequence, notice that 

given two F0lner sequences {H, } and {£i/}, the sequence {£!,-} whose elements alternate between 

thos o f the two former sequences will also possess a limit. The limit obtained with {£i,} must be 

equal to the one taken via { il/}  or {£!•}. □

Before we close this technical parenthesis, remark that the AT-sublinear hypothesis (c) is 

equivalent to another statement. Indeed, using c-subadditivity (d), T-invariance (a) and mono

tonicity in £ (b), for all Cl, a(e, Cl) <  a(cla l£, e)|£2| where e & T is the neutral element. Thus (c) 

<5- ÜniaÎE.e) < °o.e—»0 v 7 /

This understood, the previous theorem is a generalisation of the Omstein-Weiss lemma. In

deed, taking a(e,Cl) to be constant functions (in £): then monotonicity (b) always hold, being 

•KT-sublinear (c) is automatic, and c-subadditivity (d) is equivalent to usual subadditivity (c =  1).
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2.5 Properties of d i m  &>

We now show some properties of dim ¿p.

Corollary 2.5.1: dim#- is in d ep en d en t o f  the cho ice  o f  F 0 lner sequence .

Proof. It suffices to show that for any Y  c  t °  QT; V ) a T-invariant set, theorem 2.4.7 can be invoked, 

where a ( e ,Q )  =  wdime (B ^ , evep(i2))- Here is why:

(a) By r-invariance of Y .

(b) As wdime is decreasing in £ (cf. 1.2.1.b).

(c) Since ( B ^ , ev£P^ )  can be sent isometrically to evgP^ )  and wdime(i?rP̂ ,  ev£p(Q)) < 

|£2|dimV.

(d) We start with p  < ° ° . If wdime(B^, eveP^ .^ )  =  ki, where i =  1 or 2, this means there exists 

f i : {B¥r , Ki with dim AT; =  ki. The map f \  x /2  is a 21/^e-embedding. Indeed for

x ,x !  G (/i * f 2) ~ l ( k i , k 2),

^>(£2iun2)(* y )  < ( ^ e p ( a l ) ( x ,x ') p +  evep{n2)( x ,x ') p ) i/p  < 2 1/pe.

Thence, we conclude that a(e,Q .) is 2_1/^-subadditive. The case p  =  is dealt with in a 

similar fashion (c =  1). □

Even if proposition 2.5.1 is a very important property, weaker version can be sufficient for 

some of our needs. The following simple lemma is sufficient to show that dim#> is preserved 

under certain maps.

Lemma 2.5.2: L e t Y  be  as above, and  le t  {£2,} and  {£2J} be such  that

lim Id j  U Q,- x  £2t- Cl Q j | _  _
|£2iU£2-| ~  ’

then  uieas£P (B \ , ev, {£2,}) =  uieas^p (B \ , ev, {£2-})

Proof. It suffices to note that, when Q. C O !,

wdim£(B [ ,^ p (£1)) |a | ^ wdime(£[, *>&(&)) ^  wdime(fif, eviP{a)) |Q| |£2'\Q |

\ & \  l^'l “  lO'l “  \ & \  |fl'| + \ £ H \ '

Furthermore, =  1 — . Thus, computing uieas with respect to the sequences {£2,n£2;},
|i2 I |£2 I

{£2,} or {Q'} will yield the same result as a computation made using {£2,- U £^}. □

Proposition 2.5.3: L e t  Y  C £00(r;V) and Y ' C £ °° (r ;V ')  be T-invariant lin ear subspaces. L e t  

f : Y  —>Yf be con tinuous ( fo r  the  weak-* to p o lo g y  or the p ro d u c t topo logy), T-equ ivarian t and  such  

tha t there ex is ts  a real Cf e  R>o and a fin ite  su b se t D f  C T sa tis fy in g  e v (x ,y )  <  c / evDf ( f ( x ) , f ( y ) )  

then

dim¿p(y, {£2/}) < dim#>(y',{£2,})
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v, £P (Y' VMProof. The case p =  is simpler, we shall only describe the case p <<*>. Let B \ .= Y 'f \B r . 

On one hand, since /  is continuous (for the product topology or the weak-* topology), 3ry G M>o 

such that f(B Y) C BYf . Indeed, since the image is weakly-* compact (in particular, weakly-* 

bounded) it is bounded (cf. [43, th 3.18]). On the other hand, the assumption satisfied by /  on 

distances propagates by equivariance to different evaluations:

«*/(*>>) =  « '(Y W ) ^  cf evDf(f(yx),f(yy)) =  cf evDf(yf(x ),y f(y)) =  cf evyDf(f(x ),f(y )) .

This implies that evgP(Q )(x,y) <  Cf\Df\ evep(ODf) i f (x ) > f ( y ) ) (and that /  is injective). Lastly, since 

the image of the ball (of radius 1) is contained in a ball (of radius rf)

wdime(fi[, eveP(sli)) <  wdim£/c'f (BY'f , eveP(il.Df)) <  wdimz/ c>frf{BY', eveP(iliDf)),

where c'j- — Cf\Df\. The first inequality comes from 1.2.l.d: a map on BYr'f  which is e/C-injective, 

gives rise when composed with /  to a e-injective map defined on By . Dividing by \D/Q.i\ =

|fill and passing to the limit yields that

uieas^p (By , <  uieasiP(Br , ev,

Since {fl,-} is a F0lner sequence, the limit on the left-hand side is 1. Furthermore, the hypothesis 

of lemma 2.5.2 are satisfied; the right-hand term is just dim#> (Y \ { f i,} ) . □

This proof for linear subspaces (where the balls are all similar up to dilatation) can be adapted 

outside this case if, for example, the map /  is Lipschitz. Since the assumptions o f the previous 

proposition are quite abstract, it is good to check that they hold in certain categories of maps. The 

main constraint is the existence of Cf and Df.

We recall the construction of maps of finite type. Let D c T b e a  finite set and let g : WD —* W' 

be a continuous function. This data enables the definition of a T-equivariant continuous function 

gD from Z C £P(r; W) to £P(T-, W') as follows

sd {z){ y) = g (z (  yS))5eD-

Let /  be a map to which proposition 2.5.3 applies. Let g :Y ' =  Im/  —> Y the inverse of /  on its 

image, then the condition

ev(x,y) <  cf evD/( f (x ) ,f (y ))

can be read as a condition on the modulus of continuity o f g. More precisely, / -1 : (F;, evgP̂Df )̂ —»■ 

(y, ev) must be continuous with a linear modulus of continuity (i.e. that / -1 be Lipschitz). If 

the function / -1 is continuous for the product topology, weakening the topology on its image is 

evidently not restrictive. Things are not so direct on the domain. However, let U C (Y, ev) be an 

open set; if  Y is seen as a subset o f Vr , U is an open set on the factor Y | , and all o f Y on the other 

factors. It is then possible possible that on a finite number of factors of Y' C V'r  (the required set
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D f )  f (U )  will not be all the image of / .  For example, for /  =  fo  o f finite type, the condition is that 

/  : (Y, ev) —* (Y, evD- i ) be open of Lipschitz inverse. If /  is a linear map, injectivity o f /  implies 

that it is open on its image (Banach-Schauder theorem or open mapping theorem). Thus, here is a 

case where proposition 2.5.3 can be used.

Example 2.5.4: Let F  C T be finite, Let V and V' be isomorphic vector spaces, ket Hom(V, V') [r] 
the algebra of T for the ring Hom(V, V') (where a fixed isomorphism is chosen to allow composition 

of maps). Let /  G Hom(V, V')[r] be with support on F, it can be associated to a map £P(T;V) —* 

£P{T\V') by

x *-*■ f(x )  such that f(x )  (y) =  £  ay (x ( f  y ) ) ,
ieF

where ay G Hom(V, V7). This is a linear map o f finite type. Suppose that it is injective and pos

sesses an inverse / -1 =  g :

x ■-+ g(x) such that g(x) (y) =  £  by (x ( fy ) ) ,
Y e G

where by G Hom(V', V). G c T  might not be finite. Proposition 2.5.3 can also be used with D f  =  

F _1. As for Cf, it is the Lipschitz constant of g : (Y', evF~\) —»• (Y, ev). Thus Cf <  || © y g F - ' n G ^ Y l l -  

Consequently, when /  : Y —► Y1 is a T-equivariant linear injective map of finite type,

dimep(Y, {&,•}) <  dim ^(F', { i2,})

We now discuss property P5, that is if  Y is non-trivial then dim #>7 is positive. This question 

is difficult as an intuitive proof only works for p  =  1. Before we move to this proof, let us argue 

that three assumptions seem necessary for it to hold: Y must be a linear subspace, Y must be T- 

invariant, and Y must be contained in £P(T;V) for finite p  or in co(T; V) if  p — °°. Here are some 

cases of non-trivial Y for which one o f the assumptions does not hold and where dim ¿p is 0.

First, suppose Y is not a linear subspace. Then example 2.3.3 shows the case of t q balls where 

q <  p. Alternatively, if Y is the subset of £°°(r;V) given by function with support of cardinality 

less than k (for a fixed k G Z>o).

Second, if  Y is a linear subspace of ¿°°(r; V) but is not T-invariant, it could be of finite dimen

sion, and consequently dim#* will be trivial.

Last, when p  is finite, the existence of a y G Y whose t p norm is finite is only garanteed if

Y c  l p. Without this assumption, it could happen that Y n 2 ? ^ r,V  ̂ =  {0},Vr. On the other hand, 

if  p  =  oo, take Y C ¿°°(r; V) the (T-invariant) line generated by a constant function y (i.e. such that 

3v G y,Vy G r ,j (y )  =  v). Y is 1-dimensional, and consequently dim^-y =  0. But Y is not trivial. 

However, the question for a T-invariant linear subspace Y C co (T; V) remains interesting.

Fortunately, in the i l case things can be proved without difficulties. As noted before this 

method does not extend to p  >  1.

Proposition 2.5.5: Let Y C £l (T; V) be a T-invariant linear subspace, then dim^i (Y, {£2,}) =  0 i f  

and only ifY  is trivial.
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Proof. If Y is trivial then dim Y is obviously 0. Otherwise, let 0 ^  y  €  Y and renormalize it so that 

||y ||^ r  ̂=  l . For all e G]0,1/2[, 3F <ZT finite (which depends ony ande) such that >  1 — e

(and consequently ||;y||£i(r\F) — e)- Then let y  be identical to y on F and 0 elsewhere.

for i sufficiently big, Q,- contains a non-empty p-quasi-tiling by F, since F c  £1, and a (n ,;F )  

tends to 0. Applying lemma 2.4.3 to find translates of F  which are p-disjoint, where p =  1 /2 |F |,  

we obtain a quasi-tiling whose elements are actually disjoint since p <  |F |_1, and the number of 

such translates is at least (1 — a(i2,-;F))|i2,-|/2|F|.

Let j j  for j  G 7/ C Z>o be the elements by which the sets F are translated for a p-quasi-tiling of 

(since the i l , form an increasing sequence and that lemma 2.4.3 applies to all maximal p-quasi- 

tiling, it can be assumed that the 7, are increasing). Let V,- =  (y jy \j G Ji) be the linear subspace 

generated by the corresponding translates of y. Trivially b \ ‘ c  B \, and we will construct a map

from a ball to b \ 1 . Let

n : Vi

E  a/Yjy
jeJi

it :
and

Vi

E  a/Yjy
je J i

With these notations,

(r) =  I
keJi

E afijy
jeJi t'faF)

=  E
keJi

a-klky
HrkF)

=  E  H  ||>ll/i(F)
keJi

= IMI*1(F) E \at\-
keJ<

On the other hand,

||7 C (a )-7 C (fl)||€, (r) Z w i y - y )  PiT) 

<  E  E  W jijiy ii) -y (y ) ) \
y<=rjeJi

=  E  E  a j j j iy - y )
y e r  jeJi

=  E  E K I I K Y ) - y ( y ) l
■yerjeJi

=  E  K l (  E  It>-Cv(y> - y ( y ) ) l )  =  IM I^oxf) E  N -
je J i V r  /  v je J i

The last two computations mean that ||7c(a)||^i(r) =  IMÎ i(f ) lla ll (̂/,-) anc* ll^(a) — ^(¿Oll^r) — 

IMI^rvF) Thus

( Ibll^l(F) — Ibll^^rxF)) IMÎ >(./,) — ll7T'(<a!)ll^1(r;V) — ( ll^ll^1 (F) +  IM I^IXF) ) IH li1̂ )

This means that (B \, evei ^ )  contains, with a controlled distortion, a £l ball (with its £1 metric) of 

radius 1 and of dimension 2py(l — whence

dim ,, <K,{£>,}) =  Um Umsup &

As required dim¿\ (Y, {£&,}) > 0 .  □

In a few special cases, this result can be extended to p  >  1. The first is when Y possesses an 

element with finite support. The second when Y contains an element in £l .
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We now mention a typical problem when one deals with t p spaces, for p  ^  2, that is the 

existence o f linear subspaces which are not the image of projection (cf  [36] and [46]). A char

acterisation of subspaces o f £p possessing a projection of norm 1 can be found in [32, I. §2]. We 

shall discuss the case where Y C ¿p(r;R ) is a T-invariant linear subspace on which there exists a 

projection, Py. Furthermore, suppose that this projection is r-equivariant. Then let y =  PySe where 

8e is the Dirac mass at e €  T, and let q < p  be such that y €  For a x e  ^ (r ;R ) ,  write

x =  £&y5y. By linearity of Py,

Pyx =  Py
yer yer

Thus (Pyx)(e) =  Y. tyyij)- Taking k y=  |j(y )|^ _ V(y)» it appears that (Pyx)(e) =  Lb(Y )l^+1- This 
yer

forces ^ +  1 <  q, in other words q <  p' (where p' is the conjugate exponent to p). When p  >  2, the 

existence of such a projection means that there exists in Y an element of £p (r;R), which is quite 

restrictive.

Remark 2.5.6: If Y\, Y2 C £°°(r; V) be two linear subspaces, it is possible to construct the subspace 

given by their direct sum Y\ ® Y2 C £p(r; V © V). The inequality

dim#>(yi © Y2 , {£i/}) <  d im ^ (y i,{ i2 l}) +  dim£p(y2, { ^ l})

is easily obtained. On the other hand, the reverse inequality is not so clear. It would require to 

know if wdim is super-additive for balls in normed vector spaces. In particlular, to know what 

wdimeS f  =  k for a linear subspace E C i p (T\ V) could be useful (where E is the image by restric

tion of Y to function with support on £1). Trivially, dim 2s >  k. If the sequence

ric;p — Ek<zep̂ <timEk=k suP (r e  R > o |3 i: «—»• Byk increase the distances}

is bounded from below, then the reverse inequality can be obtained. A more general question 

would be to know if BE x BE contains a “thick” subset when BE and BE' contain such subsets.

Proposition 2.5.7: Let Y C £°°(r ; V) bean open linear subspace and let Y be its completion in t p, 

then dim#>(7, { i i ,} )  =  dim#>(7, {i2,-}).

Proof. The argument is identical to that of example 2.3.3: when restricted to a finite i l c T ,  these 

two spaces cannot be distinguished (being of finite dimension they are close). In other words, there 

exists a continuous map, given by the restriction R&, and whose fibers have “diameter” equal to 0:

Rd : {B \ , ev£P(n)) (RnB{ , ev£P(il}).

Thus, Ve e  [0,1], wdim E(# [ , ev£P̂ )  <  wdime(/? ij^ ) ev£p(Q))- On the other hand, let s : RqB^ —► 

B \  such that Rq o s =  Id be determined by an inverse of Rq.Y — Y, then s is a continuous map 

which increases distances. Consequently, wdime(i?£iB^, ev£P̂ )  <  wdime(.Bj\ ev£P̂ ) .  Finally, 

by inclusion Y C Y, we have wdime(Z?̂ , ev£P̂ )  <  wdime(2?f, ev£p̂ ) .  □
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Even if  we cannot show continuity, the following example is worthy o f interest. The sequence 

of vector subspaces discussed there will not satisfy the continuity property.

Example 2.5.8: Let us consider the space of absolutely convergent sequences, £l (Z;M). Define 

Vifc G Z;K) —*■ £°°(Z/fcZ;K) in the following way: for n €  Z/&Z

7C*(x)(n) =  ^  XW -
i=n  mod k

Continuous linear maps between Banach spaces have a closed kernel (for x, the norm topology

in i l ), thus Yj =  n  Ker7Ct is a decreasing sequence of closed sets (for x). To compute dim^i,
k = l

choose the F0lner sequence Cli =  [—i, i] fl Z. For a N  G  N ,  let y^ G  Y\ be such that yN(0) =  1 /2 ,
y .

ytt(N) =  —1 /2  and which is zero elsewhere. Let Nj =  p p cm (l,2 ,.. . , j ) .  For all j ,  y^j G  BXJ. These 

elements give a map (Bl 2̂ ’ , e v p ^ )  to (B^ , evfi(n)) which possesses fibers of “diameter” 0 .

They are defined as follows, y  E B ^ ^ '^  is restricted to Q. then extended by 0 outside Cl. Then, let 

k G  Z>o be such that kNj is bigger than the diameter of Q. C  Z, then y(m) =  Y,neCi ( m  — n)y(n)
Y•

is an element of B̂  . Thence dim^iF} >  1, and as the other inequality is automatic, dim Yj =  1.

We claim that 7« =  fliy =  {0}. If this were false, then a non-trivial element yG Y c« would have 

the property that

Vi G  Z, Vn G  Z, — y(i) =  £  y(i +  kn).
Ô fceZ

To get a contradiction, take the limit when n — and show that it is equal to 0. First we normalize 

y  so that it is of norm 1 and suppose that \y(i)\ >  5 for some i. As an absolutely convergent 

sequence, y  should be concentrated on some set: there exists n§ such that Ĥ Ĥ i(ii„5) — 1 —5/2 . 

However when n > 2 n% +  1

W )  I = £  y(i +  kn) 
o^kez

< 5 /2 ,

which is a contradiction with the fact that |y(/)| >  5. Thus d i m =  0 ^ 1  =  ^^dim^iF,,.

Such an eventuality is fortunately confined to t x; more generally the above construction can be 

described as follows. Let F' C  T be a subgroup of finite index and G =  T /T 1 a set of representatives. 

Let 7t: Y —> W be a r'-invariant linear map from Y C  £P(T;V) to a finite dimensional vector space 

W. Then the existence of such a map implies the existence of dimW elements of l p (r;V*) which 

are invariant by V . This is impossible if p' ^  <», as such elements would not be decreasing at 

infinity. For such spaces to exists, p' must be oo.

When T i  C  T 2  are subgroups, it is possible to obtain from a set 7i  C  £ p ( r i ; V )  an induced 

set Yz C  ¿p (T2\V). First let G =  I T ^ / r  i  be a set o f representatives then to y  G  ¿P(T2\V) one can 

associate^  =  (g y)|ri which is an element of i p{V\\V). With these notations,

Y2 =  {y  €  ^ ( r 2; V ) | V g  G  G , y g  G  F i } .
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Remark 2.5.9: To show reciprocity (P9), the same problem as for additivity arises. Even if |G| <

Indeed, let {£2,-^} be a F0lner sequence for Y\ and {£ 2 ^ } =  {i2-^G }. Then (fij2, e v i 2)) isiii
yG yG y

isometric to (B^ , evn )). Passing from B^ to (fij1) can be done as in 2.5.6. However, it is
i

unclear that there exists <]): M>o —» M>o such that li™ (f)(e) =  0 and 8 : R>o —► M>o (which could 

depend on |G|) such that

w d im e ^ 1, e v ^ )  = k ^  wdim +(e) ((fif1 )G, e v ^ )  >  \G\k -  8(e)

If [r2 : Fi] =  |G| <  a set F C £P{T2 ',V) is also a set of £p (Ti;Vg ). Indeed, to y  E £P(T2 ',V) 

one can associate i(y) where i(y)(y) =  (y(yg))geG €  VG. This operation behaves nicely with dim¿p.

Proposition 2.5.10: Let Ti C T2 be amenable groups and G =  T2 /T 1 where |G| <  i f Y  C 

¿p(T2 \V) is seen by restriction as a linear subspace o f ip (1H1; VG) then |G|dim^p(F, 1^) =  dim#>(F, T i).

Proof. Let be a F0lner sequence for T 1 and let =  { i i^ G }  be the corresponding

F0lner sequence in r 2. It is then sufficient to see that (#^2, ev^(2)) is by construction isometric to

(a ?  ■»„<■>)• ' □
i

Finally, for Hausdorff limits, it is possible to invert the order of some limits.

Lemma 2.5.11: Let 1 <  p  <  Let {F„}„>i be a decreasing sequence o f closed convex sets o f 

letY„ =  HFn. If the distance from Yn to 7« tends toO, i.e. A„ =  SUP inf ||j — y  ||#>(r)

0, then

d im ^ y » , {Sit}) =  lim supwdim e(B[% { n ,} ) / ! ^ ! .

Proof. The inequality, d im ^ F » , {^¿}) <  dim¿p(Fn, {i2j}) follows from a simple inclusion. Next 

using the definition of A„, by uniform convexity of £p and closure and convexity of the F„, there 

exists a map 7t„ : F„ —> Y„ such that each yn e  Yn can be written as yn =  Kn(yn) +3^ where y'n G 

Yn \Foo (see [3, §2.2]).

If w d im e (Foo, evep{Q.)) =  then there exists a polyhedron K  o f dimension k and a map /  :
V  —

(Bl°°, ev£p(Q)) K. The map /  o%n will be our candidate to bound the wdim of the Fn. Indeed, let 

x,y  €  ( f o n n)~ 1(k), write x =  7i„(jc) +x! andy  =  itn(y) + y .  Then

ev£/’(£2)(^> y )  =  II-* 3;ll£i’(i2) ^  l l^ n W  — nn(y) ||iP(£i) +  I K  ll£P(i2) +  H y l l^ i } )  ^  £ +  2A „.

Whence wdime(Foo, eveP{n)) >  wdime-^A^F,,, eviP(a)). Let Zn(e) =  li^ suPwdime(Fn, eveP{a)) (and 

Zoo the corresponding limit for F«). The inequality on the wdim translates as /«,(e) >  /n(e +  2A„). 

Thus if we denote the limit of increasing sequences by -°, Ve >  0, L>(e-°) =  /„(e), and let 

e — 0, dim^Foo >  lim Um/„(g). □
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2.6 Further variants

This section will describe some other variants of uidim that can be introduced and finish by com

pleting the analogy between entropy and mean dimension that begun in the introduction. Consider 

r  a topological group that can be continuous; let p be a left Haar measure and let p & [1, °°[, define

/  f  dy(x,x')p(^(y ) \  
da,p{x,y) =  — — j --------------

v L )
and da,<*>(x,y) =  d&(x,y) =  Inequality (2.1.1) still holds, with the supplementary

remark that if p  <  the intersection of sets must be empty. Let i i i , C £1 be such that n  Q.2 =  

0  and i i i  U 0.2 =  £1,

(2 .6 .1) w d im eiX ,^ ^ ) <  wdime(X,d£iljP) +  wdime(X,<iii2)p)-

Indeed, if f i : (X,dcihP) ^  Ki are the functions achieving the wdim of the right-hand side, then 

/ :  =  / i  x / 2 is a map from X  to K\ x Kj. Furthermore, denote F := f ~ 1 (ki, kj ) =  f \ l {k l ) H / 2"~1 (&2) 

and suppose that x,y  G F give the diameter of F, then, for p

daAx̂ y) =  ( ^ § ^ 0 1  A^yY+ 7 ^ -^ A ^ y ) 1̂
^ 2 ) V /P ,  

< e ,

since x,y  G f f 1 (ki) bounds their distance by the diameter of these fibers, e. The inequality is direct 

when p  =  00 and does not require the fact that n  CI2 =  &■

This understood, it is now possible to extend the definition of mean dimension, without requir

ing that X  be compact.

Definition 2.6.2: Let £2,- c T b e a  sequence of compact subsets such that /i(££j) —► 00 and let

P € [ 1,H .
uidimz^(X : {Cli}) = J™limsup w d m ie g ,^ ,,p ) £ [Q oo]

To avoid questions of convergence, the limits are replaced by limsup; the independence on 

the choice of sequence Cli is false in general. Under the stronger hypothesis of section 2.1 and for 

p  =  oo, this definition is identical to the previous one.

Proposition 2.6.3: Let (X ,d) be a metric space, let T be an amenable group acting on X, and let 

p ,q  <E [l,oo].

(a) p < q => uidimip(X : {H ,}) <  uidim ,̂« (X : {£1,-}).

(b) If  DiamX <  °° then Vp <  °o,uidimLp(X : {¡Q,}) <  uidimLi (X : {£2,}).
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In other words, Wp <  <»,mdimLiX — urdimu>X <  uidiniL~X when DiamX <  oo.

Proof. First, the function jc i—► xa is convex if a  >  1. When q <  °°, Jensen’s inequality for the 

function <J)(jc) =  shows that

dn,p(x,y) =  ^j^dy(x,y)P  cju(y) j  y) ĵ

<  ( f ^ y y + i l )  j = do.,q{^y)-

Again, for q =  °°, this inequality is direct. Consequently, w d im ^ X ,^ ^ )  <  wdime(X,dQil?). Pass

ing to the limit yields the inequality of (a).

Secind, remark that the existence of the function

cop : [0,DiamZ] —> [0,DiamX] 

t i—► Diam X1/^

which, in addition to being increasing and continuous, is greater than the identity and its /7th power 

is concave (actually, linear). By another application of Jensen’s inequality,

da,p(x,y) =  ^J^dy(x,y)P<3p(y) j

<  y)/

~ ^  Ifn&w) = (*,?))•

As a consequence wdim (op(z)(X,da,p) <  wdime(Z,<io,i) (thanks to lemma 1.4.4), and passing to 

the limit uidimzXX : {^ ¡}) <  uidimLi (X : {H, }). □

Thus, the presence of LP norm in the definition o f mean dimension will not help to distinguish 

significantly more spaces when X  is compact. Remark that the proof of proposition 2.1.5 remains 

valid in this context: when X  is compact, uidim^p is a topological invariant. The proof remains 

the same for p =  °°, and when p  =  1 it suffices to introduce a concave function \|i which is at each 

point bigger than (Did so that the inequality on dy yields an inequality on d^.

When X  is not compact, it seems that the assumption on the diameter of X  can be avoided 

by taking an equivalent metric, e.g. d'{x,x!) =  axc\.gd{x,x!) or d'(x,y) =  d {x ,y ) /( \  -f d(x,y)). 

However topological invariance does not hold for non-compact X, thus the quantity obtained from 

this metric might not be of interest.

If the normalization by =  |i2 |—  ̂ is not made, some worrying

phenomenon can happen: an isometric action of the group could give a positive result, the be

haviour for p  large would not be close to that of p =  °°, and (2.6.1) would not be homogenous 

in e, more precisely the left-hand side would contain factors of 2 1//pe instead of £, which turns 

subadditivity into 2 ~ 1/ i7-subadditivity.

52

X ì / p

i  I p

i/p

’LJQ
d/j(y)

1 /P

(./a
coT(dy ((*>> I p dn(y)/ Lla

cju(y))
i  ! p

(L
(h{x,y)dn{ y)/ /

JQ.
cjy(y)

)
=  CO

- ì / p
=  |Û|

- i  ip (
- l / p

(ß) Ln ä/Ll(y))

in H i )

P ( d n , ,1



The absence of such a normalization would have the advantage to make the difference between 

balls of LP(r,W )  for various values of s, a problem which has been discussed in section 2.3 where 

these objects dgP̂  =  ¡j{Q.)llpdcip  are studied for pseudo-metrics (and discrete groups).

When attempting to prove some invariance for uieas#> an interesting obstruction arises (which 

motivates some of the previous choices). Indeed, when (X, d) is compact and d' is a metric equiva

lent to d, the modulus of continuity of the identity map gives an inequality dy(x,y) <  (^¿(dy(x,y)). 

To go on a function \|/ such that coid <  y , V(e ) =  0 and \j7(jc) =  \\r(xl/p)p is convex has to be 

introduced. These conditions are satisfied by taking, for example, the convex function bounding 

«id (xp)^/p, denote it \jr. The

If by chance \j/ is linear (for example when coid is linear) the terms in n(Q.) will cancel out, and 

it is then possible to conclude, by taking the limit, that for a pair of Lipschitz equivalent metric 

uieas^p (X ,d) =  vaeasgp(X,d') (cf proposition 2.5.3). However, in general this only yields that

wdimMii)VPV(eMn)-i/p) (x ’dep(ci)) <  wdime( x , ^ p(£i)),

where the presence of ¿/(fl) in front of e is more conveniently dealt with as a profile f.

Definition 2.6.2 for p =  °° will be of use later on when we will try to speak of mean dimension 

for a space of maps with action by the group of automorphisms of the domain. In order to show 

positivity of this mean dimension, we shall show that the dynamic contains a set of the form Vz  

with the action of the shift. In general, discrete groups are easier to deal with. The next lemma is 

well-known but references for it are hard to find.

Lemma 2.6.4: Let F be an amenable Lie group endowed with the (left) Haarmeasure/j and (X ,d) 

a metric space whose metric is not invariant under action o f  T. Let A be a lattice in T, G =  T /A  

a set o f representants and n(G) <  Let {Li} be a F0lner sequence for A and let { i i ,}  =  {L,G} . 

Suppose further that there exists a constant c such that

~dLi(* i,x2) <  dcit(xi,x2) <  cdLi(xi ,x2).

Then

uidim(X, A) -- ^(G )uidim (X,r).

Proof. This is a straightforward computation. From proposition 1.2.1.d and the inequality on 

distances above we get that

wdimc£(X,dLi) <  wdime(X,£/n,) <  wdimz/c(X,dLi).

dIt
t P (G) c ) <

( )n
(dr(■x y ))p
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Dividing by yu(&i), we get

|L,| wdim ̂ (X , <4,.) <  wdime(X,<in,) <  \Li\ wdim t/c(X ,dLi)

m(Q )  l ^ i l  ^ ( £ ^ 1  ^ ( £ ^ 1 )  l ^ i ' l

There only remains to evaluate . To do so, use

fi(Q.i) = » ( L iG) =  \L M G ).

Thus ~  ^(G )-1 . Taking the limit as i —► then as £ —► 0 yields the result. □

Much like proposition 1.2.1.d can be extended in lemma 1.4.4, the above lemma can be ex

tended to the case where the distances are bounded above and below by functions rather than 

constants £ and c.

We end this section by developping the idea of the introduction (that is mean dimension as an 

extension of entropy). First, there exists another definition of entropy which starts by considering 

separated sets. Instead of counting the smallest number of balls necessary to cover a space, it is 

also possible to look at M (z,n,B) the greatest number of points in B C Az such that any pair of 

points is at distance (for dn) greater than e.

One could by analogy, define the quantity Fildim gX =  sup{dim/sT|^T C X,FilRadAr >  e}. 

Lemma 1.2.3 states that

Fildim e/ 2̂  <  wdimeX.

However, it does not seem true that F ild im ^ ^ X  >  w d im ^ ^ X + % (e), where <{>; and % depend only 

on e and g|^<|>i(e) =  0, the necessary inequality to get an equivalence between these two notions. 

It would be tempting to replace altogether wdim by Fildim in the definition of mean dimension, 

but the subadditivity of Fildim e is not obvious. However,

Fildim(X, x X 2) >  FildimXi +  FildimX2

can easily be shown using the fact that the FilRad of a product is the minimum of the FilRad on 

each factor, cf  [17].

Entropy can also be described as critical exponent, and we will now explain how to view 

mean dimension in a similar way (though the pratictal interest of such a definition is limited). Let 

(b,B) be the set of coverings of B by balls of radius £ for a metric dm where m >  n. In these 

notations, an element 2?, €  R G i^ (e,B )  is then associated to a for which there exists a ball of 

radius e in the metric dnr Consider now the quantities

Q l(n,e,s,B ) =  sup y  e-n*
ReHtaizJS) Bi&R

Qi (e, -y, B) =  g i  (n, £, s, f l) .

Then there is a critical exponent, denote it sc(e,B), such that

Q 2(e,S,B)=oo  si 5 <  Sc,

Q2(£,s,B ) = 0  si j  >  sc.
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Entropy can also be defined as h(B) =  An analogous formulation of mean dimension

exists. Let !fn(e,B) be the set of e-embeddings, /  : (B,dn)£-> K  where A!” is a polyhedron. Take 

a polyhedral metric on K. Given such a function, to each k £ K  one can associate n* such that 

D ia m (/- 1 (ifc),dnA) <  e and Diam ( f~ x(k),d„k+i) >  e. Let % be the set of finite coverings of K  by 

open balls, let 4» be a map which associates to an open sets of AT a positive real number, define

Q'l (nM B ^ )  =  *UP in f
f:{B,dn) ^ K R e X S e R

(£(e,j,B,<|>) = n1™ <2i («,£,■*, £,<!>) •

If §(S) =  DiamS, then, having in mind the definition of Hausdorff dimension, there exists a critical 

exponent, a sc(£,B) such that
= 0 0  i f s C s c ,

Q/2(e,s,B) =  0 if s > s c.

Mean dimension can also be written as uidimB =  sc(z,B). A myriad of variants can then be 

obtained by changing the type of metric space K, the function <() or the sets S (cf. [13] or [41]).
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Chapter 3

Summing 7-hoIomorphic curves

The result described in this chapter was a necessary first step in the proof of a Runge theorem that 

could not be completed (cf. appendix B). It will also be of use later in chapter 5. In short it allows 

us to show that given two J-holomorphic curves u° and ul that intersect transversally at a point mo 

there exists a family of curves whose image are close to the union of the images of u° and u1, and 

whose strangling close to mo are different.

It is a refinement of the theorem described by McDuff-Salamon in [35] on the possibility of 

gluing two curves, i.e. to find a family of curves whose images are close to the union of the images 

of two curves meeting at mo. This chapter describes how to modify this gluing so as to obtain 

that (in local charts near mo and 0 G CP1) in a ring of radius r (around 0 G CP1) a local expansion 

would be of the form: a°z +  a 1 y  +  0 (r 1+E), where a0 and a1 are the tangents to the curves at mo, 

and e g]0, l/3 [ . This information will be used later in 5 to insure that the intersection o f a ball of 

radius 0 (r 1+e) with the image of the map gives only discs when non-empty. The method is very 

close to that of [35, §10], which itself parallels [9, §7.2],

Throughout this chapter E will denote a Riemann surface (our interest is restricted to CP1) 

and (M ,7) will be an almost complex manifold o f real dimension at least 4. The almost complex 

structure J  will be assumed generic in the sense of definition A.3.4 and of class at least C3. In 

particular, proposition A.3.1 insures that J-holomorphic maps will be at least C3.

Before moving to the general setting, here is an example of the summing phenomenon for 

rational curves in CP”.

Example 3.0.1: For h G {0,°°}, let uh : CP1 —► CP" be rational curves of degree kh that intersect 

at a point:

with the condition that [a% }] o < j < n  =  [a °k ^ -j\o < j< n ,  as, without loss o f generality, we assume the 

point of intersection to be at m°[0 : 1] =  u°°[l : 0]. The desired curve v should be close to the two
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preceding curves (except perhaps at the contact point) and be of degree ko +  &«,. Write

Asking that v resembles «° near [1:0] and u°° near [0:1] translates into

Multiplying the right-hand side of the first line by 8*~, a natural choice of a';y- comes to mind:

However, this identification causes a problem when i — km. This can be straightened out:

Simply said, v is obtained by multiplying u° by and u°° by Xooz ,̂ then by adding their

monomials except for the z^°z^ monomial which remains that o f either curve (after multiplication), 

as they are equal. For this construction to depend on a parameter that would describe how close 

the image of the curve is to w°(CP1) U «“ (CP1), one needs to reparametrize one o f the curves.

Indeed, if  we restrict to the case n =  2, let u°[zo : Zi] =  [a®zo : a^zo : zi] and u1 [zo : zi] =  [a\zo ■ 

a\zo : Z \ ] .  In local charts ([a : b\ i—* a /b  and [a : b : c] *—► (a /c ,b /c )), these are just affine maps 

ahz which intersect at 0. In order to fit in the discussion above, it suffices to reparametrize ul : let 

r €  R>o and m°°[zo : zi] =  m1 [^zi,zo]- then u°[0 : 1] =  [0 : 0 : 1] and u°°[l : 0] =  [0 : 0 : 1], whence 

Ao =  Xoo =  1 and v[zo : zi] =  [a^Zo+ a \r 1z [ : +  a2r2^ i: ZoZi]- Going back to local charts, we see 

that v(z) =  cPz +  a lr1 /z , which is the behaviour we are trying to obtain. This chapter establishes 

this kind of result for almost-complex manifolds (M ,J ).

3.1 Definitions and description of the summing map

As we are concerned with local expansions, let us look at the local behaviour of a 7-holomorphic 

map. Let a €  R2” and z G C, the product az means za =  (x +  iy)a =  xa+yJoa, where Jq :=  ( j ~q ).
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v[zo : zi] =  £
. 1=0

k Q + k o o  "I [ k 0

I  a'i.j8ko+k°°~i =  v[l : 5] ~  u°[l : 5] =  £  a^S*0”1'
. 1=0 ’ J 0< j< n  Li=0 ’ J o< j< n

0̂ I fc» koo .
L a'.y£' =  v[e : 1] ~  u~[e : 1] =  £  ^

.  i=0 ’ J 0 < j< n  Li=0 ’ J 0 < j< n

si i <  km alors =  a°j , 

si i >  koo alors a\.j =  .

M°[0 : 1] — M°°[l : 0] =£■ [<2(j;/lo</<n — [ak.;y]o</<n
=> 3Xo, L > G € x such that Vj ,  Aoa[);y- =

{
’h o O @ i‘ j  ^  i k o o

=  T̂qGq.j si i =  k„ . 

*0a?-fc.y si * >  k°°

at
iJ '0z 1

k o + k c o — i

0 < j< n

Thus the following correction solves our problem: afi;j  =

o<k>

d 3.7a



Note that the local charts will be chosen so that at 0 e  K2” the almost-complex structure induced 

by J  (which will still be denoted by J) will be the usual complex structure, i.e. J (0) =  Jo. Another 

convention is that the evaluation of J  at a point m will be written Jm; note that the confusion that 

could arise between the usual structure and the evaluation of J at zero in a map is not to be worried 

about as, by choice of local charts, they will be equal.

Lemma 3.1.1: Let J be an almost complex structure on R2” such that 7(0) =  J q :=  ( j} V ) -  

Let u : C —► M2” be a J-holomorphic curve such that u(0) =  0. Then 3a £  R2" such that u(z) =  

a z+  0(\z\2), for |z| small enough.

Proof. The notation (djgf)(z )  =  df(z) + J g(z) ° d/(z) ° j  will be used to insist on the point at which 

J  is looked at. The first step is to remark that

(3.1.2) djg =  dj,.g +  (Jg -  f ' ) f g(dr -  dr)g,

for any two complex structures J' and J", and where dj =  3- j .  On the other hand, write u(z) =  

E*,/Z*riajfc)/ +  0 ( |z |3), where A:, / e  {0 ,1 ,2 }2 \  O, akj e  R2" and (s +  it)a =  as +  (Joa)t. It appears, 

by choosing J' =  J" =  Jq in (3.1.2) or by looking directly at (A. 1.9), that dju =  0 if and only if

(3.1.3) 1+  0 (\z\2) +  (Ju-Jo)Jo ( lzl 1 +  0(|z|2) ] =  0.
k,l \k,l J

Furthermore, the coefficients (c i , c2) of the matrix of J can be expanded:

where k G { 0 ,1 ,2}2” \  {0 }2n. consequently, there is only one term of order 0 in (3.1.3): ao,i- If u 

is 7-holomorphic, it’s local expansion must be of the form u(z) =  a\flz +  <9(|z|2). □

There are situations where the construction of a /-holomorphic map whose expansion is of 

the form a°z +  a l y  is easier. Though usually two J-holomorphic curves will be needed, in the 

following cases, one will be enough:

•  if a 1 =  0 obviously,

•  if a° =  0 it suffices to reparametrize by z •—*• y  the domain of a curve whose tangent is a 1,

•  if 3zo €  C such that a° =  zoa1 the reparametrization z ■—*■ z +  of a map whose local 

expansion u(z) — a0z +  O (|z|2) will do.

Consequently, a° and a 1 will be assumed linearly independent (over C; whence the condition 

dimjtM >  4).
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Theorem 3.1.4: Let (M, J) be an almost-complex manifold o f (real) dimension at least 4. Let 

uh : E —► M, where h e  {0 ,1 } , be two J-holomorphic curves such that uh(0) =  mo, 11duh 1 1 < C, 

J is regular in the sense o f definition A.3.4 and Duh are surjective. If in a local chart uh(z) =  

ahz +  <9(|z|2), and that the ah are linearly independent over <C, then 3ro such that Vr <  ro, 3u a 

J-holomorphic curve such that in a local chart,

u(z) =  a°z +  a 1 — +  <9(r1+e)
Z

for all z €  A^/3>r2/3 =  {z|r4/ 3 <  |z| <  r2/3} and where e e]0, j[; ro and Co depend on C, £, ah, the 

second derivatives ofuh, J (up to its second derivatives) and on the norm o f the inverse to Duh.

The assumptions are more restrictive than in the gluing procedure of [35, §10] where curves 

whose differential at mo is 0 can be glued. The behaviour of the “summed” curve is however more 

precise. Indeed in [35, §10] the curve obtained by gluing is a perturbation o f a curve which is 

constant in a ring; this leads to a curve whose behaviour in the given ring is u(z) =  0(r). The price 

to pay to obtain a more precise behaviour is that the approximate solution is no longer constant in a 

ring. When the approximate solution is constant in a ring A, the almost-complex structure J  is also 

constant for zG A . Section 3.4 describes how to modify the structure J so as to make it constant 

near the point of intersection, thus allowing to avoid the difficulty that arises.

The main ingredient in the proof remains the implicit function theorem of [35, §3.5]; recall

that

(3.1.5)

is the constant of the Sobolev embedding W 1 ,p (E, R ) e—> L°° (E, 1R), which is finite for p >  dim E =  2 

in our case (cf. [15, §6.7]).

Theorem 3.1.6: ([35, th 3.5.2]) Let E be a complex manifold o f dimension 1, let p  >  2. Vco, 

38 >  0 such that for all volume forms dvoij; on E, all u €  W 1,P(L,M), all ^o €  W1,P(E, u*TM), and 

all Qu : Z /(E , A0,1 ®ju*TM) -+ W l'p (Z,u*TM) satisfying

Sp(dvolz) <  co, \\du\\u> — co> ll^ollw'i.p Si f  >

p /(e x p „ (Ç o ))L  ^  4 ’ I I I I  <  co,

there exists an unique  ̂such that

9i(«P,(Ç o +  « ) = 0 ,  l|Ç +  Ç o ll» ..,<8 , I I I IU . ,< 2 o | |a , (M p .« o ) ) | |1A

The proof of this theorem is a minor modification of the proof o f proposition 4.1.3. It is a 

consequence of the implicit function theorem and so requires a bound on the second derivative of 

? u (cf. §A.4).

We start by constructing a family of curves ur whose local expansion is as required, which 

satisfy the conditions of the above theorem (^o will be =  0) and whose dj is of the order o f 0 ( r 1+e).
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Then, the £, obtained (the pertubation of ur needed to obtain a true solution) will be bounded in L°° 

(since it is bounded in W l,p) by <9 (r1+e).

Before we describe these maps ur, we have to define cutoff functions which will be very 

useful. They will be denoted by (5. The definition will not vary much, and, much like the following 

lemmas, is well-established; see [9] or [35].

Definition 3.1.7: Let Pge : R2 —> R be the function defined by:

1 if \z\ <  5

M*)=< h.l-'inS1 if 5< W <e
0 if e <  |z|

This cutoff function has many useful properties, as can be seen in the following two lemmas: 

Lemma 3.1.8: |Vp5iS|2 =

Proof. It suffices to note that

|vft| |z| |ln(e/S)|

to get JR¡ |vp5,e|2 -  ^ |z|l ln1(e/S)2 -  I  pln(e/S)2 “

In particular, this first lemma shows that this family contains a limit case of the Sobolev 

embeddings. Indeed, for fixed £ and if 8 —► 0, the function obtained is in W 1,2, but not in U°. The 

second lemma is also true when p  < 2  without even needing to assume that ^(0 ) =  0 .

Lemma 3.1.9: Let (3 be as in definition 3.1.7, lett, G W 1,P(B£) where p > 2 be such that^(O) =  0, 

then 3sh  such that: ||(Vp) IIS IIw u w

Proof Since % G W1,p with p >  2, ^ is Holder continuous of exponent l —2 /p ,i. e. 3 sjj t.q. Vzi, Z2 G 

B£, |£(zi) -  S(Z2)| <  SH  ll l̂lwi.p(Be) \Zl - * 2|1-2/p (see t20* §4 -5])- Taking Z2 =  0 allows us to bound 

ll(v P )-^ ll^ (ASie) as follows:

To find a /-holomorphic curve with the desired local behaviour, an intuitive idea would be to 

add up the local expansions of two curves, namely u°(z) and u1 (r2 /z), when |z| is close to r and to 

get back to either map outside and inside the ring. Addition does not exist in manifolds, thus it is 

necessary to choose local charts in order to achieve this. In the resulting formula, maps should be
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seen as functions from (an open set of) C to (an open set of) R 2”. The family of maps ur will be 

defined as follows:

where 0 <  y <  a  <  1, and |5 =  Pr“,/-7 (see definition 3.1.7).

3.2 Metrics and estimates

Before we can estimate the norms o f 6ur and of djur (in I f ) ,  we need to specify the metric on the 

domain £ . When \z\ >  r the curve defined by ur will be close to «°, and when |z| <  r, ur(r2,/z)  

ressembles u1 (z) ■ These two subsets of the domain will play a similar role; it is natural to give them 

equal weights (at the domain). Intuitively, this also avoids the norm of the differential becoming 

large by giving to regions whose energy is o f the same magnitude, equal weights in the domain.
9

This metric will be the usual (Fubini-Study) metric when |z| >  r, and the one induced by z •—► y  

when \z\ <  r (see Figure 3.1 below). More precisely, the metric will be gr :=  (0r) 2(ds2 +  dr2), 

where

f r2 +  \z\2/ r l si |z| <  r 

{Z) \  l +  \z\2 si |z| >  r

It might seem necessary to work with norms that take into account the two distinct regions, 

but since the situation is symmetric, estimates valid on a region will hold on the other. A more 

precise discussion can be found in [35, §10.3]. We will only note that the volume remains bounded 

Vol(L) <  2k . The next lemma, taken from [35, § 10.3] says that Sobolev constant behaves similarly.

\z\ ~ r( ^  ^ ^ \ z \ > r

Figure 3.1: A picture of (C u { ° ° } ,g r)

Lemma 3.2.1: The constant sp (cf. (3.1.5)) for the metric gr remains bounded independently o f

r.

It is now possible to evaluate the LP norms of dur and djur in order to satisfy the assumptions 

of theorem 3.1.6. Our starting point is to bound the norm o f powers of z:
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Lemma 3.2.2: Let r >  0, / ,/' >  1, 0 <  S <  £ <  1, and ^  denote the Lp norm restricted

to the ring A^ ^ =  {z\t£ <  |z| <  r5}. Then

I ^ I L ^ ,  = { * , - Z T * > ) , / ' s « - » ™  ~ K a p / ,+ ^ ~ > + V p)

where K£8p i and K'£8pl are the limits as r —► 0 of the terms before the powers of r.

Proof. It is a direct calculation, valid for / ^  — 2/p:

, rp2+/pr 8
=  2%[ h r P ^
_  ^ 2 f t ( l - r (^ ~ S ) ( 2 + ' p ) ) ^  r S(lp+2)

A simple manipulation of this equality gives the second estimation. □

Lemma 3.2.3: Let r\ be such that |lnra_Y|_1 <  1, then

V r < r 1,||dwr||jLP <  ||dM°||^ +  Hdu1 +  cx?<p , 

where ci =  {A K ^p^i2^ ^  +2K [ ap l )C andC  >  max(||du°||iœ , ¡¡du1 \\L„).

Proof In the region r <  \z\ <  ra this is a simple assertion:

I I * * “  I ILP(Arra )  — l l d M ° l l L P ( ^ r r a ) +  3  1 1 ^  l i e 0  —  1 1 ^ “  \\LP(Arra )^ ~ ^ '^ l,0 .,p ,2 r2 ^P ■
' Z  LP{Arja )  r'^

Whereas when ry <  |z|, it is trivial since dwr =  dw°. On A^^y, a choice of a local chart and a local 

expansion for u1 is needed: if r is small, then y  is also small in the given region, r2 ”“ >  nr > r2-Y 

Indeed,

\  <• /  LP(AIa r'i)

and since |u1 (z) | <  C|z|, the second term can be written as

I K p w “ ‘ ( 4 ) ) | | „  <  0 ^ 1 ^ +

-  c 7  £ , l l n r “ _ Y l 1 +  l l d , 1 | l c «  ?  ¡ j , -

7
As the terms appearing are o f the form jj, and using lemma 3.2.2,

JdiPW« 1 <  C < w ,2(1 +  |lnrc- l ' | - 1)r<1- a)<2- 2/ 'V / ' ' .

The contribution of the region ra <  |z| <  rY to ||dwr||Li, tends to zero 0 as r —> 0 faster than rl lp. 

The final result follows from the symmetry which yields the same conclusion on the region where 

|z| <  r. □

Il• I lILP (A ;)

IIz 'IlILP (2jc( l - iJe-6)(2+lp)

2 + lp 0 r'ô(/+ 2 /p ) Kt S(/+2/p)

Ilz' I llîu>’("V.r5) L
PP l + l dpd0

II'IIA ’ II.Il U> 'Ar*,#) < ||(dM°’ Il + Id(fd( ß (lz l)« 1
r2 .
Z:>))ll

( z

r

) )
LP

( Z ■))>1LP



Our goal being to give a local expansion at order 1, we have to show that the LP norm of 

djur (which bounds the W x,p norm and consequently the L°° norm of the perturbation necessary to 

obtain a true solution) is 0 (r1+e) when z is o f norm close to r.

Lemma 3.2.4: Take 2 <  p  <  4. Let a  2 [ then there exists positive numbers £ <

m in(a( 1 + 2//?) — 1, 1 — a (2 — 2 /p )), r2 and C2 (both depend on the second derivatives o f u° and 

u1, and on the product o f the derivatives o f j  with C) such that, Vr <  r2, ||3/«r \ \ lp  <  C2r1+e.

Proof. Since the situation is symmetric, we will only be concerned with the part where r <  kl- 

We split this region again, as the definition ur varies.

||5/Ur||£p({z||z|>r}) = \ \ d jU r \\u>(Ar̂ )  + ll5/Mr|lLP(ArarY)’

The region where |z| >  r* does not contribute in the equality above since ur =  u° is 7-holomorphic. 

For the other domains, Jw will be seen as a matrix valued map using a local chart. Again, the 

notation (djgf )(z )  =  df(z) +  Jg(z) ° 4 f ( z) 0 J be used to emphasize the point at which J  is 

evaluated. With this understood,

I M I L P iA ^ y )  =

=  ^ ( l /  -  U °) +  ( d jur ~  ^

=  3 v (P U )u1( t ) )  +  (Jur -  Juo)du° o j\
11 LP\AtO‘/()

The bounds obtained in lemma 3.2.3 and the norms computed in lemma 3.2.2 yield the following 

upper bound:

I l S w l <  C < ,r ,p,2(> +  +  ||7.||c iC 2< , w , l r2“a<‘_2/,’)

In order to factorize r1+e, for I — 1 or 2 it must be checked that 2 — a (/ — 2 / p ) > l < ^ a <  7̂ 2 . 

This condition is only restrictive for 1 =  2.

To evaluate the other part, we proceed as in lemma 3.1.1. Upon noticing that (A. 1.8) implies

<  ^  +  J{u) , and that the uf1 can be written as

uh(z) =  ahz +  +  0 (|z |3) where k,l €  { 0 , l , 2 }2,fc +  Z >  2
k,l

when r <  \z\ < ra, the following bound (it can also be seen using (3 .1.2)) appears

| djUr | <  + 2^ 22- 0“ ! ^ - 2^0,2^ +  ° ( \ z \2) +  ° ( f j s )

+ (Jur — Jo)Jo(«10 +  a“ o^  +  0(\z\) +  0(-£jj)) .
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zlp+2> 2p=ï\

=  \\M r -d ju ° \\u,{Aijary)

=  0 /  r (Ur — M0 ) +  ( 0 /  r  — 0 /  o ) M°
Il J“rK ' K J“r J“0J LP{A^)

=  ||5v ( ß ( ^ ) Ml(T )) +  (7“r ~ 7«0)du° 0  ̂ TP(i ,

II v z '  LP(Ala  y) ' ^ 11 IIL z L P (M .ry)

|5/m|

.zVajfc,/ H

|3/«r| <  a^^z-

\9 i « '\\l,(a ^ ^  <  CJC,W ,2 (1  +  |lnra - l f | ) ^ - “ (2- 2/i’) +  ||7.||c , C ^ ^ r 2- * 1- ^

will

<  d ( B < V W i^  4-II./IU , lld u ° ll^  Ul ( ^



Thus, the factors |z|, ĵ - and could endanger our goal, as an expansion of (Jur — Jo) shows. It 

also means that our bounds depend on the second derivatives of the uh, or on a product of the first 

derivatives of J and uh. The LP norm will be made of terms in

IM Uv,
4" ~  a d ¡rl'~l+2/p
z LP(Aryx) 1’a ’p ’1

with lr >  I >  1, as computed in lemma 3.2.2. This raises a new condition on a: a (/ +  2 /p ) >  1 4$- 

a  >  t ^ 2- Consequently ||3yMr ||lp <  K rl+£ under the condition that a  2p~2 [’ which is °nly

possible if p < 4. □

Remark 3.2.5: For any p  e]2,4[, there is an optimal choice of a . Indeed, if a  =  |  then 8 <  

— 1). Taking p  close to 2, enables £ to be close to 1/3. Theorem 3.1.4 is obtained with this 

choice of a. However, it is not possible to take p  —*• 2 as some constants, e.g. sp, depend on p. The 

choice of y is  quite secondary, e.g. one could choose y  =

3.3 Construction of the inverse Q ur

In this section, we will make the somehow strong assumption that J is constant in a neighborhood 

of mo G M; the reason why such a simplification is possible is explained in §3.4. The whole gluing 

process is presented in order in §3.5.

Before we apply the implicit function theorem, it is required to have a bounded inverse to the 

linearization of d j at ur , D ur. The existence o f inverses for D uh combined with the observation that 

two maps which are close enough will have close linearization. This will enable the construction 

of this inverse. First let us show that if  u! is close to u in the sense of W l,p, then the operators Du 

and Du> are close. In order to identify their images, parallel transport is necessary. However, it 

does not affect significantly the following computation:

||D £ - D A \ \ i s  <  W u - J u' ) ^ \ \ v  +  \ \ \ j uVt>Ju{du-du')\\IJ,

+ \\\{Ju^iaJ u - J ^ J u ' W \ \ LP

<  11/lie* \\u ~  u’ \ \& \\V Q\lp +  \  \\JuV Z,J“ \\Co\\du -  ¿“ 'I lls

+  5 l | / V$/|lc» C« W W lp

(3 3 —  SP II7-lie1 llu —  w/|llVl<p ll̂ lltv'.p +  5 l l ^ ^ ^ l l c O  llM —  u'^ W l 'P

+ \ s p \\j.V^J ||cl ||m -  lldu'll^

^  SP 11/lie1 11“ —  ̂ l l w 1-/’ ll̂ lltt'i.P

+  jSp l l / i V / u l l ^  H^Hjyi.p 11« — ^ Iliy i-P

+ $ 4  HJ.V7.Hc, ||U -  J \\wl,  Ildu'H^

<  ^3(V27, du',sp) ||^||^i,p ||u — M/ ||jyi,p •

For the curves we are concerned with, proximity in || • || jyi.p will be insured as follows: d(ur — u°)

? 4
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i ?

V \ \ m ^  ~ * . « y ( , + w

4- ~  K[ „ ,r/,-i+2/p
* *  LP(Arra) l ’a ’P'1

a  p+2 ’ 2p^2 [’

1 /4  i \
3Vn U-

+ Ì 4  Il W | | c , ||4I|W.„ 11« -  i l * , , ,  ||d /||„

sp II/.Ile1 llM ^llw1-/’ IÎIIh,i.p

^  sp 11/Ile1 llM —  ̂lliyi.p ll̂ llw1'? +  5 lr“^ / <llc0 HM —  ̂ llw1*?

+è ||/Valici 11« —  «'Ile« W \\u >

+  2Ì„ PuVJuWro ||^||wl,p IIw — M l̂wl,?

< 11/ Ile1 ll“ - “/llcollv y ^  +  èl|/HV 5/«llcolld“-di/ll̂

+  kUJuVt Ju-Ju’VtJu')àul \\TD

W D tZ -D M is  <  \ \ (J u -J u > )V t3\\u , +  \\\JuVtiJu(du-du')\\IJ,



is zero when |z| >  rY, and it is of the order of ^  when r <  |z| < r y, consequently \\ur — u°||v^i,p({|z|>r}) 

is of the order of r2/^. Thus, D ur will be close to one of the D uh inside or outside \z\ =  r.

To be more precise, it is necessary to introduce intermediate curves, denoted by u°’r and w1,r. 

The first will be defined as follows

' U°(z) if \z\ < r 1-y

« ° ( z ) + P ( t ) m 1( t ) i f  ''2~ 7 <  1*1 < r 2 _ a
«°'r( z ) = <  u°(z) +  ul ( i f  r2 -“ <  |z| <  ra ,

m0(z) +  P(|z|)m1( t ) if r“ <  M <rY
, u°(z) if <  |z |

and the second in an analogous manner. Since ||«0,r — m°||wi,p —> 0 as r —*• 0, the operator Duo,r will 

be as close as required to Duo and identical to D ur when |z| >  r.

The two inverses Q uo and Q ui will be used to construct an inverse to D ur whose bound is 

independent o f r. First we introduce some notations, cf  §A.3. For u : L —* M, let Wu’p =  

W l’P(L,u*TM), lZ  =  L?(Z, A0’1 T*L(g)y u*TM). Given u°,ul : I. —> M, such that u°(0) =  ul (0), 

denote by

W $  :=  { ( l 0,^ 1) €  W 1/  x W lf  |$°(0) =  ^ ( 0 ) }  .

The assumption that p  >  2 is o f importance, since W l,p sections need not be continuous if  p  <  2, 

and their evaluation at a point would not make sense.

Thanks to the assumption made on J (cf lemma A.3.6), the operator

A ) , i :  '  Li'

is suijective. Thus, Dq \ possesses an inverse which depends continuously on the pair (u0,« 1) and 

satisfies an uniform bound as (u°, ul ) varies in 5Vf*(C). This suffices for our use, but if  one would 

like to stay in a case where “surjectivity” o f the gluing map (cf [35, th 10.1.2.iii]) is possible, one 

needs to show that amongst all the inverses of £>o,i, the one which is orthogonal to the kernel also 

has bounded norm. Recall that surjectivity is the property that any 7-holomorphic curve which is 

close to union of the curves u° and u1 is in the image o f the gluing map.

More precisely, if  Wuo,i C is the (I?) orthogonal to the kernel of Z?o,i, then the restriction 

of this operator to <W;uo,i is bijective and bounded. Its inverse will be denoted <2o,~- It varies 

continuously with the pair (m0,« 1) and the bound is uniform as is compact. To make

this explicit, an identification must be made between wJq’j and for pairs (u°, w1) and (v°, v1) 

sufficiently close (we will not do it here).

Since the maps u0,r and u1,r are small W l,p deformations of u° and u1, the space may be 

seen as a limit when r —> 0 of spaces corresponding to these slightly altered maps. The oper

ator £>0,1,r being a small perturbation o f Do,i it will possess a right inverse. To prove suijectivity of 

the gluing map, it is the inverse Qo,i,r whose image is L2-orthogonal to the kernel o f A),i,r which
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must be chosen. A verification must be made to show that the bound on the norm of this operator is 

independent of r. This argument ([35, lem 10.6.1]) works without need of change in the situation 

in which we are (the kernel of Du is finite-dimensional).

Thanks to the operator D uo,i,r, an approximate inverse Tur : Lpr —*■ W^r’p for D ur will be obtained. 

Lett) G LPut. This 1-form will be cut along the circle |z| =  r in two pieces ('n0,r |1):

-o ,-)  =  J "n^) i f  lzl >  r  r i1f7') =  i  i f  lz| <  1 /r
1 K ) \  0 if | z |< r  ’ \  0 if | z | > l / r  ‘

Since the t|A are only in LP, the discontinuity is not problematic. Now let (^°,^1) =  <2o,i,r(Tl0>'n1) 

It is worth stressing that £°(0) =  (0) =: G Tm^M. Let 8 g]0, 1 [. This choice is not of impor

tance; it would suffice to take 8 =  .̂ Let

1 if  r <  |z|

p (z )= i -  pr,+ v (z ) = <  if r. +5 <  w < r  .

[ 0 if \z\ < r 1+5

The approximate inverse is: TurX\ =  £r, where

' 5°(z) if r1“ 5 <  |z|

^°W  +  « f ) « ' ( ^ ) - U )  i f  >•< \z\ < r ‘ - *
(3.3.2) t,r(z) =  < ^°(z) i f  r =  |z|

4 ' ( ^ ) + P W f f i ° M - U )  ¡f '■1+S<  Ul <>•

. 5 '( M  i f  k l < '- 1+8

It remains to show that this is an approximate inverse as claimed, i.e. \\Durt,r — "HIIzj5 <  eII'HIIlp 

for some £ G [0 ,1[. By construction the left-hand term is zero outside r1+s <  |z| <  r1-5. The 

assumption that the almost-complex structure is constant on that region will now be important. We 

restrict our attention, thanks to symmetry, to the piece |z| <  r. By definition ZV2;1 (• / r2) =  r|( ). 

Hence,

D s t r - n  =£>ac(|3(!;0 - W )
(3.3.3) = P D ^ .r( e - U )  +  K ° - U ) 3 P

since Duo,r£,° =  0 when |z| <  r. It remains to bound this norm with repect to the metric (that depends 

on r). There will be a factor of 0r(z)p~2 in the norm of the 1-forms, but 0r <  0 1 <  2).

\\D*V -11 l|„ (f t ) <  IID„%' -  n Hi , (w<,)

< 2 ‘ - ^ | | K » - U ) 3 P | | i , (N<,)

(3.3.4)

<  2%'/ps„ s c . o t»oiitf+"T»:i^><  27t SH SpCA 15^ r | l - l / p

<  471 SH SP C4
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Inizi - l n ( r 1+5)

— ln (r )

= ( 4 ° - U ) 3 P .

• /i—i / d_ _ _ Ih II / p
^  ò ffò p C 477: ,1 —  1 /n

Ì 2 1- 2/ ^ | |D I|r^ r - T l | |Z(P(|z|<r)

< 2 ^ ||(^ -u )5 P L (|Z|<r)
<  2tzx/Psw
-  *  |81nr 1-1/p

|ôlnr|

\ 7l ) ~  S m o

<  27t /PsHspcA » £  /p



Lemma 3.1.9 is used to go from the 2nd to the 3rd line. The 4th line is obtained from the third using 

that h,mQ is bounded by the C° norm (and thus by the W l,p norm) o f and on the other hand that 

the W x'p norm of is bounded by a constant (coming from the norm of <2 o,i,r) multiplied by the 

Lp norm of T|°.

Lem ma 3.3.5: L etu r be as defined in (3.1.10) then Ve €  [0,1 [, 3c4, 3r  ̂ (which depend on c 4, sp, 

ands h ) ,  such that'ir <  r3 , 3 Tur such that \\DurTur — 1 || <  ^ and | | r Mr|| <  C4.

Proof. The only part of the statement which was not proved in the above discussion is the one 

concerning the norm of Tur. It requires a bound on 11 11 w 1 tP as a function of 11 r\ 11 ¡j,. Only the cutoff 

function requires care, the bound being otherwise found thanks to the bound on Qo,i,r- However, 

||V2;r|| remains controlled exactly as in (3.3.4) thanks to lemma 3.1.9. □

Thus the true inverse Qur will have the same image as Tur and will be defined by:

00

(3-3.6) Qur =  Tur(DurTur)~l =  Tur £  ( H -  Z V 7 » *
Jk=0

It satisfies the relation: DurQur =  1 and \\QU H l<  2c4 , where C4 comme from lemma 3.3.5.

3.4 On the assumption that J is constant near mo

This section consists in noting that when J  is close to Jr, the operator DJU is close to for 

certain u (e.g. u0,« 1 and ur). In order to speak of a difference between these two operators, we 

will see their images not as the space of (0 , 1)-forms taking value in TM  (since the definition of a 

(0, l)-form depends on the almost-complex structure) but as the space o f TM-valued 1-forms. As 

a consequence their inverses will also be close.

< j IIV5IL, iia -  y;iic. + \ iithiico 11511c« 11 -  j y r j Lp
< cs(du) Hi«»,., (i|y. -  jjiico + PuVju- j y j ’j Li,).

Thus, it is important to note that the dependance on the differential of u will not be a problem 

for the maps we consider.

Lem ma 3.4.1: 3r4(a ,y ) such that'ir <  r5, ||dur||co <  2C.

Proof. This proof works in an analogous fashion as the bound of the Lp norm of dur. When 

r <  |z| <  ra this is a simple thing to check:

ll‘* ' ,' l lc « < K l lc < > +  3  »«K*1 llco <  2C-4. £0

If ry <  |z|, then 6ur =  du° so the conclusion is direct. Finally on Ara>ry, the computation requires 

a local chart and a local expansion for ul : if r is small, then y  is also small on Ara>ry: r2 -“ >
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Y >  r2 "1. Thus, ||dMr||co <  11d«°11o° +  jjd(P(|z|)w1 (^-)) ^  and since I«1 (w ) \<  C |w| +  0 ( |w |2), 

the second term can be written as

<  IIC S /z*  +  O irV z3) ! ^  I ln ^ - r r 1 +  ||d«' | |^  || g  ^

<  C Ir2-2“ ! (|lnra-Y|-1 4- 1)

The C° norm is bounded by the maximum of the bounds on each region: ||dwr||co <  max(2C, C, CH 

o (l) )  <  2C for all r such that jr2-2“ ] (|lnra— 1 +  1) <  1. □

This lemma, together with lemma 3.4.3, allows us to choose r arbitrarily small without chang

ing the proximity of and D^r. It is important to show that this proximity is valid for the whole 

family of curves considered. The property required of J' is to be constant in a neighborhood of mo- 

Consequently let us define for R e ]0 ,1 [ and for K  G 1  >  0,

( JQ if M  < R { 1 - R K)

(3.4.2) • / > ' ) = <  /p(M)w if * ( 1 - * K) <  M < R
 ̂ Jw if R <  |w|

where
' 0 if x <  R ( l - R K)

if R( 1 ~ RK) < x <  R

 ̂ 1 if R < x 

Then ||7 — /'Hco <  2 ||J —7o|lc°({|M-|<i?}) ^  0(R)- Furthermore, since

|v (/p(H)w)| < (V7)p(H)w (f>(M) -  ^

<  (V /)p (H v |  (1 +  |ln(l —/?K) r 1),

it is possible to obtain a rough bound for || JVJ — J'VJ'Wy,, if we suppose that ||d«|| >  d  in ¿?p(0), 

so that the preimage by u of a small ball remains a small ball up to multiplication by a bounded 

factor. Let R' be such that B^(mo) fl Imu^1 c  uh(Bp(0)). In order to avoid cases where the map 

sends many subsets of CP1 to Bri (mo) (for instance, is non injective), it is possible to introduce 

almost complex structures that depend on a point of the domain; we shall not go into such details. 

Thus, the preimage of |w| <  R(l — RK) by u is dilated by at most k «  whence

ll-W |W -'<M <*<l-K ')» S  IUV7||t .(* R 2(l  

and similarly for the ring i?(l —RK) <  |w| <  R, the bound is

| | 7 V J - / V / | | „ (ii_I(B(i_ s t)<w < i))  <  ||7V 7||t .  ( z + ^ i ^ k) ) ^ ^ 2 - « ’1) ) 1̂ -
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t | > r 2 ~7- co ’

7Dir

0 if x <  R ( l - R K)

lnX- l n * - R « ) K) if * ( 1 ~ * K) < * <  R

1 if R < x

|V(7ß(M)w)| <  (V 7)ß(|H)w (ß (|w |) -  ^ Y “_ )

< (v^ßd^Ki + K i-^ )!-1),

i  
d ’

^/vjv l ì .  J  J ,

< K P w “  ( y ) )  ¿ o -  \z\in.A -y  +  v z j ;  ^
_____ __ , - J 2 . .  u'r^i II , , _ 2 . .

P(x) =

cv 11 lie0



If R2+k(1~p) —> 0 (e.g. if k  =  and R —> 0), the operators associated to J  and J' will be as close 

as needed.

There remains to check that the assumption on the lower bound on the differential holds for 

m°, u1 and ur. For u° and u1 it follows from the fact that a0 and a 1 are not trivial. As for ur, it 

is a consequence of their linear independence over C: let /j =  minz(|<2° +  Z&11, \aQz-\-al |), then, 

on Arra, dur =  du° — ^ck*1 has norm bounded from below by p.. The cutoff function |3 is not of 

importance since it is always multiplied by one of these linearly independent factors (in w^VfJ or 

in Pdû 1). Thus if the first order terms in local expansions are dominant, the same bounds hold on 

Ara ry. In short, we have proved the following lemma.

Lem m a 3.4.3: , ’V2uh),d (a ° ,a l ) such thatVzE {z\\z\ <  r$, | dt<A (z) | >  d, and Vr, z satis

fying m ax(|z |, y  ) <  r5, |d ir(z)| >  d.

This section is summarized in the next proposition.

Proposition 3.4.4: Let u° and u1 be as in the hypothesis o f theorem 3.1.4. Let J' be the almost 

complex structure on M which is constant on a neighborhood Barrio) o f mo defined in (3.4.2). 

Vu such thatz €  Bp =$■ |dw(z)| >  d, 3c7(||du||L<», ||VJ||L„ , ,d) which makes the following

true: ||£^-Z>£'|| <  cjR P + ^ - pMp .

In particular, the curves u°, u1, and all the ur (as defined in (3.1.10)) for r <  r$ satisfy this con

dition, for the same constant cj since their differential is uniformly bounded when r <  min(r6, rj).

In order to justify the assumption that J  was constant in a neighborhood of mo made in §3.3, it 

suffices to construct this J1. In the end, the inverse o f D^- obtained will be an approximate inverse 

to L^r. The independence o f J' with respect to r is crucial for this new structure to be usable.

3.5 Realising the sum

This section presents the proof o f theorem 3.1.4; it is a matter of setting up the situation so that 

theorem 3.1.6 can be applied. First, by hypothesis we are given two curves u° and u1 whose 

tangents at 0 are linearly independent (over C) and the linearised operators DJU are suijective of 

bounded right inverses. Let p  e]2,4[, let ur be the family o f maps introduced in (3.1.10), with 

paramaters a  =  |  and y =  |  (as specified in remark 3.2.5). Thanks to lemma 3.2.3, if r <  r\ =  e~6

\W \\lp ^  W^WLP +  W^WLP +  c irV f.

On the other hand, when r <  r2 (V2uh,CVJ), lemma 3.2.4 states that

||d /w r || <  c 2 r 1 + e .

Before we can invoke the implicit function theorem 3.1.6, we must show that there is a bounded 

(independently o f r) tight inverse to Dur. Two uniform bounds (for r sufficiently small) are obtained 

by lemmas 3.4.1 and 3.4.3: the first gives an upper bound to |dur| when r <  r6, the second gives a 

lower bound to the differentials when r <  rj and r2 / rq <  \z\ <  r-j. Next, when R is small enough so
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that Barrio) n  duh(Bp(0)) =  0 , the operators Z>̂ 0, Z>̂  and D^r are arbitrarily close (by choosing R 

arbitrarily small) from the one defined by the structure J' of (3.4.2). The difference between these 

operators is uniform for all choices of parameter r smaller than r<5, rj and p.

Thus, and have bounded right inverses and so do and D 7̂ . From these inverses 

we construct in section 3.3 and under the assumption that r <  r$(sp,SH,C4,), an inverse to D^r. The 

dependence of C4 on J’ will not be fatal since a choice of a smaller r does not increase the difference 

between D r̂ and D^r. The bounded inverse of the second gives a bounded inverse for the first.

Implicit function theorem can now be used by choosing ^0 =  0 and u =  ur. The result is the 

7-holomorphic curve expM̂, where

ll^llivl'P < cr1+e.

In particular, thanks to Sobolev imbedding, the sup norm of ^ is bounded, and consequently the 

difference between the holomorphic map obtained by perturbation of ur and ur itself will be of the 

order of r1+e.

Remark 3.5.1: Let £ e ]0 , l/3 [ , let 0 <  pi <  P2 <  ro(fi), let hPl and hP2 be curves obtained by 

theorem 3.1.4, i.e. by applying 3.1.6 to the maps mPi and uP2. It is possible to show that, for a 

K  G M, if pi <  p2(l — ATp|) these two curves are at a positive Hausdorff distance. On one hand, 

theorem 3.1.4 states that the Hausdorff distance from hP‘ to uPi is bounded by <9 (p*+e). On the 

other hand, the distance from uP1 to uP2 is at least K'(P2 — p i)•

Furthermore, the implicit function theorem A.4.3 indicates that the dependance of hp on up is 

continuous. Thus, there exists a po such that the up for p <  Po realize all possible strangling.
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Chapter 4 

Chains of curves

The present chapter is concerned with another alteration of the methods in [35], It consists in 

gluing (under certain assumptions) an infinite number of 7-holomorphic curves in order to obtain a 

7-holomorphic cylinder. Although the method applies to more general situations, we shall content 

ourselves with the following setting : assume three 7-holomorphic curves intersect at three points, 

then there is a 7-holomorphic cylinder that curls up around those curves. This construction will be 

altered again in chapter 5.

4.1 Cylinder and t°(Lp) norms

The way the infinite number of gluings will be made is of course important. Let E,- =  CP1 be 

compact Riemann surfaces, let z,;o and zi;0o €  E* be two marked points on each surface, and let 

ul : E,- —*■ M  be 7-holomorphic maps (for i E Z) such that Vi E Z, ul(zito) =  w1-1 (zi-i;«.). Finally, let

1  =  1 x 5 *  =  C /2tiZ  be the 7-holomorphic cylinder. This chapter will construct a 7-holomorphic 

map u(ri) : E —*■ M  which is arbitrarily close to the ul, that is i / r‘) restricted to [i, i +  1] x S1 is close 

to ul when sup{r/} —► 0.

The space £  =  1 x 5 *  =  C/2tcZ will be given a peculiar metric so that each segment [ i ,i+  1] 

resembles a sphere with two discs removed (see Figure 4.1). Let (r,) e  f ” (Z;IR>o). Let be a 

family of metrics defined as follows. Let i €  Z, then g(n) is the metric induced by the map /i£;r„rI+1 

which embeds [i,i +  1] x S 1 into the compact Riemann surface L,- with the two discs Bn(zi-o) and 

Bn+1 (z i+ i;=o) removed.

The volume of such a space is infinite. Thus, LP norms are not expeceted to behave nicely. 

However a slight alteration will do. Let us consider the sup of the LP norms on annuli around each 

circle {i} x  S1. Let V be a vector bundle over E (with a connection and a norm) and let  ̂ : E —► V 

be a section, define

WOhe-iv) =  I I S I I i * ( [ « - f , « + § ] x s > )  >
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Figure 4.1: (a) the cylinder E endowed with its usual metric and the circles h £  Z, (b) E endowed 

with g(r,), (c) the map fUi-ri,rl+l to E,- with the discs around Zi.o and z,;oo removed.

A proof identical to that of lemma 3.2.1, allows us to deduce that Sobolev embedding holds with a 

constant which does not depend on the parameters r,-.

Lemma 4.1.2: Suppose (z;;o, Zi;») >  c q . Given that SUP r, <  ^ , there exists a constant s' £  M>o
¿eZ ^

such that

s' :=  sup _ J !Z lk l_ _ .
P o^/eC”(ii) ll/lli“^ 1̂ )

Proof. Each function can be decomposed as a sequence of functions on Ez- =  CP1 with Brn(zn;o) 

and Br„+1 (zn+ i;oo) removed. The esimates follow from the fact that a ball with the Fubini-Study 

metric and one (or a fixed finite number of discs) removed has a Sobolev constant that remains 

bounded as the radius of the discs tends to 0. See [35] for details. □

The main result that will allow us to conclude is an adaptation of theorem 3.1.6 to these norms. 

Proposition 4.1.3: Let E be one o f the 1 -dimensional non-compact complex manifolds described 

above. Let p  >  2 . Vco, 35 >  0 such that for all volume forms dvolz on E induced as above by the 

mapsMi-n,ri+l, all continuous map u such thatdu £ £°°(LP)(TE, u*TM), all £ £00(W i,p)(Z, u*TM), 

and all Qu : £°°(LP)('L,A0’1 <S>ju*TM) -+ r o(W1-'P)(E,«*TM) satisfying

ip(dvoij;) <  co, ||dw||£«>(£p) <  co, ||^o||^~(wi.i) ^  §>

P-KexpjX^o))!!^^) ^  4^7 DuQu =  1, \\QU\\ co,

there exists a unique £, such that

3/(expu(̂ o +  ̂ )) =  0, ||̂  +  ̂ o||£~(wi,p) < 8, < 2co||9/(expu(^o))||£“(LP)-

The proof will require the implicit function theorem in Banach spaces, as does the proof of 

theorem 3.1.6; it will be invoked again in chapter 5.

h =  i h =  i + I  h =  i +  2
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Let K\ be a constant such that Vx G M ,V ^6 TxAf such that |^| <  co, and Vrj G T^M,

ll&(5)ll < cj and |>!'t(5;5'.>l)| < *> |5| |5'| h i ,

where || || is the norm on X(TxM ,TexPĵ M). The second equality holds since 'J'* is zero at ^ =  0. 

We conclude that

|t» (5 )-1'J'«(5;5',«5))| < Jfi ll<txP„(5)|| |5I |5 '|,

expu(^) being viewed as a function CP1 —> M. Since, by assumption, £ and du are bounded, 

there exists a real number K i which depends on the metric on M  and on co, such that ||dexp^|| <  

£ 2 (|dw| +  |V£|). Thus

U S ) ) \ \ e » m  <  K & t W M t r m  +  I I  H S I I i r  W l -  •

Since ||du||^(iP) <  c0) ||^||L~ <  c0 and ||£||L« <  c0 ||^||f-(Wi,p), taking K3 =  (1 +  c0)c lK iK 2 yields,

| | ^ ( ^ )  5 9 ~ u ( Q )  ^  ^ 3  | | ^ | | ^ ~ ( V ^ 1 . P )  1 1 ^  I l ^ w ^ - P )  •

It remains find an estimate for Ou(^)_1D expû (£ti(^)4/)- Let :=  expû . The starting point o f the 

bound is the equality

d „6(e„(5)5') -  4>„(5)d*5' = (v (£ .(5 )5 ') -* „ (y v 5 'J 'l

-^7(u5) - <PJZ,)(Vr,J)(u)<it') .

Each term on the right-hand side will be bounded separately. For the second, we have a the fol

lowing bound (7 is an isometry of TM):

| CVEum ’J ) -  4>“(^)(V^'7)(«)duI <  ICVEu£)%J)(ut)du^ -  ('VEuQ Q gJ)(u ^ u iQ du |

-  o„( )̂(v^y)(«)du|
<  Ki ||VJ||L-  |$'| I d i ^ - ^ ^ d f l  +K4\du\ ISI |$'| 

<X5(|dl||̂ | + |V̂ |)|̂ |,

where K$ depends only on co and on the metric on M. Whereas, for the first term, we obtain

lv (£«(5)50 -  <M5)W;'I < I v(£„(5)5') -  £*(5)V5'I + < Ie .(5)v5' -  4>*(5)V5'I 
< *6(151 |V5'| + |d<| |5| |5'| + |v?| |5'|).

Putting these two bounds together shows

o^(£„(5)5') -4>.(5)d«5'| < (*3 + «0(151 |V5'| +1*115115'| + 1V5I |5'|)-

Taking the £°°(LP) norm on the terms in V^, Vi;' and du, and the L°° norm on ^ and we get

|4>«(5)-1D»p.5(£„(5)5')||f. (I, ) < Kn 11511/- .̂̂ , 115'IU^,,,,,

where K j depends on cq, the metric on M, J  and j .  □
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Proof of proposition 4.1.3: (cf  [35, p.69]) By hypothesis, D u has a bounded right inverse Qu 

(110.11 <  co). Let ci be the constant from lemma 4.1.6, and let 8 g ]0 ,1 [ be such that q 8  <  1 / 2 c q . 

Then lemma 4.1.6 insures that ||d ^ (^ ) — Du\\ <  \ / 2 cq  if | | ^ | |  <  5. The assumptions o f theorem 

A.4.4 are consequently satisfied (with X  =  Xu, Y =  Ou> f  =  !Fu, xq  =  0 , co =  c  and the same 8). □

4.2 Transversality and right inverse

Before the theorem can be put to good use, it is better to check that the suijectivity of linearized 

operators holds in a reasonnable class of spaces. The discussion will be similar to that o f section 

§A.3. Recall that “M * i s  the space of 7-holomorphic maps Li —> M  that are somewhere 

injective and represent the homology class A1 in H2(M).

Definition 4.2.1: Let Vi G Z ,A‘ G H2(M ,Z), let L,- be Riemann surfaces. The structure 7 will be 

said regular for (A')l€z and (Ef)ieZ if 7  G i\iezJreg(^i,Al) and if the evaluation map:

evz : ¿°°(Z;iW*(A,£;7)) ->■ f ° (Z ;M x M )

(ul)ie z  (ul(zi-oo),ul+1(zi+uo))iez

is transverse to Az =  £°°(Z; A) where A =  {(m, m) C M  x M }. The set of structures satisfying these 

conditions will be written ((E/)/6Z> z) or more simply ^reg(E,,A').

Although from our point of view the almost complex structure is given, it is wise to show that 

structures that are regular are abundant. As the intersection of a countable number o f dense open 

subsets is still a set of the second category, to show that Jreg(Y.i,Al) is of the second category only 

requires the study o f devz-

This would require an adaptation of theorem [35, th 6.3.1] (which insures transversality for 

curves glued according to a finite tree). Z can be seen as an infinite tree, and so the question can 

be asked in general for an infinite tree T o f bounded degree. It might be tempting to proceed as 

follows: take an increasing sequence o f finite subtrees of T, say { ! /} . Thanks to theorem [35, th 

6.3.1] the set of structures for which the evaluation on the tree 7} is transversal is of the second 

category. The intersection of these sets should yield a set of the second category.

In what follows we shall suppose that the structure 7  on M  is regular in the sense of definition 

4.2.1. This hypothesis is not so strong, especially since, in the cases of interest, the ul will be 

a periodic sequence of curves (i.e. 3n G Z>o such that ul =  uJ if  i =  j  mod (n)). Thus the a 

priori infinite condition of definition 4.2.1 are actually finite. Let us assume that each curve ul E 

3f*(A',E,-;7) is such that devo (its evaluation at 0 G L; =  CP1) is suijective. In other words, for 

each curve it is possible to choose an infinitesimal perturbation (which is also 7-holomorphic) in 

such a way that this perturbation displaces ul(0) in any chosen direction (note that we do not make 

any assumption on the effect o f this perturbation at G CP1). Then the evaluation is suijective. 

Indeed, if we are given a infinitesimal displacement at each point of the gluing, making it equal 

to the difference between the displacement of w‘(°°) and of ul+1(0) amounts to solve n equations
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knowing that in each equation we can fix the value of a term (the one coming from the displacement 

of «'(0)). Since it is a finite system (by periodicity) it is solvable. Whence the surjectivity of 

evaluation.

Finally, note that in CP" endowed with its usual structure, these hypotheses hold (at least for 

some A l) since between any two distinct points of CP" there is a line (or a conic).

Let’s define the moduli space

=  {(«')/£Z G r°(Z;5Vf+(A,£;7))|Vi G Z ,u‘(zf> ) =  u'+1(zi+1;0)}.

It is not excluded that the dimension of this space migth be finite. For example, if almost all 

A1 have a trivial first Chem class, it might happen that the dimension of the modular space is 

2n +  2 £ c i(A i). In the present context, we will be interested in a subset of the moduli space when 

E,- =  CP1:

a £ (C )  :=  fM*(Al;J;C) :=  {(«') G fA T ^ E ;  =  CP1; / ) ! <  C,Vt G Z}.

What matters is that transversality o f definition 4.2.1 implies surjectivity of the linearized 

operator even if it is restricted to vector fields who do not alter the intersection property. Recall 

that for u ': E,- —► M,
W ^p =  W l 'p (T.i,u‘*TM)

Lp, =  LP (E,-, A0-1T* E; 0  j  ul*TM).

Given ul : E, —► M, such that u!(zi;0o) =  u'+1 (z,+i;o)> denote by

KiP := e = 5'+1(a+w)} ■

(The evaluation of W1,p sections makes sense since p  >  2.)

Lemma 4.2.2: Suppose J is regular in the sense o f definition 4.2.1, i.e. the operators Dui : W '̂p —> 

LPui are suijective and ev% is transverse, then the operator

D z : W lip -y  x Lp(
“ z  iez  “

(Q )iez  ^  (DuiQ )ie z

is suijective.

Proof. Let T|' G (where i G Z). Each of the Du, being suijective, there exist t,1 G wj,’p such that 

DuiQ =  r|'. Since the evaluation is transverse to the diagonal, choose G Tui9^i*(Al\J) so that

d e v z i iA e z X K 'k z )  =  « '(& .-) ,t '+1fa+ l;o)),€Z €  I;o)) + T (m„m|)A^

where evz is the map defined in 4.2.1, m,- =  u'(zi;0o) =  w'+1(z/+i;o) and A c M x M i s  the diagonal. 

Then — C*)/eZ is an element o f w b p whose image by Duz is also (r|')iez- □  .
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In order to use proposition 4.1.3 we have to describe an approximate solution and show that 

it has bounded right inverse. To do so, two choices are possible: either the method of [35, §10] 

or the one from chapter 3 (if the curves ul are transversal at their point of intersection, so in par

ticular dimRM >  4). The second is of interest since by remark 3.5.1 it could allow to prescribe 

different characteristics of curves (strangling), an idea that will be used again in chapter 5. These 

two situations are dealt with in an identical fashion. The main point is to notice that in the con

structions the approximate solutions differ from the initial curves only in a neighborhood of the 

points of intersection. Similarly, the approximate inverses only differ from a true inverse in those 

neighborhoods.

Suppose that we are trying to use the construction of chapter 3, some problem might arise 

from the fact that a subsequence of {m,} may be arbitrarily close. Modifying the almost complex 

structure 7  would then be a problem. To avoid this, it is again necessary to introduce structures 

which depend on a point of the domain. We will not detail this argument. Furthermore, the 

construction used a reparametrization of one of the curves; here is how what this means in the 

present context.

Suppose we are in the case where Zi-o =  [0 : 1] =  0 and z,-;o» =  [1 : 0] =  «> €  E; =  CP1. Let 

<|>r : CP1 —» CP1 be defined by <tv(z) =  i2 /z- Then, the condition of intersection is ul 0 (^ (0) =  

ui+1(0) =  m,-, and the local expansion in a chart \|r,-: M  —»■ Cm which sends mi to 0 and such that 

(V?7)(0) =  i is

\j/, ou i+1[z : 1] =  af+ i;oz +  C>(|z|2) and \j/t o w*[1 : z] =  Yi'O«' cxj^fz : 1] =  â ooZ + 0 ( \z \2).

The ring A 4/3  2/3 corresponds on E to the z G [1, /-h i]  x S1 such that <|>i o /i,;ri)ri+1 (z) <  rf{\ and to 
ri+ l> ri+ l

the z e  [i +  1,1 +  2] x S1 such that ¡ui+ {;rj+1 >r|+2 (z) <  r f l \ .

The arguments used for the LP norm will be adapted without pain to the £°°(LP) context: in 

this norm there is at most one gluing to consider at a time. It suffices to check that the curves ul 

and the points mt- =  M‘(zi;«,) =  ut+l (zj+i;o) belong to a compact family.

We now transpose the methods of §3.3 to conclude.

Proof o f theorem 4.1.5: With a small deformation the 7-holomorphic curves ul can be modified 

into maps ui;r<>r<+1; this deformation is identical to the one which changes u° into u0,r except it 

takes places at two points of CP1. Thus, the operators Dut, and their inverses, are close to £>„<>,,r1+1. 

The opertor Duz also is also close (in the norm of linear maps £°°(Wl,p) —> t°(LP)) to an operator 

Duz;(rf) where the Dui,ri,ri+l take place of the Dui. It is also suijective and their inverses are close.

We describe the map : '£ —>■ M  (we will write u =  for short in this paragraph) which 

will be an approximate solution, in the sense that ||3/«||£»(£/>) is small, and that Du will have a 

bounded right inverse. It will be defined by composing the maps /¿i;ri,rI+I : [*", 1 +  1] x  5 1 —> Lj with 

the maps u,;n,ri+1 : E,- —> M. Then a (0, l)-form, say T), along u can be cut in pieces to give rise 

to rj' along each u,;r,,r,+1 (by extending by 0, that is in an analogous way as (3.3.3) where r)° and 

Tj1 were obtained from 11). From these tj1, the inverse of Duz,{ri) will give vector fields along the
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ul'ri’n+l, say Q. These vector fields can be glued by a surgery (which copies the definition of in 

(3.3.2)) to get a vector field along u. The computation made in (3.3.4) still works out in an 

identical fashion at each point of intersection. By definition of the t°(LP) norm, this construction 

produces an approximate inverse to Du. By the technique used in (3.3.6), a true bounded inverse is 

then found. This allows the use of proposition 4.1.3 and finishes the proof. □
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Chapter 5 

Spaces of pseudo-holomorphic maps

In this chapter, we give an example of a space of pseudo-holomorphic maps which is of positive 

mean dimension. As before the cylinder will be noted 1  =  1 x 5 *  =  C/2tcZ. We will assume that 

the of curves ul is of finite type (periodic), in the sense that only a finite number of distinct maps 

are described as i runs over Z. The theorem 5.1.3 could also be proven using the gluing introduced 

in [35]. However, in order to prove proposition 5.3.4, it is necessary to have approximate solutions 

which are injective (with a discrete set of exceptions). This is incompatible with an approximate 

solution which is constant on a whole ring.

5.1 Mean dimension and parametrization

In order to speak of mean dimension, we must first state the action of the group. On spaces of 

pseudo-holomorphic maps E —► M, the group of automorphisms of E acts naturally. The action is 

given by reparametrization at the source. For compact Riemann surfaces this does not present much 

interest. However the automorphisms of the plane or the cylinder form a (continuous) amenable 

group. Since chapter 4 establishes gluing to get maps from the cylinder, we will focus on that case. 

Let ‘My. be the space of J-holomorphic maps from the cylinder to (M ,J ). One can then ask if it is 

of positive mean dimension.

This question requires some precision. The first is that the group of automorphisms of the 

cylinder is continuous, so the mean dimnesion is defined according to definition 2.6.2 and not

2.1.4 (which was restricted to countable groups). The second concerns the metric to be used on 

iMz- The topology of uniform convergence on compacts makes the space compact. Thus, for 

u, u1: E —► M, we will use the distance

(5.1.1) rf(By ) =  sup 2-* ap 4W «),«1!!))
k € Z >  o z€[— xS1

which induces an equivalent topology.

This understood, the question possesses two simple affirmative answers. First, suppose there 

exists a pseudo-holomorphic u : CP1 —+ M  or u' : E —► M. Then one can precompose u or u!
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by holomorphic maps E —► CP1 or E —*• E. This would suffice to generate a family of pseudo- 

holomorphic which is sufficiently big. However, they would all have their image contained in the 

image of u or u!.

Furhtermore, we could be tempted to use directly theorem 4.1.5. To do so, suppose there are 

7-holomorphic maps u1 : CP1 —*• M  where i =  1 , ,7V such that ul has a point o f intersection with 

if j  =  i ±  1 mod TV. Being finite, this family gives rise to {m'}i€z  which satisfies the hypothesis 

of theorem 4.1.5 by defining uk =  ul when k =  imo&N (theorem 4.1.5 will again be used on such 

a finite family o f curves). Before gluing those curves {«'} in a cylinder, it is however possible 

to precompose them by an automorphism fixing the two points which links ul to its neighbour in 

the chain, ul~ l and w,+1. Let 9, be these automorphisms fixing zi;o and z,; o the maps {u l o 0,} are 

another family of maps satisfying the hypothesis of theorem 4.1.5. By taking all possible 0,- this 

will give rise to a familly of positive mean dimension. It is unfortunately hard to show that the 

members of this family have disctinct images.

So the question of whether the images of pseudo-holomorphic maps from the cylinder to M  is 

rich remains complete. Indeed, all the curves obtained above could have the same image. It would 

be tempting to introduce a distance on (\Cz, but then the action of the group of automorphisms 

would be trivial on such a distance. Consequently, under hypothesis to be precised, we shall prove 

that there exists a family o f positive mean dimension (and infinite usual dimension), and that if  two 

curves obtained by this process have the same image they differ only by an automorphism.

Here are the hypothesis we shall need. As in the above discussion, we will assume that 

there exists a finite family ul : CP1 —> M  o f 7-holomorphic curves where i €  { 1 , . . .  ,N }  such that 

u'(°°) =  u7(0) when j  =  i +  lm o d N. In order to be able to glue them, the evaluation map ev% 

will be assumed transversal as in 4.2.1. Furthermore, we will suppose one of these curves is 

deformable.

More precisely, for a fixed j  €  { 1 ,2 ,. .  .N }, there exists a point z* € CP1 and a family o fW 1,p 

vector fields along uJ which belong to the kernel o f D uj and such that the map defined by % ■—»■ 

exPi*/(z,)£(z*) is suijective on a neighborhood of m* =  mj (z*). Thus, to x G Tm„M we will associate 

the vector field Xx € KerD uj C W ’̂̂ C P 1, (u^)*TM) such that AT*(z*) = x .  In other words, we need 

to make the hypothesis that the differential of the map given by evaluation at z* is suijective on the 

kernel of Duj.

Remark 5.1.2: Remark that this hypothesis is close the transversality o f the evaluation map in 

definition 4.2.1. Let evj+^z be the evaluation at (ul) in z* when i =  jm odN . To ask that

D z © devj+Nz  : x W^,p —► ( x LPJ) © ( x Tu)+m  ̂ \M) 
i<=Z “ ieZ “ ieZ v ’

is suijective is, given that 7  is already regular in the sense of definition 4.2.1, equivalent to ask 

that the restriction of devuj+m to the subspace KerDuj+Ni be suijective. This condition is naturally 

expressed in the vocabulary o f transversality. Indeed, if in the construction of chapter 4, it is 

required, in addition to the gluings between the curves in the chain, to glue another curve at a point
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z* (e.g. a constant curve), then regularity for this gluing scheme (which obtained from Z as a tree, 

by adding a leaf to the integers j  +  NZ) implies the surjectivity of dev uj+m | Ker0 . This way of
yj-k-Ni

stating the hypothesis indicates that it is not significantly stronger the one made in the preceding 

chapter, particularly for a finite family of curves. For example, it holds for a finite number of 

curves with appropriate intersection in CP" with its usual complex structure.

Finally, in order to remain in the setting o f a compact family of maps {«'}, it will be necessary 

to restrict to a sufficiently small ball Bmm C Tm„M such that for all x £ Bmm the curves exp^X* form 

a compact family.

Theorem 5.1.3: Let (M ,J) be an almost-complex manifold. Let be a finite family

of J-holomorphic curves u‘ : CP1 —► M such that u'(°o) =  id (0) when j  =  i +  1 mod A/". Suppose 

that J is regular in the sense o f definition 4.2.1 and that u-* is deformable. Let z* £  CP1 \  (0  ’ °°} 

be a marked point and let m* =  «7(z*) £ M be its image. Suppose that the curves are uniformly 

transverse. There exists c and R £  M>0 such that for any sequence {r;} satisfying rsup =  sup r,- <  R, 

the exists a neighborhood VmM ofm * such that for all sequence o f points {m^}fcez in Vm* there exists 

a J-holomorphic cylinder u : £  —> M satisfying the following properties:

R1 -u  passes by the prescribed points, i.e.

u(zk,*) =  mk,

where Zk,* =  Hj+Nk\rj+Nk,rJ+Nk+l (z*)>
R2 - the behaviour of u near the gluing points is as follows:

r?
V z  e  (<|)1 o f l i- r t,rl + l ) ~ l { A  2 / 3 ( ° ° ) } ,  X I/.O U O ^ J  0 W ;r(>r ( Z) =  +  1;0 - ^  +  0 ( r l + £ )

r i + h ' i + l

and Vz £ M7+l;ri+l,ri+2{An+urfl\ (° )} . Vi °  u ° m i;r ,+1,r1+2(z) =  ai+l;0Z +  a « ; c o +  0 (rl+ e)

where Ar,n  (zo) =  Bn (zo) \  Bn (zo), and : M  —► Cm is a local chart that maps m,- to 0 and such 

that ( v ? / ) ( 0 ) = / 0.
R3 - u is close to the curves u' (or exp ujX if  it is the deformable curve):

VZ e  M^,ri+1 (Ei)> ¿M(u(n)(z),ul(tH;rhn+1 (z))) <  c ( r ^ £ +  8/)

where 8,- =  m*) i f  i =  j  +  kN and 8,- =  0 else.

(The maps Mi;n,rl+l are the same as the one introduced in §4.1.)

5.2 Local inversion

As before we are trying to find a solution to an equation containing a non linear term by an 

implicit function theorem. However, in addition to dju =  0, we have to satisfy a sequence of 

punctual constraints. As we shall see these will not have a significative impact on the argments. In

85

M1, . . .

dM(mk,m*) i f i  =  j



order to describe the situation, note zt,* the marked points on the cylinder E (they will be chosen 

to be equal to Mj+ N k;rj+Nk,rj+Nk+l (z*) later on), and let ev* : <Mi_ —+ £°°(Z;M) be the evaluation map 

at these points Zk;*- Even if ev* takes value in M, we are in a situation where only the curve u and 

its perturbation by a vector field will intervene.

Since we need the vector fields to be o f £°° norm smaller than the injectivity radius so that the 

evaluation of expû  makes sense, it is better to see the target space of ev* as a product of balls in

the tangent plane. Let T z;*M =  x Tutz..\M , the elements w G T z;*M will sometime be written as
i'eZ

w =  (wi)iez-
This understood, ev* defined in a neighborhood of u takes values in Tz;*M. This is actually a 

linear map if  we look at the neighborhood o f u as given by vector fields along u. The equations to 

solve are dju =  0 and ev*u =  w for some w  G Tz ;* M . This said, it remains to use theorem A.4.4. 

Proposition 5.2.1: Let E be the cylinder and let p  >  2. Vco, 38 >  0 such that for any volume 

form dvolz on E induced by the /ii;ri,r,+i (cf- Figure 4.1), any continuous map u and such that du G 

£°°(Lp)(TE,w*TM), aii^o G t° (W 1’P)('L,u*TM), andallTu : r°(Z /)(E , A0’1 ®ju*TM) © T Z)*M ->■ 

r°(W 1̂ )(E,«*TM ) © T Z;*M satisfying

Sp{dvolz) co, | | d u c o ,  — 8>

DuTu =  1, ll^ull — co,

Ild /C exp^o))!!^^) <  | | ^ o f e ) - w , | |^  <  g~

there exists a unique £, such that

5/(exp«(5o +  5)) =  0, +  =  w*> ll  ̂+  ̂ o | | ^ i , P )< 5 ,

<  2co(||d/(expu(£ o ))||^ (Ii.) +  l ^ o f e )  - w * | | ^ ) .

Proof. We proceed in the same fashion as in the proof of theorem 4.1.3. Let c\ be the con

stant of lemma 4.1.6, and let 8 g]0, 1[ be such that c i5  <  \ / 2 cq . Then lemma 4.1.6 insures that 

||d ^ (^ ) — -Dm|| <  l/2 co  when ||^|| <  8. The map ev* : U —*■ (Tm„M)z is defined for U C Xu the 

open set of vector fields whose £°° norm is less than the injectivity radius. With these notations, 

dev* (2;) =  dev*(0), and no estimate on the second derivative is required.

Theorem A.4.4 will be used with the following notations: w is an element of (TW„M)Z con

tained in the image of ev*,

X =  Xu, Y =  % ® (T mtM )z , f =  (Fu,e v * -w ) , x0 =  0, c0 =  c

and with 8 the minimum of the 8 above and of the real number 8' such that ||4IIl- êss than the 

injectivity radius of de M. Note that dfx — dfXQ is bounded since by lemma 4.1.6 and as dev*(£) =  

dev*(0). □

In order to prove theorem 5.1.3, the approximate solution to /  =  0 must be made and the oper

ator D u © ev* must be shown to have a bounded right inverse. Let us go back to Duz © evy+#z- In 

chapter 4, it was important that, under the hypothesis o f the regularity of J, the map Duz possesses
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a bounded right inverse (for the t° (L p) and £°°(Wl,p) norms). Call this inverse Quz. Let us show 

that this allows us to construct an inverse to Duz © devj+^z-

Lemma 5.2.2: Under the hypothesis discussed in remark 5.1.2, a bounded inverse to Duz © 

devj+Nx exists.

Proof. The hypothesis was designed so that, for the structure J  given, devuj |Ke D . is suijective on
uJ

T T h u s  there exists a map qj : Tuj ^ M  —► KerDuj such that devuj o qj — Id. This map is

bounded since its domain is finite dimensional. Let us introduce (Tm„A/)z =  x Tuj+m(z \M. Recall
ieZ *

that uj+Nl — u) and wJ(z+) =  m*. Thus, the map

q : (Tm,M )z -> KerDuj+m

which reproduce qj on each factor is bounded from t° { \ ■ |) —*• t° {W l'p) where | • | denotes a 

norm on Tuj(Zt)M and t° ( \ ■ |) is the supremum of these norm on the product. Let rj £  and 

w G (Tm,M )z , define T : Z/z © (Tm,M )z  — W 1/  by

T(r\,w) =  QuzTl +  q ( w -  devuJ+NZQuzT)).

Since Duzq =  0, DuzT(r\,w) =  T) and devuJ+NzT(r\,w) =  w. T is the required right inverse to 

Duz © devuj+Nz. □

The following proof is a small modification of the proof of theorem 4.1.5.

Proof of theorem 5.1.3: We start by describing the approximate solution : E —► M. The

points z*,k will be chosen a posteriori as they will depend on the parameters (r,). This dependance 

could certainly be avoided by perturbing again the approximate solution, but this would require 

unnecessary estimates. As described at the end of chapter 4, û n^ Wk̂  will be defined by composing 

the maps ¡J.̂ ri,ri+l " [*’, i+ 1 ]  -> E,- with Mi;r,’r,+1 : E,- —► M  if  i ^  j  modN. When i =  j  +N k, we 

will firts deform uJ by the vector field XWk in a map expujXWk, before it is deformed into the a map 

uJ<rjSj+i :Zj —+ M  (those are the small W l'p defomations defined similarly to u0,r from u° in §3.3).

The (0, l)-form r) along u will be splitted into rj1 along the w';r,’r,+1 by extending with 0 where 

it is not defined. From these t|', we obtain the vector fields along the ui;ri,r'+1 thanks to the inverse 

of Duz;(r,) © devj+NZ- The will have the property that Dui,ri,rl+] Q =  rj* and that if i =  j  +  Nk then 

=  0. To obtain a vector field along u, it remains to glue these fields as in §3.3 and

in the proof of theorem 4.1.5. Indeed, if  the (77) are sufficiently small so that the point z* will not 

be contained in the region where the gluing of the vector fields take place, this method gives a 

^(r‘);(^) which is 0 at certain poinis, which means that the curve displaced by this vector field will 

take the prescribed value.

The points zt,* are determined only at this step. First, the (r,-) are chosen so as to satisfy the 

constraints mentionned so far but also so that theorem 4.1.5 applies. Then, we fix

Zk;* ~  Vj+Mk\rj+Nk,rJ+Nk+l (z*)'
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Thus, ^ n^ Wk\zk;*) =  0. Furthermore, the computation of (3.3.4) remains identical. This con

struction is an exact inverse for ev*. It also an approximate inverse to Du (for the t°(LP) norm) 

since the (/-,•) have been so chosen. Consequently, this is an approximate inverse for Du © ev*. The 

proper inverse is then obtained and proposition 5.2.1 applies to yield theorem 5.1.3. □

5.3 Non-triviality

What theorem 5.1.3 allows is the existence of a family o f pseudo-holomorphic maps which can 

be parametrzed as follows. Note by : x B —>■ M z the map obtained by theorem 5.1.3. In 

a neighborhood Vm„ of a point m* =  u7(z*) the map (w/.)) : £  —► M  is characterized by the

value it takes at z tt*- In order to alleviate notations, it is possible to choose the to be all equal since 

the constraints they must satitsfy are finite. When r,- =  r, we write for short %:(w) — ^ ,((r,); (w *)). 

This choice also gives that Zk\* is the point zo;* translated by iNk. This understood, for fixed r, the 

maps obtained by theoreme 5.1.3 are characterized by =  exp^vv^ G Vmt.

5.3.a M ean dimension. Thus to a sequence {w*} of vectors in a small ball Bmt around 

Tm„M we can associate a curve. The distance (5.1.1) between curves associated to {w*} and {w^} 

is bounded from below by

d'{w,w') - sup 2 -l*l 11 Wfc wk 11.

If on B^, the metric d' above is used, %;: —> iVfe does not reduces the distances. Furthermore, 

Z acts on B^  by shifting and this action is (up to some identification) equivariant if  Z is seen as a 

subgroup of the automorphisms of the cylinder (by translation). More precisely, since deformations 

only happen on the curve amongst the N  curves which form the chain, the shift of an integer in 

B will correspond to the translation by iN on the cylinder (here £  =  C /27tZ ).

The mean dimension of (Tm„M)2 for the topology induced by d' (this is the product topology) 

and the action of Z is dimTm„M =  dimM. To see this, take the F0lner sequence £2,- =  [—/,/] HZ. 

Then,

where ||-|| is the norm coming from Tm,M  and \|/,(£) is the distance o f k to the interval [—i, i], i.e. 

\(fi(k) =  0 if k €  [—z‘,i] and ^i(k) =  max(|£: — z|, \k +  i\) otherwise. Since dimfim, =  dimTm„M =  

dim M, the bound

wdim (2?z t , d 'a .) <  dimM( 1 +  2i +  2 flog2 e ] ) 

is obtained by mapping B%t —» -S|̂ ,I_log2 8,1+1082ê nZ. Whence

u id im (tf^ , Z) <  g n  dimM( 1 + 2 i +  2 [log2e] ) /(2 i +  1) =  dimM
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On the other hand, for £ sufficiently small wdi me ||-||) =  dimM (cf. 1.2.5). For that same, e, 

(B^m,d 'a ,) will contain isometrically , ^"(H-1|)). Lemma 1.2.6 indicates that

w d im ( S ^ ,^ )  >  dim M (l +  2i)

which implies the opposite inequality.

Thus, theorem 5.1.3 gives a map ^  which does not reduce distances, equivariant for the sub

group iNZ whose co-volume is 2nN. As a consequence of lemma 2.6.4, radimfMz > dimM/2%N. 

The next corollary summarizes this result.

Corollary 5.3.1: If there exists an almost complez structure J and a family of curves ul satisfying 

the hypothesis o f 5.1.2, then the mean dimension of M z for the action of the automorphism group 

of the cylinder is at least dimM /2nN >  0.

5.3.b Simple maps. Before we look at curves obtained by ^  which possess the same 

image, we make a digression to show that a careful choice of parameters allows us to show that the 

map u does not factorize by a quotient of the cylinder. Recall that ur,w is the approximate solution 

constructed in order to obtain % (w). The map Mr;0 is periodic, in the sense that it factorizes as 

un0 : £  -»  L /iN Z  - ►  M.

Lemma 5.3.2: Let u : £  —>■ M be a pseudo-holomorphic map sufficiently C° close to a map uq : 

£  —*• M which is iNZ-periodic. Let <)>:£—►£ '  and u' : £' —> M be such that u =  u' o§. Then <|) 

is periodic: it is the quotient o f the cylinder by a discrete subgroup (without fixed points) o f the 

automorphisms ofL.

Proof. Let w G £' then <()_1 (w) C Pw '■= u~l (u'(w)). Pw is contained in a ball and its translates. Let 

Bw C E /iZ  such that Bw :=  n tt(5p(z)) where p =  \\u — «ollco and tc : E —> E //Z  is the projection
Ẑ Pw

on the torus. In particular, <()— 1 (>v) C %~1(BW).

We wish to show that <j) is periodic. In order to avoid an accumulation, the number of elements 

of (|)-1 (w) in a component of Bw has to be bounded. Let

IXtk — i ) x - k  — j , x  +  k +  5[©]R/27iZ,

where j € K  and k e  Z>o, a piece of the cylinder containing 2k +  1 connected components of 

it~1(BW). We wish to construct a 7-holomorphic map which associates to w G £' the mean of its 

preimages.

In order to do so, let us first describe this for a proper and non-constant holomorphic function 

/  : U —► £ ; where U C £ . A problem might occur at critical points of / .  However, locally is 

f (z )  =  ajz?1 +  0(z^+1), there exists a function g such that /  =  gd and g'(0) 7  ̂0. In particular, g is

invertible. Furthermore, f ( z ) =  w g(z) G {x|jc  ̂ =  w}. Thus, if h(z) =  L  aj ^  is a polynomial
j>o

and g~1 (x)i =  Y,k>o the local expansion of g, the sum of the values of h on the preimages of
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w will be written as

E *(*) = E h ( z ) =  E E ^ 7
zG/-1(w) z£g—  ̂(w1/̂ ) ZEg—  ̂ ^

= Ea/E E b i * £  = E E a j d b j , d k w k
j >  0 A>Oxewl/d j>O k>0

and is a holomorphic function of w.

In the case o f interest to us, when <)> is restricted to Ix;k, the function which takes the sum of 

the premiages is well-defined. Let Fx;̂ (w) =  <f>|j ;[(vv)- Let : £ ' —> £ / i'Z be the sequence of 

function given by

'taM  = ¿¡rr I
ze^Cw)

In a neighborhood of w these function are holomorphic. However they present some discontinuities 

when moving w makes point o f the preimage <j>-1 (w) leave or enter IXyk- In particular, \|V,A: is 

holomorphic in a neighborhood of w whose size is bounded from below (by the distance from Bw 

to the boundary of Ix>k)- Furthermore, Since the are holomorphic outside these jumps, it is 

possible to extract convergent subsequences for each x. Note that the size of these discontinuities 

is bounded by K\ /k  for some K\ G R>o- This bound enables to get that, for all k,

\x — x!\
Iy** -  w * l < k 2 ~ ~ .

We start by choosing a sequence of points {w, } o f Y' which is dense (but as the do not present 

jumps near w, it would suffice to take a sufficiently small net). Next choose a subsequence { n ^ }  

for which y Wl jc converges. Then this subsequence { « ^ }  is refined again in another subsequence 

{n^+1 }̂ which makes converge. The sequence {n ^  } will make all the V|fWi;n converge to

holomorphic functions. Furthermore, the difference between the jumps tends to 0, thus the limit of 

these sequence will not depend on the point w,- chosen. Denote this limit by this is the desired 

averaging function.

The map \|/o<)>:£—> L //Z  has the property that |\j/o<})(z) — k ( z ) | <  p since the two points belong 

to Bw. If p is less than the injectivity radius of E, this enables to define a function f (z )  =  \|f o <j)(z) — 

7i(z) G C which extends to X  and is bounded. Consequently, 3c G C such that y  o <j)(z) =  z +  c in 

£ / i'Z. In particular, (|) is a covering map.

Hence Yl is a quotient o f C by a discrete subgroup without fixed points o f the automorphism 

group of C. This subgroup necessarily contains translations, and thus, contains only translations. 

Since the fundamental group of Yl is abelian, the covering map <}>: E —■» Yf is the quotient by some 

group action. □

By taking Bmt smaller if necessary, lemma 5.3.2 can be aplied to curves obtained by 

Suppose that u =  %;(w) can be written w =  u! o <|>, where <|) : £ —► £ '  is a quotient map by a discrete 

subgroup without fixed points.
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These subgroups of the automorphisms of possess at most a finite generator (of

the form 2%/n where n €  Z) and an infinite generator (if it possesses an imaginairy part). This is 

seen by looking at the corresponding discrete subgroup without fixed point of automorphisms of 

C, i.e. which is a lattice of rank 1 or 2.

£  =  C/27tZ

Thus, if <|) is the quotient by an infinite subgroup, then there exists c g C \ K  such that u(z +  

c) =  u(z). Let n : <C —» <C/(2n:Z©iAfZ), for all 8 there exists an integer nc(8) suchthat7t(nc(8)c) <  

8. In other words, if u is periodic, the w* must be almost periodic: w* — w^+„c <  p +  0 (8 ) (where 

p =  0 (r 1+e) is the distance from u =  ^ .((w *)) to the approximate solution ur;(w*)). For r is 

sufficiently small and one of the wk is apart from the others, u will not be periodic.

Suppose now that (j) is a finite quotient map. Consider a segment 4  =  i [fc, k +  1 ] © M/27tZ where 

u is close to the map uk. u is again periodic, but this time in the sense that there exists c £ R  such 

that u(z +  c) =  u(z). Note that /Jk;rk,rk+l (z )  Mk;rk,rM  (z +  c) will correspond to an automorphism 

(f)' of CP1 which fixes 0 and °°. Hence uk o <|>'(z) — uk(z) <  p for zE  Ht,rk,rk+X (h)- Consequently if  

one of the curves uk is simple and its image is not contained in a small neighborhood, that is of 

size O(p) =  0 (r 1+e). Thus if a curve is of positive energy, this situation cannot happen.

Recall that a map u : E —> M  is said simple if when u =  u' o <|> where (j): E —> and u! :Y! —* M 

then <|> is a degree 1 covering map o f Riemann surfaces (an automorphism). The previous discussion 

can be summarized as follows.

Corollary 5.3 .3 : If for ak  £  { 1 , . . . ,  N }, uk is a simple curve o f positive energy, there exists a ball 

and a ro such that for all r <  ro and for all w 6  ) o f  which a coordinate is at distance

at least j^DiamBmt from the others, u =  ^ .(w ) is a simple map from E to M.

5.3.C Distinct images. Another interesting property of this family of 7-holomorphic 

applications resides in the fact that, under appropriate hypothesis, two curves obtained from 

have the same image only if they differ by an automorphism.

Proposition 5.3.4: Let ul where i =  1 ,. . .  ,7V such that there exists ro and Bmt c  Tm,M  such 

that Vr <  ro and Vw <E the number o f points where ur;w is not injective is finite. Then

there exists r\ <  ro and C €  K>o such that for all r <  r\ and all vvi,W2 €  £°°(Bmt) such that 

11«^ - « ^ l l c o  <  C n , i f  u\ =  %;{yvi) and u2 =  ^ ( 1̂ 2) possess the same image then they differ 

by the precomposition o f an automorphism.

Proof. Introduce

r  =  { (Z 1 ,Z 2 )  C E X E |«i(zi) =  U2 (Z 2 ) } -

This is an analytic set (cf. [44, proposition 5 and its remark]), which is moreover complex, and, 

since the two curves have same image, o f (complex) dimension 1. Note p(r) =  0 ( r ,+e) the max

imum of the C° distances between ur,Wk and u/c =  ^ (w *). Choose r\ so that # 4P(r) (ur,Wk(z)) fl 

ur'-wk(e ) be isomorphic to discs for all r <  r\. Next, take C so that Cri <  4p(ri) — 2p(r) (for 

example C =  2 p (ri)/r i). Then, ||«i(z) — «2(z)|lco <  2p(r) +C ri <  4p(ri).
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Let A C I  x  E be the diagonal and let Up A a p-neighborhood of the latter. Then T is close to 

A' =  Uzez  (A +  z +  iNTL) where Z is the set o f points where the unWk are not injective and A +  c is a 

short notation for the diagonal translated along one of its factors in the product (i.e. the set of pairs 

(z +  c ,z )). These choices made, T is contained in a neighborhood of these translated diagonals,

^4p(ri)A .
The map s : (z i,z i)  (z i,z 2 — zi) is an isomorphism of Z x £  on itself which sends the 

neighborhood Up A on £  x Dp (where Dp is the disc of radius p). Let %k '■ T —»■ £  be the projections 

on each factors. Given that the curves have the same image, these maps are suijective. Thus, 

o j (r )  C £  and %2 ^ ( r )  C Dp. Let To be a connected component of T; this is a closed analytic 

complex set of dimension 1. So is ¿(To) which is contained in £  x £>4p(ri). This analytic set lifts 

to a subset of C x D 4p(n ). Describing this set by equations with holomorphic coefficients, one 

sees that the coefficient must be constant. Consequently this is a line. Thus, To is contained in 

a translate of the diagonal; in other words for zi €  TCi(ro), « i(z i) =  u2{z\ H-c). As Tti(ro) is £  

(note that by the uniqueness of the extension of 7-holomorphic maps, it would suffice to have it 

non empty), this means that u\(z) =  u2(z +  c). □

There is a natural action of C on the maps £  —► M  which is given by translation at the source. 

For a fixed r (less than the r\ above), identifying all the curves given by theorem 5.1.3 which have 

the same image will not reduce the dimension significantly.

Indeed, let I : CMz —+ T(M ) be defined by taking the image of curve, I(u) =  « (£). C acts by 

reparametrisation on i^(vv); this leads us to look at the quotient f̂ c(£0°(Z;J?mi)) /C . Proposition

5.3.4 insures us that I  is locally injective on the quotient.

In order to construct a family of curve with different images, it might also be possible to 

proceed differently. For example, in the case a single gluing, remark 3.5.1 indicates that letting 

the parameter vary gives curves of different images. However, it is not possible to obtain this 

result directly from the implicit function theorem. Indeed, if at a point the parameter is r,-, the true 

solution obtained by proposition 4.1.3 is a perturbation in the t° (W l'p) norm o f the order of sup ri. 

It is also difficult to introduce a measure of the strangling which can be defined on a curve u which 

is of class W l,p. For these reasons, evaluation at a point have been used.
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Appendix A 

/-holomorphic curves

This appendix contains the basic definitions and concepts needed to deal with 7-holomorphic 

curves. Then we briefly summarize properties of the operator dj, describe its linearisation and 

discuss its suijectivity. We will only lightly get into this subject; it is suggested to read [35], [34], 

[2], [21] and some of the references therein to see it treated in all due details. We follow the 

exposition contained in McDuff-Salamon.

A .l Basic structures

Definition A.1.1: An almost symplectic form on 2n dimensional manifold is a non degenerate 

2-form CD. If it is closed, it is called symplectic.

Whether the form is symplectic or almost symplectic, it will be denoted CD, and since this is 

not the main object of interest here, closedness will not be necessary.

Definition A.1.2: Let M  be a manifold of even dimension. An almost complex structure J  on M  

is a section of the vector bundles of the endomorphisms of the tangent plane, that is Jm e  End7^,M, 

such that, on each fiber, the endomorphism is an anti-involution: =  — H.

J is said tamed by co if Vv 6 TM, v 7  ̂0 co(v, Jv) >  0.

If co(Jv,Jw) =  co(v,w), then J  is said compatible with co.

Remark A. 1.3: The (almost) symplectic structure will come in handy to have a special metric 

associated to J. As soon as J  is tamed by co, a riemannian metric can be associated to these two 

elements by

(A. 1.4) g j(v ,w ) := (v,w)7 :=  i(co(v,7w ) +  co(w,7v)).

If furthermore, J  and (D are compatible, this expression is equal to co(w,Jv).

The almost complex structure enables us to see the tangent bundle as a complex vector bundle; 

(a +  ib)v =  av +  bJv.
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Definition A.1.5: A map <|> : (M ,J ) —► (M ',J') between two almost complex manifold will be 

called (7, /^-holomorphic if its differential dtj)(jc) : TXM —* T§(X)M' is a linear map between com

plex vector spaces, i.e. ckf)(;t) o J(x) =  7'(<|>(jt)) od{)(jc).

7  is said integrable if  it comes from a complex structure on M.

Remark A. 1.6: Integrability of 7  is equivalent to the existence of an atlas of (7, i')-holomorphic 

charts, where i is the standard complex structure on C".

In dimension 2, any almost complex manifold is complex. This result is often presented as a 

consequence of a theorem which characterize integrable structures as those for which the Nijenhuis 

tensor vanishes; [37] or [9, §2]. The Nijenhuis tensor of 7  is defined as

N j(X ,Y) =  [JX,JY] -  J[JX,Y] -  J[X,JY} -  [X,Y].

Since N j(X ,JX ) =  0, and that in dimension 2 the pair (X,JX) is pointwise a basis of the tangent 

plane, it always vanishes. An elementary proof of the integrability of almost complex surfaces can 

be found in [34, §4.2]. Another reference on the topic is [26, §9 and app.8].

Definition A. 1.7: A 7-holomorphic curve (or map) is a (y,7)-holomorphic map u : £  —► M  where 

£  is a Riemann surface endowed with its complex structure j .

7-holomorphic curves are taken as parametrized. Let « : I - » A í b e a  7-holomorphic curve, the 

condition du o j  =  J o du is more convenient written as the equation

d/(u) :=  ^(dt +  J o  d io  j ) =  0.

In fact, the 1-form dj(u) G Í20,1(£, w*TM) is nothing else than the antilinear complex part (with 

respect to the structure of complex vector bundle defined by 7) of the differential du.

In order to clarify the meaning o f this equation, we will express this operator in a local chart. 

Let u : M2 —* R2n, j  =  ( i ~q ) and 7 : R2" —► GL(2n,M.) such that J(w)2 =  — H. Then du can be 

written as ^ d s4- |fdt. Since dso j  =  —dt and df o j  =  ds,

(A. 1.8) 3ju =  i  +  A « ) | )  * +  \  ( - A « ) |  + 1 )  <*•

It suffices to notice that the coefficient (with value in R2”) o f the factor df is —7 times the coefficient 

in front of ds. Thus

(A.1.9) dju =  0 ^  + J ( u ) ~  =  0;

in other words, this is a first-order non-linear equation. If 7  is the constant structure, then it can 

always be taken to be the standard structure thanks to a change of variables. Write 7  =  Jo =  ( j ~q ) , 

and let / ,  g : R2 —* R2" be such that u =  f  +  Jg and that they are identically zero on the n last 

coordinates, i.e. V& €  {n +  1 , . . . ,  2n} ,fk  — gk =  0 (this corresponds to functions taking real value), 

then the previous condition can be rewritten as the usual Cauchy-Riemann equations:

df  . , j^S dg d f dg d f dg
&+y¥+/S - y = 0 ̂ S = a and ¥ = “S'
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A.2 Linearisation of dj

As non-linear operators are hard to deal with, we will be lead to look at an approximation by a 

linear operator at a given curve. To do so introduce the moduli space ÍVÍ (A, £ ; / )  o f 7-holomorphic 

curves representing the homology class A G H2(M, Z). This is a subset of $  C C°°(A,E,M), the 

space of all smooth maps u : £  —► M  which represent A. When it seen as a differential manifold (of 

infinite dimension), the tangent plane to (B at u is the space of vector fields ^(z) G TW(Z)M along w, 

i.e. TU(B =  u*TM). Let’s consider the vector bundle £  on ® whose fiber at u is the space

‘Eu =  £20,1 (E, u*TM) of (0, l)-forms with value in u*TM. Then dj gives rise to a section of this 

bundle by associating to u the pair S(u) =  (u,dju). The moduli space Í^Í(A,E;7) is the zero locus 

of this section.

Some curves will however be avoided in this moduli space. A 7-holomorphic curve m : E —► M  

will be called simple if there does not exist a covering map <j): L —► £' of degree >  1, such that u =  

u' o <|) for another 7-holomorphic map u' : Hi —* M. As we shall not consider structures depending 

on the point at the source, some properties are only true for simple curves. The moduli space of 

simple curves Í^Í*(A,E;7) is defined as the intersection of 5Vi(A,L;7) with *B*, the open set of $  

given by maps that are somewhere injective.

The linearised operator at a 7-holomorphic u is usually obtained by considering a part of the 

differential of the section S mentionned above (see [35, §3.1]). However, we will mostly need it 

for curves that are not 7-holomorphic. In that case, we must choose a connection which preserves 

the complex structure 7 so that the fibers of *E are invariant by parallel transport.

Remark A.2.1: When V7 =  0, where V is the Levi-Civita connection induced by the metric de

fined in (A. 1.4), 7  is integrable. To see this, one can use [X,y] =  VyX — in the definition of 

Nj and realise that some terms cancel out as soon as 7 is parallel for V. Consequently, V7 =  0 is 

a very restrictive condition and we will often need to choose another connection V for which 7 is 

parallel

A section G £20,1 (E, u^TM) of T, along a curve R —► ‘B : X 1—► u\ is said parallel with respect 

to a connection V on TM  if the vector field X ► a^(z;C) € TUx(z)M along the curve X —► ux(z) 

is parallel for all C, G Tz£. Furthermore, if £(X) G is a vector field along a curve ux in

means its covariant derivative. The (linear complex) connection which will be used is 

defined by

VvX =  VvX -  ^7(V v7)Z, 

where V is the connection induced by gj. For this new connection, the metric and the almost
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complex structure are parallel:

( y vg)(X ,Y )) =  ±(g(J(VvJ )X ,Y )+ g (X ,J (V vJ)Y ))

=  ~ ^ (g((V vJ )J X ,Y )+ g (J X ,(V vJ)Y) =  0

(vvj)(x) =vv(yz)-yvvx
=  V v(JX) -  \J (V vJ )J X -J V vX  +  \JJ(WVJ)X  

=  Vv(JX) -  (Vv7)X -  JVvX  =  0,

where X ,Y  £  £2°(E,TM), v £  TM. To conclude the first computation, the identity g((VJ)Z,Y) +  

g(Z, (VJ)Y) =  0 is used. It can be obtained by differentiating g(JZ,Y) +  g(Z,JY) =  0, a relation 

that g =  g j satisfies by definition, see (A. 1.4). As for the second, one can use the fact that 7(VJ) +  

(V7)7 =  0 by differentiating J2 =  — H. However, the torsion of this connection is not zero; it is 

related to the Nijenhuis tensor.

Let £, £ Cl°(L,u*TM) be a vector field, and let, for ||^||L-  less than the injectivity radius of 

M, <£«(2;) : u*TM —» expu(^)*TM be the isomorphism of complex vector bundles given by parallel 

transport along the geodesics s i—► expu(z)(s£,(z)) (with respect to V). Let

7u'. i2°(E,u*TM) -  n °-1(L,u*TAf)

% •"* ^ «(^ )_13/(expH(^)).

Its differential at 0 is the linearisation of the operator dj at u; it will be denoted or Du when 

there is no ambiguity on the almost complex structure.

Proposition A.2.3: ([35, prop 3.1.1] ) Let u : E —> M be a smooth map, and let DIU be the operator 

defined by
D i:  £2°(E, m*TM) - ►  ^ ( E ^ T M )

£ i ► d^M(0)^,

tben Vi; £  i2°(E, w*TM),

d H =  i(v^+y(u)oV4oy) -Iy(a)o(V5y)(K)o3,K.

Proof. Define the path M —+ C°°(E,M) by A, i—► u\ expM(A4). Since i>M(X^)iTu(X^) =  djux and 

that <i>„(X4) represent parallel transport along the geodesics A i—► ux(z), Du can then be written as:

da =i^m\x=0 
= v * y ,« 4 =0 
= x=0
=  }  \  <&X -  ( V ^ x7)d u u )] |x=0

= i(v^+y(«)v^-) -  iy(u)(v4/)ayM,
the last inequality holds since V is without torsion, and thus for any smooth

map w  : K2 —> Ai. Taking w(A,,r) =  w\(z(f)) and c\z(t) =  V £  TE yields

Vĝk̂ xOOIâ o =  =  v 3vAwk=o =  Vv^- □
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the last inequality holds since V is without torsion, and thus V ^o^w  =  V^w<\vv for any smooth

map w  : R2 —> M. Taking w>(A,,f) =  ux(z(t)) and o\z(t) =  V £ TE yields

Vĝk̂ xOOIâ o =  v a^w4Hx=o =  v 3vAwk=o =  Vv -̂

(A.2.2)
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A.3 Surjectivity of Du

Another important aspect that has to be checked in order to apply a Newton(-Picard) method is 

the existence of an (right) inverse for the linearised operator. In this section, the arguments and 

hypothesis that enable to show the existence of this operator will not be explained in full details, 

these can be found in [35].

First, even if we assumed so far that u was a smooth map, the definition of (and that of 

Du) can be extended to the case where u is of class Wk,p, for k >  1 and p  >  2. Thus ^  is a map 

between the completions (with respect to the Sobolev norms):

? u : Wk'p(Z,M) -»• A°’lT*Z®ju*TM).

Note that fFu has the same degree of differentiability as 7. It is a good moment to mention an 

important property of 7-holomorphic maps (elliptic regularity):

Proposition A.3.1: (cf. [35, prop 3.1.9] ) Suppose thatJ is an almost complex structure o f class 

Cl, where I >  1. Ifu : E —► M is J-holomorphic of class W l,p, where p>2, then u is o f class Wl+l'p, 

and in particular u EC 1. Moreover, i f  J is smooth the u is also smooth.

Furthermore, proposition A.2.3 shows that Du is a real linear Cauchy-Riemann operator (cf 

[25] and [35, §C.l]), and consequently that this is a Fredholm operator (i.e. its image is closed, 

and its kernel and cokemel are finite dimensional). Its Fredholm index (the difference between the 

dimension of the kernel and of the cokemel) is stable under perturbation compact of order 0, and 

thanks to the Riemann-Roch theorem it is equal to

Ind Du =  n(2 -  2 g) +  2cx (u*TM)

where g is the genus of E. As for c\(u*TM), the first Chem class of the induced bundle u*TM, 

it is important to note that it does not depend on 7. This comes from the fact that the space of 

almost complex strucutre tamed by 03, denoted by co), is contractible. Thus, two structures

7, 7' E  Jk(M,co) give rise to isomorphic complex vector bundles since ( M ,  co) is path connected. 

The Chem classes c, (TM) are consequently independent of J. This argument is also valid for the 

space of almost complex structures compatible with co, co).

The index formula can also be deduced upon noticing that the order 0 part in Du is a compact 

perturbation. In particular it is negligible from the point of view of the index. The principal part (of 

order 1) of Du defines a complex linear Cauchy-Riemann operator, and thus a holomorphic struc

ture on the bundle u*TM. The index is then the Euler characteristic of the Dolbeault cohomology 

and is given by the Riemann-Roch formula.

It remains to be shown that i^f*(A,E;7) is a manifold o f the “appropriate” dimension:

dimi^i’*(A,E;7) =  n(2 — 2g) +  2c\(u*TM)

for a generic 7. For this result to hold, a sufficiently big space o f almost complex structures J  

must be taken into account. This is actually true for any open space of smooth almost complex
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structures (endowed with the C°° topology), e.g. or JC{M, co). J 1 will denote the space of

such structures but that are only I times differentiable.

One of the key remarks is that the universal moduli space of simple curves iW*(A, £;_?*) =  

{(w ,7)|7 G J l,u G is a Banach manifold for I sufficiently large. Furthermore, the

projection % : iM*(A,E;Jl) —► J 1 is a Fredholm operator since its differential at (w,7) is essentially 

Du. In particular, it possesses the same index ans is suijective precisely when D u is. Using the 

implicit function theorem (since we are in a Banach manifold), !M*(A,E;J) is indeed a manifold 

(of finite dimension) whose tangent space at u is the kernel of Du when 7 is a regular value of n. 

Thanks to the Sard-Smale theorem [45] the set of these regular values is of the second category in 

J 1. In conclusion, M*(A,E;J) is of the “appropriate” dimension for a generic 7  in J 1.

Taubes gave an argument which allows us to pass to smooth structures: the space of simple 

7-holomorphic curves is the reunion o f a countable set of compacts, for each of which the set of 

regular 7 is an open set, and consequently the set of regular 7  is the countable intersection of open 

sets. It remains to be shown that these open sets are dense. Here is a summary of the results we 

shall use:

Definition A.3.2: Let £  be a compact Riemann surface and let A G H2(M, Z) a homology class. 

An almost complex structure 7  is said regular (with respect to A and £) if  the linear operator D u is 

suijective for all u G tM *(A,E\J). Jreg(E,A) will denote the set of 7  G J  regular with respect to A 

and E

Theorem A.3.3: ([35, thm 3.1.5]) Let 3  =  % {M, co) or Jd(M, co), Let E be a Riemann surface, and 

let A G H 2(M, Z) ne a homology class. If J  G Jreg(L,A) then !M*(A,E;J) is a (oriented) smooth 

manifold o f dimension n(2 — 2g) 4- 2ci (A) where g is the genus ofE  and ci (A) :=  (ci (TM ), A) i f  

the evaluation o f A on the first Chem class ofTM . Furthermore, the set Jreg(E, A) is o f the second 

category in J, i.e. it is a countable intersection o f open dense sets in J .

In the chapter 3, it will be necessary to look at a pair o f curves S2 =  CP1 —> M  passing through 

a same point; 0 G S2 denotes [0,1] G CP1, whereas G S2 is [1,0] G CP1. Shorten M (A ,S 2;J) by 

fW(A;7).

Definition A.3.4: Let A0, A 1 G H2(M, Z), the structure 7 will be said regular for (A0, A 1) and S2 

if 7 G Jreg(S2,A0) fl Jreg(S2,A 1) and the evaluation map

ev: iM*(A°;J) x  iW*(A1;7) -+ M x M

0u0,u l ) (u ° (0 )y (0 ) )

is transverse to the diagonal. The set of structures satisfying these conditions will be written

Jreg(S2,A0’1).

The intersection of two sets of the second category being of the second category, showing that 

the set jJreg(S2,A0,1) is of the second category only requires the study of dev. Again, If the set of 

7-holomorphic structures considered J  is big enough, this map will actually be suijective (cf. [35, 

th 6.3.1]).
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Proposition A.3.5: For a generic J, the evaluation map is transverse to the diagonal. In particular, 

IJreg(S2,A0'1) is a set o f the second category in J . Furthermore, the moduli space

CA{*(A0’l ;J) =  { ( » V 1) e  M *{A°\J) x fW*(A1;7)|«°(0) =  ^ (O )}

is a manifold o f Unite dimension 2n +  2c \ (A0 +  A 1).

Intuitively, the dimension of the moduli space can be found by taking the sum of the dimension 

of !\C*(A°;J) and 9vi*{Ax\J), minus 2n since the condition u°(0) =  u1 (0) represents 2n equations. 

From now on, a compact subset

M*(C) := M*{A°'l ;J;C) :=  {(m0,« 1) €  M*(A°'l ;J)\||di*||L- <  C,h =  0 ou 1}

will be considered.

Before we finish these reminders, let us show that transversality in the sense of definition 

A.3.4, implies suijectivity of an operator which will be o f importance later on. For u : £  —»M, let

Wu'p = W 1'P(L,u*TM)

Lp =LP(ZtA°'lrT*I.<8>ju*TM)

Given w°, u1 : £  —* M, such that u°(0) =  u1 (0), denote

w $  := { ( ^ )  e w y  X w y  |$°(0) =  ^ ( 0 ) } .

For the evaluation of sections W l,p to make sense, it is necessary that p > 2.

Lemma A.3.6: Suppose ev is transverse to the diagonal. The operator

A>,i: W jg t j x i '

Iff A ')

is surjective when D uo and D ui are.

Proof. Let t |A €  LP̂  (where h =  0,1). Each of the D uh being suijective, there exists 

that D uĥ h =  r\h. Since the evaluation is transverse to the diagonal, choose e  Tuh9vi*(Ah\J) so 

that

<M«V)(C0,i1) = (C°(o),i;l(o))
where ev(u,u!) is the map defined in A.3.4, mo =  m°(0) =  w^O) and A C M  x M  is the diagonal. 

Then ( ^ °  —  —  £ ! )  is an element o f whose image by £ > 0,1 is also ( t | ° , t | 1 ) .  □

A.4 Implicit function theorem.

In order to obtain a solution to a non-linear problem, we will construct an approximate solution 

and then deform it to an actual solution using an implicit function theorem. This section sketches 

the method that yield this theorem (following [35, §A.3 and §3.5]).
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Let X and Y be two Banach spaces and /  : X —*■ Y a map o f class C1. For all x G X, the 

differential of / ,  denoted dfx : X —> Y, is defined by

y * f r ) - R /(r+e? ~ / w -

In this linearisation of /  at x is bijective, its inverse df ~ x is also a continuous linear map (by the 

Banach-Schauder or open mapping theorem). The first step to get to the implicit function theorem 

is a lemma on maps y : X  —»X whose differential is close to identity. We will often write Br(x;X) 

the ball of radius r centered at x in X, this will be shortened to Br(x) when there is no ambiguity 

on the space X  and to Br when x =  0.

Lemma A.4.1: Let y <  1 and R be real positive numbers, let X  be a Banach space, let xq  g  X  

and let : B r ( x q )  —► X  be a map such that Vx G B r ( x q ) ,  || H — cty(x) || <  y. Then \|/ is injective 

and sends B r ( x o) in an open set so that B ( i_ y ) R ( \ |/(xo )) C  w ( B r ( x o ) )  C  ^n -w iffC xo )- Furthermore, 

\jr-1 : \ \ t ( B r ( x o ) )  —>■ B r ( x o )  is differentiable and d ( y  ̂ -y =

Theorem A.4.2: L etX  and Y be two Banach spaces, le tU  d X  an open subset, and let f  :U  —*• Y 

be differentiable o f  continuous differential. Let xo G U and suppose that dfXQ : X  —* Y is bijective. 

Then there exists an open set Uq<ZU around x q  such that the restriction o f f  to Uq is injective, that 

Vo C / ( i /o )  is open, that / -1 \Vq —*Uq has continuous differential, and that Vy G Vo>d(/~1)y =  

(4/y-i(j,))-1 . Thus if  f  is o f class Cl, so is / -1 .

The statement of the implicit function theorem in Banach spaces requires the notion of regular 

value and Fredholm map. Recall that a map between Banach spaces /  : X —> Y is Fredholm if  

Vx €  X, its differential at x (the linear operator dfx) is a Fredholm operator. That is, dfx is of closed 

image, and of finite dimensional kernel and cokemel. Since the index of a Fredholm operator D, 

indD =  dimKerD — dim Coker D, is invariant under small perturbations o f D, the index of dfx is 

independent o f the choice of x; it will subsequently be denoted ind/ .

Whether a map is Fredholm or not, a y  G Y is said to be a regular value for /  if Vx G / -1 (y) 

the differential dfx possesses a right inverse. A crude description of the implicit function theorem 

could say that / -1 (y) is a (Banach) manifold when y  is a regular value and that for Fredholm maps 

it is of dimension equal to the index of / .

Theorem A.4.3: Let X  and Y be Banach spaces, let U C X be an open set and I G Z>o be a 

positive integer. If  f  :U  —> Y is o f class Cl and y is a regular value o f f ,  then 96  =  f ~ l (j) C X is 

a (Banach) manifold of class Cl and its tangent space atx  G WC is the kernel o f the differential atx, 

i.e. Vx G iM,TxiM =  Kerdfx. In particular, when f  is a Fredholm map, iVf is o f finite dimension, 

dim !M =  ind / .

A quantitative version of this theorem will be of use. In particular, this version is can be used 

to show the qualitative result above. To do so, we first describe theorem A.4.3 in an analytical 

language. Take y =  0 and recall that if D =  df^  possesses a right inverse, i.e. a Q : Y —> X such 

that DQ  =  lly, then it is suijective. The existence of this inverse Q is equivalent to the existence 

of a decomposition of X as X =  KerD © Im g. In other words, the (non-linear) space o f solutions
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to the equation /(x )  = 0  ressembles to the kernel of D close to xo- To say that the kernel o f D is 

the tangent plane at xo expresses the fact that there is a function (J): KerD —> X  such that ctyo =  0 

and for all x sufficiently close to xo, 3H, G KerD satisfying x =  xo +  £ +  Thus, the problem

reduces to that of finding a solution to f(x \  + 1|) =  0 where x\ =  xo +  ̂  and t| G Im Q, only knowing 

that / ( x i )  is “close” to 0 (that is without supposing that the solution xo is known). The theorem 

that follows insures us of the existence of such a solution to / (x )  =  0 in jq +  Im<2 when f { x i) is 

small.

Theorem A.4.4: L etX  and Y be two Banach spaces, le tU  C X be an open set, and let f  :U  —»■ Y 

be a continously differentiable map. Letxo GU be such thatD =  dfXQ :X  —► F is suijective and has 

a right inverse Q :Y  —► X (a bounded linear map). Suppose there exists 8 and c two real positive 

numbers such that ||<2|| <  c, Bg(xo;X) C U andVx G B^(xo'X), ||d/t — D|| <  1 /2c. Suppose these 

exists x i €  2?s/g(xo;X) such that ||/(x i) || <  8 /4 c, then there exists xG  B&(xo;X) such that

f ix )  — 0, x -x iG lm < 2 , ei | |x - x i | |  <  2 c | | / ( x i ) | | .

This is the statement of the implicit function that will be used in chapters 3, 4 and 5.
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Appendix B 

Elliptic analysis a la Taubes

This appendix contains an adaptation of Taubes “toolbox” [47] in dimension 2. The aim of this 

adaptation was to attempt to prove a Runge theorem for 7-holomorphic curves under quite strong 

assumptions. The heuristic idea can be found in Donaldson’s paper [8]. Given a 7-holomorphic 

map /o : D  —► M  from a disc to an almost-complex manifold (M ,7), it is always possible to extend 

it by a C°° map /  : S2 —*■ M  defined on the sphere and identical to the former when restricted to 

a compact subset of the disc. There is a set H, presumably quite large, where this map is not 7- 

holomorphic. In order to get an holomorphic map from this one, the idea is to change the definition 

of the function on small discs. On these discs one would lilce to replace it by a 7-holomorphic map 

having a behaviour on the boundary of the disc close to that o f the rough C°° extension of / .

In an almost-complex manifold (M ,7), the idea is to proceed as follows. Let us be at a point 

where d j(f) ^  0, and let us consider local charts at the source and the image so that the almost 

complex structure induces the endomorphism i on C”. The rough extension /  can be written as

f(z )  =  az +  bz. +  0 ([z |2). It is o f course impossible to approximate this by a holomorphic map.
_2

However, suppose there is a 7-holomorphic function g such that g(z) =  az +  b y  + o ( |z |)  around 

|z| =  r. This is a possible approximation of az +  bz when |z| ~  r. The strategy is to graft g to f  

along this circle, and to repeat this operation until the set of points where f  is not 7-holomorphic is 

small. Chapter 3 shows in particular that under certain conditions a function with local expansion 

similar to that of g can be obtained.

There a some differences between the case of instantons (on the sphere) and the 7-holomorphic 

problem: the non-linearity is quadratic in the former, whereas it does not seem to have any partic

ular behaviour in the latter. The scenario is closer to that of anti-self-dual metrics in dimension 4, 

studied by Taubes in [47]; it is also easier as we are dealing with a first order equation rather than 

one of order 2 and the symmetry group is finite dimensional rather than infinite dimensional.

The goal is to solve the non-linear equation d jf  =  0. To do so, we look at the linearization. In 

our case, this is a linear elliptic operator. But Taubes’ norm prove to be useful through their clever 

use of the Laplacian. For example, in [47, §5], even if the linearization is not elliptic, the method 

still applies.
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The approach discussed in chapter A cannot be used in this situation. Here are a few reasons. 

First, suijectivity of the linearization is not guaranteed, the problem would need to be solved up 

to the kernel. Second, LP norms are not convenient: an arbitrarily large number of graftings will 

happen in a given region. In particular Sobolev’s constant sp is no longer bounded. Third, the 

LP norm of dw is not bounded. Indeed on each disc where a surgery occurs, this norm increases 

by a quantity which is a priori significative and the number of these surgeries is not bounded. 

This seems to indicate that new norms are required ; norms which depend on a sup rather than an 

integral over the whole surface. Unfortunately, Taubes’ norm do not behave as nicely in dimension

2 than in higher dimensions: Green’s kernel has a logarithmic singularity, the bound obtained in 

theorem B.5.3 contains a logarithm which becomes a constant in higher dimension. The aim of 

this appendix is to put forth the appearance of this logarithmic term.

B .l Definitions and properties of the norms

We start by recalling the following lemma.

Lem ma B.1.1: Let E >  0 and rj €  C°°(V) be given. 3ci >  0 such that there exists an unique 

u € (n EL2(V )) r\W 2’2(V) satisfying V*Vm =  n^T]. Moreover, u E C°°(V) and

||Vu | | | ! + £ | | u | |1 ,< ( 1  +  9 - ) | / '  (u,ti) .
£* | JM

As said above Sobolev norms are unfortunately not appropriate for our problem. Still it is 

important to have norms which take into account the pointwise behaviour of maps. The first norms 

we introduce look like an L°° norm but applied to the inverse of the Laplacian (the convolution with 

Green’s kernel).

Definition B.1.2: Let p e ]0 ,e - 1 [. Let x  e  M, Bp(x) be the open ball of radius p centered at x. 

Define

IN I. = s“£ l“ M I ,xeM

=  / ,  ihCA*,?)- 1 )Ky)1*  xeM J Bp (x)

r r  o 11/2 
IMl2*>P = /  . .in(<*(*>:y) l ) \ u(y)\ ¿v,F xeM lJBp(x)

IM L ° lP =  IM L  +  llv «ll2*,P

These norms will not be sufficient for our needs, a seminorm L l will arise naturally; it can 

be seen as an “integration by parts” norm: although derivatives do not appear explicitly, they are 

nevertheless measured in it. A parenthesis is necessary for their introduction.

Denote by 5(T *Z ® V ) C C°°(T*E<g) V) the subset of elements of L° norm equal to 1. Fur

thermore, given local charts around x, then for p sufficiently small, Bp(x) identifies to an usual
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ball of R2. In these coordinates, a section of T*M2 can be written as a map M2 —+■ R2. Next, no

tice that maps from the circle R2 D S1 —» R 2 extend to maps independent o f the radial coordinate 

R2 \  {0} - ►  R 2. Last, denote by T =  { /  e  C ^ . R 2)! | | / | | l2 =  1}.

Definition B.1.3: Let p e ]0 ,e -1 [ be less than the injectivity radius, the seminorm L x associated 

to u e  C°°(V)

||M|| 1 =  sup sup sup f  (v^ ® u) (y)fy 
^ ’p xeMveS(T*z®v)<t>erJBp(x) d {x ,y )

and enters in the definition of the following two norms:

I M L , p =  I M L ° >p +  IIV u I L i ,p >

I M ! # , p =  llMll2*,p  +  llu I L i , p -

We begin with elementary properties of these norms.

Proposition B.1.4: Suppose that p e]0, e~ l [.

a. ||^ ||* ,p  <  lk | |2%)p ||&||2*,p

b- IMIl I(SpW) ^  l^ p rM M L .p  IMIl2(bpW) <  | l n p r 1/2|MI2*)P-

c. Ifk G  R > i and i f  X denotes *,2*, L ° ,L l ,L , a n d J { then ||-||X)P <  IHIx.jtp ^ ^ 2 ll'llx,P

d. The norm L° is submultiplicative: ||v<g> Hlx°,p <  llv|Lo,P IMLo)P.

Proof. The first of these properties is a direct consequence of Holder’s inequality.

Whereas the second one follows from

llMllii(BpW) -  i ln Pl_1 /  . J ^ M I I ln Pl4v <  l l n p r 1 f  |«(y)||lnJ(x,y)|c^;
J B p{x) J B p{x)

the I?  case being identical.

As for the third, the norms *,2*, ou L l are obtained by the sup of integrals on balls, the ratio 

of areas allows us to bound the integral taken on a large ball by those computed on smaller balls. 

Since the L°, L, are Of combinations of *, 2*, L l , or L°° norms, the inequality also holds.

The last property is again a simple calculation:

||v®w|Lo,P ^  IM Il- I H I l-  +  I|Vv ® w + v ® v w ||2, jP

< IMIl~ H I l~ +  IIVv ®HI2*)P +  IIv® Vh,II2*,p

<  IM I l-  \\M \l -  +  llV v ll2*,P I M I l -  +  IM Il~  II v H I2*,p

<  l|v|lxo,p lk llxo ,p  D

Before we move on to the estimates these norms enable to find, the following lemma describes 

the difference between Green’s kernel for the Laplacian (with a singularity at x) and the function 

Ind(x, -)-1 .

105



Lem ma B.1.5: Given x G £ , let G(x, •) : C°°(£ \  {x}) be Green’s function for V* V + 1  : C°° (£) —>• 

C°°(£). 3c2 €  M>o depending on the diameter ofL  such that

|G(x,-) +  (27c)_1 ln(d(x,-))| <  c2 |d (x ,-)2 ln(</(*r)|

\VG(x,-) +  (2nd(x,-))~lVd(x,-)\ <  c2 \d(x,-)ln(d(x,-)\

|V*VG(x,-)| <  c2d(x,-)~2.

Proof For this proof, it is recommended to (re)read the important results on Green’s function; 

we cite [1, ch4 §2.1-§2.3]. Start by writing the Laplacian for a function depending only on polar 

(geodesic) coordinates (cf. [1, 4.9]):

V<|>(r) =  <t>" +  +  4/SHn

where g is the metric; an useful bound of the term where it plays a role is <^ln-y/fg| <  K \r  for 

K\ €  K>o. see [1, thm 1.53]. Let f ( r ) : R>o —> [0,1] be a smooth function which is 0 if r >  injradE 

and equal to 1 when r <  injradE/2. Furthermore, take r — d(x,y) and define the parametrix

H (*,y) =  - {2 x )~ l f{r)\n r.

A direct calculation shows that

AyH(x, y) =  f"{r)  In r +  f  (r) r~ 1 (2 +  In r) +  ( /  (r) In r +  f ( r )r ~ 1 )^- In y/\g\.

Thanks to the bound on the last term and since f '(r )  =  f"(r) =  0 when r <  injradE/2, there exists 

a constant K2 (depending on the injectivity radius and the choice o f f )  such that

|V*(jc,y)|<*2.

This said, the first inequality follows from equation [1, (4.17)]; let r i(x ,y )  =  —&yH (x,y), let 

r i+i =  /EdwZ(z)r*(.r,z)ri(z,30 and let Fk(x,y) be defined by AyF(x,y) =  r k(x,y) -  ( /z dvo/)_1. 

With these notations, Vfc €  N>2,

G(x, y) =  H  (x, y) +  f^ v o l (z)T ,• (x, z)H (z, y) +  Fk+! (x, y ) .

The term i =  1 will have the most singular behaviour at 0. However, since r i(x ,y )  =  —AyH(x,y) 

is bounded and since H(x,y) is essentially a logarithm of the distance, a positive real number K-$ 

which depends on the diameter exists so that

^J^dvol(z)ri(x,z)H(z,y) <  K^r2 |ln r |.

The estimations of the derivatives are obtained likewise. □
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B.2 Estimation on the solutions of 5*8« =  %.

Let V and W be vector bundles on £  having the same dimension. Let 8 : C°°(V) —* (^ (W )  be 

an elliptical operator of order 1. Let a  G Hom(T*£,Hom(V,W)) the symbol of 8, defined by the 

relation 8 =  aV  + 1, where I G Hom(V, W) is the term of order 0. Ellipticity of 8 means that o(z) 

is an isomorphism when z^ O .  Moreover, if  o* is the symbol of 8*, the following relation will be 

assumed: Vz G T*£,a*(z)a(z) =  |z|2Idy.

Fix E >  0 and p G]0,e- 1 [, the latter being small. Suppose that % G C°°(V) is orthogonal 

to eigenspaces corresponding to small eigenvalues of the Laplacian, i.e. (1 — TIe )X — 0- It will 

frequently be decomposed as:

X =  q +  b\Vb2

where b2 is a section of a vector bundle Y —> M, b\ a section of C°°(Hom(y <g>T*,V)), and q G 

C“ (V).

Proposition B.2.1: LetE, p, 3c3(Diam£) andc4(voZ£,Diam£) two real positive numbers so that 

given % =  q +  b\Vb2 as above and for u G n£C°°(V’) the unique solution to 8*8u — %, then

(a) N L «,p  <  C3(P_1| lnp| IMIz,2 +  ||<?||*)P +  ||^i II^H^p)- 

If moreover (1 — IT e )% — 0

ip) ||m |L «,p  <  c 4 ( l  +  P ~ 4 | l n p |£ ' _ 1 )(||<3,||* iP +  ||^ i |lx o ,p  l l ^ l l ^ p ) -

Proof. Introduce a smooth function a  : [0,°°) —► [0,1] equal to 1 on [0,1] and 0 on [2,°°). For a 

fixed x, this function enables to define a function which is constant on Bp (jc) and with support in 

B2p(x):

o-xiy) = a ( p _1i/(x,>>)).

The equality

V *V \u\2 =  2 («, V*Vu)g -  2 1 Vu|2

allows, together with

8* 8«  =  V*Vu + o'Vu+Ru

which comes from the relation a*( )a ( ) =  |-|2 satisfied by the symbol a  of 8, to write (u, 8*8u)g =  

<“ >%)* as

^ (V * V  |« |2 +  |u|2) +  |V « |2 +  (u ,g 'V u ) +  (^u,Ru — =  («,% )•

Both sides of this equality are then multiplied by a ,x(-)G(x, •) then integrated over £. Here is what

107



the first term gives:

jU ,(-)G (x ,-)(V * V  |„ ( .) |2 +  |“ |2)

=  j a ( x ,  )(V *V \u\2 + |„|2) -  j f  (1 -  <x,())G(*, -)(V*V|U|2 +  |„|2)

=  l“W |2- / ( l - a , ( . ) ) G ( * , . ) K -)|2 - J  ( l -a ,( .) )G (x ,- )V *V K .) |2 

=  luW I2 -  j f ( l  -  M -))G (x ,•) |u(-)|2 -  jf |« (-)j2V-V[(l -  at (.))G(x, •)].

Thanks to B.1.5, for a constant ci, \V * V [ ( l -a x(y))G(x,y)}\ is bounded above by Kip  2 |Inp| 

when y  €  5 2p(*) v  Bp (x) and zero elsewhere. It then follows that

\u(x)\2+ [  \Vu(-)\2ln (d (x ,r l )
• ' » p M

< |u W |2 +  f |Vu( )|2a ,(  )G(i, .)

f ( l - a x(.))G(Ar, ) K -)|2 +  p - 2 |lnp| /  K  )|2
£ »̂ Apt2p

+K 3 [  («(-)|2 l n ( ^ ( j c , /  a z(-)G(jc,-)N|VM|
«/£2p  ̂52p

+X ^ ’)<?(*>•)

The sup of the left-hand term on x E M  bounds  ̂IMI^o p; thus in order to bound the right-hand 

term, a factor of ||M||X0 p will always have to be removed. We proceed differently for each of the 

five term on the right-hand side of (B.2.2).

First term. The integrand is of support in L \  S p(jc), a rough bound allows us to rewrite it in a 

shape close to that of the second term, that is,

j f  (  1 -  < * , ( - ) ) G ( * ,  ■ )  w - ) | 2 <  I M f e  11(1 -  « » ( - » e t c ,  . ) l l t . ,

and, since ||(1 — a x(-))G(;t, •)!!/,- <  |lnp|, this term is bounded if we wish to show (a) by 

AT51 Inp| ||u||L.  \\u \\L2 (K5 depends on DiamL and vol'L). As for the bound that gives ( b ) ,  the work 

is to be done as in the tratment o f the second term. We immediatly explain how.

Second term. To obtain (a), it suffices to notice that ||« 11̂,2̂  ) <  \Z3np |[m||x,~- Thus, the 

first and second term are bounded by (K$ +  \/37tp_1)| lnp| ||«||£~ ||u||i 2.

However, in order to get ( b ) ,  we first write, thanks to B. 1.1,

\\u \\2L2 <  c i E ~ l J^(u,x) <ty-

That last term, after decomposing % and integration by parts, is bounded by

fz (u,x) <  IMIl- (IMIh +  II'V b i11* H M l O  + 1|Vm ||L2 ||fci||L- W n W #

Covering E by K^p~2 balls, where K$ is function of the volume o f E, the LP norms are bounded by 

Taubes norm:

ll l l i i  <  K s P _ 2 l|- IU 1p 

IM Il?  <  V ^ P “ ' I l ' l L . p
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|u « |2 +  f  |VK(.)|2ln(d(x,-)-‘ )
J b p (x)

< |« W |2 +  f  |Vu(.)|2a ,(.)G (;v )

'■( l-a ,( .) )G (A :,.)K -) |2 + p - 2 |lnp| [ K -)|2

+K 3 [  |u(-)|2 ln(<i(x,-)_1)-4-.K4 [  a.x(-)G(x, •) |u| |Vm| 
JB2p J B2p

+ f B a x(-)G(x,-) (u,x)^j



p_2 |lnp| \\u\\2L2 <  ATóp-4  |lnp | £ _1 | | u | | x o  (||^||*)P +  ||*i ||¿o)P IIM 2*,p)

Third term. This one is bounded quite simply, as the singularity is integrable:

[  \u(-)\2\n(d(x, -)” 1) <  8p2 |lnp| ||«||2.  <  8p2 |lnp| ||m||2 0 
J &2p

This term is thus destined to disappear: for p small enough, it can be substracted to both sides of 

the inequality.

Fourth term. As the preceding one, this term will only be negligible for p small. We bound it

by
Í  ctx(-)G(x, •) |m| |Vm| <  ||w ||L„  ||Vm ||2 j  (a x(-)G (x,-))2/\n {d{x , -)_ 1 )

J b 2 p J b 2 p

</sT7p2|lnp| ||u||L.  ||V«||2+>p 

< t f 7p2|ln p ||M |20 ,

where Kq does not depend on the gluing map since Ŝ P ||G(x, - ) / 1 Ind(x, -)l IIl“(b2pO)) ^  (27t)_1 +  

4c2p2|ln2p|.

Last term. First decompose % =  q -f b\ • Vb2. The part containing q is bounded simply thanks 

to lemma B.1.5 by c2 ||u||¿- \\q|[*)P. The rest requires more care. First we intergrate by parts:

f  a x(-)G(x,-)(u,x) = ~ f  \a-x{-)G(x,-)((Vu,bi-b2) Jr{u ,V b \-b 1))
J b 29 J&2p L

+ (d (ax(-)G(x,-))<8)M,¿i -b2) .

Apart from the last term, lemma B.1.5 and proposition B.1.4 (||a&||*p <  ||a||2*)P ||*||2*iP) allows us 

to bound this by

¿ •2 lM lx o,p \\b i\\  L ° , p  11*2 II 2*,p •

As for the ultimate remaining term, we again use lemma B.1.5 to bound the difference between 

d(a.x(-)G(x, •)) and (2%)~ld(x,-)Vd(x,-). However, <(> :=  Vd(x, •) e  C°°(Sl ;R2) whence we find the 

following bound for this remaining term:

* ( I M L o |P ||*l|lx°,p 11̂ 2112*.p +  ||w *S> ¿*1 HxiO p ||*2 Hx1 ,p)

Using B.1.4 yields:

f  a x(-)G(x,-)(u,x) < * N L o >p||M ¿ o iPM r f >p
JB2p

The bounds found for the five terms enables (when 2X7 p2| lnp| <  1 /2  so that the third and fourth 

do not weigth on the right-hand side) to show that

M l i . , p  <  ct  I I h I L o j ,  ( 1  +  p - 4  | l n p | £ - 1) ( l l « l l . , p  +  11*1 I U . ,p  l l f c l k p ) .  □

Finally, these inequalities give
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When 8 is without order 0 term, if T| G C°°(W) and u G W1,2(V) are related by

8« =  T|,

The results o f B .2 .1 apply using that 8*8u =  8*rj. Indeed, since 8* =  —a*V +  Z*, it suffices to take 

q =  /*r| b\ =  —a* and ¿2 =  T| so as to have the following corollary.

Corollary B.2.3: Let p be a small positive number and E >  0. Let C4 >  0 as above, i f  r| G C°°(W) 

and u G Il£'C00(V) are so that 8u =  rj, then

IM L o >p <  c3(p _1| inp| ||«||L2 +  ||t||U)P i h i i ^ p) <  c4( i + p - 6£ - 1) |h i |^ ) .

If r| =  0, it is still possible to get a bound on the norm of u, using standard results.

Lem ma B.2.4: Vfc G N 3C5,* such that G C°°(V) and  ̂G Ker8, i.e. 8^ =  0, then

II vn ik-<c„ ll l̂b.

B.3 Estimating the X1 norm.

We will now try to get information on the equation S*T| =  %, with 8* elliptic and again the decom

position of % as q +  b\Vb2 -

Lemma B.3.1: Let p g]0, 1 [ be sufficiently small, 3C(, >  0 such that i f  8*t| =  % then

I h l L i . p  ^  ^ 6 ( l k l L , p  +  I l n p |  11*1 ||x o)P \ \ b 2 \ \x tp +  | l n p |  | | r | | |2* iP)

The proof being far from obvious, it requires a preparatory lemma and a few extra notations. 

We first describe a test function which will be multiplied to the equation 8*t| =  % in order to 

conclude by integration by parts.

Let Vo and Wfo be vector spaces o f equal dimensions and let a  G Hom(R2,Hom(Vo, Wo)) be 

such that <Jo(z) is an isomorphism VO ^ z G  R2. Recall that a* E Hom(R2,Hom(Wo, Vo)), thus for 

z G R2, CJo(z)ao(z) G End(Vo). Suppose further that Go(z)oo(z) =  |z|2Id.

Let Vo be the euclidean covariant derivative in R2, then 80 =  Oo(Vo) is an elliptic operator of 

order 1 on R 2 which sends maps with value in Vo to maps with value in Wq. Similarly, it sends 

sections o f (Vo ® Wo) on sections o f (Wo ® Wo).

Finally, since Wo is an Euclidean vector space, End (Wo) identifies to (Wo® Wo), and 1 G 

(Wo ® Wo) will mean identity as an endomorphism.

Lem ma B.3.2: Let y  G C°°(51), be seen as function on R 2 \  {0} which is radially constant. 

3fi G C°°(Vb ® Wo) 151 unique (seen as a section independent o f the norm) and t2 a constant such 

that for s( ) =  ii (-) +  2̂ In | * |

X ( * \  V 0 1  
0 '  '  =

and, for cj a universal constant

1̂ 21 +  ||il|li,~(5l) +  11̂ 11̂ 3,2(51) <  C7 ||v ||£2(51)
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pp(-) =  K \ €  Hom(W0, Vo)
\y -p \

Let y =  y/\y\. Let Yz,(y) =  J o i* ) ^ * ) ^  t>e a section of Wo on K2 \  {O }. Then t2 =

<*S(y)VL(y) =  ^  J^OQ(x)\\f(x)dic is an element of Vo- Let ^  =  V -  Vl- A formal solution to the 

equation can be written as

* t a W + *  /  5 ^ 3 * 2 2 *
J r 2 \ y - p \ 2 |y|

Let t\(p )  be the expression corresponding to the integral. If p  — p /  \p\ and by making a change of 

variables y —► \p\y, it appears that t\ (p) =  t\ (p). Consequently, if it converges, the integral defines 

a section on the circle. Let us now write y  in polar coordinates (|y |,y), then

[  Go($ )V n ($)<& =  f  [  CoOOwGO^J S\ J S\ J Si

=  <JoC?)vCP)4P- f Si^K  ( X , 0 * ^ )'t' ^ cK)  ^

=  0 .

Whence, using og(5> -  p/\y\) =  og(5>) -  O o (p )/\y \,

h(p) = f  . ^  ,2qoCP-p/|y|)wCP)d|y|dP
jR2 \y - p \

=  /  ]—7 ^ (< * o (y )w (y )  -oS (p )w C P )/b l)d |y |4P
J R  Iy  p |

=  [ .  1 -^-^ ^ oC y)w (y)d |y |d p +  !  -— L -Ta£(-/>)\|/iv(y)d|;y|dy.
7 R 2 |y - p |  J R i\y -p \

Thus, the second integral is convergent. There remains to show that the first also converges. The 

eventuality of divergence could come from large values of |y|. Choose p  such that \p\ =  1, when 

|y| >  1, the expansion

b’- p | - J = b’r 2(i + 0',p>/ty| + |p|2/l3’l2)*1 = b'|-2( i+ o (b -r1)) 

enables to write

/ 1 , 1 ^  ,2Go(y)w(y)d|y|dy = [  J y r^ S C ^ w C P ^ y ld ?  
yR2\ 5 x(0) \y — p\ JR2^.Bi(0 )

+ fi , ®(M-1)lyrlooC?)wCP)d|y|dp-

Integrating first on the angular coordinate, the first integral is shown to be zero, whereas the second 

converges. Thus we conclude that the integral t\ (p) is also convergent.

The promised bounds on the norms of these function remain to be found.

1*21 <  ( 2 r c ) - 1  K I I l 2(51) I M I l 2(S1) ^  K 2 I I V | I l 2(51) •

Proof. The operator 80 has a (Green’s) kernel defined by
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As for t \ , it satisfies a first order ordinary differential equation, the norm of its derivative is bounded 

by that of \\f (the difference between \|/ and \|/at is bounded by ||yIIz,2(s1))- Thus,

llV il IIl2(5‘ ) ^  K 2 IIYIIl2(S,) •

By compactness of J 1, ||fi||L~(5i) <  K3 IM Ii2^,) and consequently ||ii||£2(5i) <  y/2xK3 llvIL2̂ ) -

□
Proof o f lemma B.3.1: Let x  e  £  be fixed, and p <  injradE. We will work in a Gaussian coordi

nate system around jc. The metric that comes up in the evaluations o f the norms will be replaced

by an euclidean metric: indeed, the expressions /  and [  (v»<l|®w)g do not differ by
JBp(0) I'1* *  JBp(x)

much, the ratio between an euclidean metric and the metric of E is a power of (1 +  p2). Since 

||v||L-  =  1 and ||<|)||L2(i5i\ <  1, this difference is bounded by K \p2 Hv̂ ||2+ p where K\ is the absolute 

value of p-2  /p P r- 2 ( ( l  +  r2)* — l)  | ln r |- 1rdr.

Gaussian coordinates give a local trivialization of the cotangent bundle T*|fip(*) by associating 

it to the cotangent bundle o f Bp(0) C M2. We write the local coordinates of the latter as dy,-, i =  I 

or 2 ,and let v =  £v,-<g> dy,-. In a similar fashion, a local trivialisation o f V \ b p (x )  and W |b p(x) o v e r  

fip(0) x Vo and Bp(0) x Wo. where Vo =  V\x and Wo =  W\x, is given by these local coordinates.

Consider now Oq =  g|* where a  is the principal symbol of the operator 5. Then 80 =  Go (Vo) 

is defined as in lemma B.3.2. This lemma applies on the components ((>1 and <|>2 of <|) to give two 

functions i i  and s2. Let s  be the section (in coordinates) of V \ b (>(x )  defined by

5  =  S \ <8> Vi + S 2 & V 2 .

Multiplying both sides o f the equation 8*r| =  % by 7xs  (where yx is the cutoff function introduced 

before), an integration by parts reveals

(B.3.3) f  (5 (a ^ ),r i) =  f  {axs,%)
J b 2p(x) 8 J b 2p(x) 8

Decomposing 8 =  80 +  d(x, )8', yields

Ss =  J2(So5,-) <8> vf +  5 2 if <g> 8v 4- d(x, •) ® vf.

Thus the left-hand side of (B.3.3) can be rewritten as

f <8<0ts)̂ > = /  «8ax)s,n)s+f fcjfeil)
JB2p(x) 8 JAp,2p(x) 8 JB 2p(x)\ 1 /  g

+  [  (oc,i<8>8v,T|) +  /  (a^i/(x,-)8'i® v,ri)
JB2p(x) 8 J b 2p(x) 8

In other words, the term we are interested in is

/  = [  (a.Xs , x ) g - [  . .(@a*)s,r\)g +
JB2p(x) \  1 * £  /  g J b 2p(x) 8 JAp<2p{x) 8

- [  (aJci ® 8v,ri) -  f  {axd(x,-)S's<g>v,r[) .
J b 2 p(x) 8 JB2p(x) 8
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Recall that =  fi,i(•) -t-f2)i In | • |- The last three terms are bounded as follows:

I f  , ( <(&*,)»,T1>, <  K3 ||v ||L.  (k 2 ||i,I |t .  | |n l l i i (B!p)
|-Mp>2p(jO

+ K21 I n P I  |*21 1!T| I l2 * ,2 p  )

/  (0 *i® Sv.ti)^ <  K2 ||fi||L-  ||Vv||L2 (B2p) ||tl||L2 (J52p)
\J B 2p(x)

+ K i 1*21 ||V v ||2+i2p ||t i | |2*,2p

I f  (axd(x,-)8's® v,r[)g < 4 p 2 /sr3 X 4 | | v | | L- ( p | | V i 1 | | i .2 ( 5 i ) | | r i | | L 2 (B2p) 

r^2pW
+27c|i2| ||v||£c« ||T|||L2(B2p)),

where K2 =  2n / 2p r-1dr =  27tln2, K-$ depends on the symbol of 8 and K4 =  y  Propo

sition B.1.4 will be used to find the usual norms: ||- ||/2(B2( | lnp| 1/2 ||• ||2+)2p given that p < e 1 

. Using x  =  q +  b\ Vb2, the first term becomes

[  ( a x s ,x ) g  =  f  , A a x5 > q ) g + L  , ( a x S ,b l V b 2)g
J B 2p(x) J b 29(x ) J B2p{x)

=  [  (axS,q)g -  f  (axs,{V b x)b2)g -  I  (V(ajcs),&ife2)i ,
J&2p (x) ®2p (-*) JB2p{x)

where an integration by parts took place in order to obtain the last line. The first of these three 

terms can simply be bounded by

I k i l l z , -  I M I l »  I k l l i i ^ p )  t e l  I M I l ~  l k L , 2 P •

As for the second, it is bounded by

ll* i IIl -  I M I l -  IIv * i IIl 2(B 2P) l l * 2 l l L2 (B2p) +  | i 2 l  I M L -  | | v & i | | 2 + 2 p  | | 6 2 | | 2H, ) 2 p .

The third can be written as:

f  ( V ( c c xs),bib2)g = /  ( ( V a ^ s ^ i ^ ) . +  f  < a x ( V i i  ®  v),b ib2)g
J B2p (j:) ^ p ,2 p  M  J B 2p (x)

+  [  (axi2 7 ^®v,fcifc2\  + [  {axs® V v,b ib2) .
J b 2 p (x ) \  11 f g  J b 2 p(x) *

The bounds are obtained as follows:

1 /  ( ( V a , ) s ,* , i 2) s <  Kl llvlU- ||*i k -  ( | |d  ||L.  ||* 2  lb ,* * )  

+ |ln p ||t2 lll* 2 ll2, ,2p) 

/  (a^Vi! 0 v ,* i* 2)i  <  4p2 ||V ,i ||i!(sl) ||v ||t .  ||*i Hi- ||*2 l|t !(Bl(i)
\J B 2p{x)

1 /  ( a ^ i W ® v , * , » 2 )  <  lk2|lt - l |v | |L.  II*.||t -  ||*2 lL .
\Jb 2()(x) \  11 >g

\ [  (a xs® V v,b ib2)g <  ||ii||L.  ||Vv||L2 (b ) ||*i||L-  H M l ^ )
\J B ip  (x)

+ t e i  i r v v i i 2 + i2 p  i i m l - m w

□
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A remark on the cutoff function might be relevant. In our situation, such a function will always 

be written as
1 si r £  [0, p])

y(r) = <  g(2p)—g(p) si r £  (p,2p)

0 si r G [2p,°o)

Since for p sufficiently small g(2p) — g(p) —► (Vg)p, the Lp norm with density f ( r ) of Vy in a 

ball will be 2np~p / 2p r/(r)dr. Thus, for f ( r ) =  | lnr|, this norm is bounded (it tends to 0) only if  

p < 2 .

B.4 The kernel of n#.

We now prove some bounds on the part that has so far been neglected. Our goal is to get a bound 

on (1 — IIe )% in terms of the norms of q, b \ , and

¿>2- To alleviate notations, will denote the projection on small eigenvalues of V*V: Ke =  1 — He - 

Let N (E ) be the number of such eigenvalues and let  ̂ a basis o f the image of nE:

N{E) r r 17l£X= S
The main result o f this section is to bound ||tc£ : X | | by ||^||* r, ||*i||xo,r and Il*2|l2*,r but with a 

parameter r ^  p. We begin with some preparatory lemmas.

Lemma B.4.1: Let e e  R>o, there exists constants c$t„ depending on s  and on the metric on E, 

such that i f  p <  injradE and p_e >  | lnp|, then forv an eigenvector o f  V*V whose eigenvalue is X 

and whose norm ||v||L2 — 1

||V®"v||L-  <  c8,nm ax(l,X (1+e)/(2- £))

Proof. When n =  0, this bound is a consequence o f B .2 .1.(a). Indeed, taking 8 =  V, E <X , u =  v 

and x  Xv, yields

I M I l -  <  llv lLo  < C 3 ( p _ 1 | ln p |+ A . | | v | | * >p)

<  c3(p_1|lnp | + X ||v ||L« ATip2|ln p|),

where K\ <  8tc comes from the integral / Bzp |lnr|dr. Thus, if XK\p2\\n p| <  XK\p2~z <  1/2, we 

have

||v||L-  <  2c3p_1|lnp| <  2c3p_(1+e) <  2c3max(X2,(2 JR:iX)(1+e)/(2_e)),

since p can be as large as allowed. We then continue by induction. Suppose that the statement 

is true for any integer <  k. Then, applying B.2.1.(a) to u =  V2(V®*+1v) and % =  XV®*+1v +  

Zo<i<k % y® k~lVi, the conclusion follows by the same argument (the depend only on the metric).

□
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Lemma B.4.2: Let N (E ) be the rank o f 71e, then N (E) <  eg (E + 1 )2 

A proof of this result can be found in [5].

Lemma B.4.3: There exists a constant Eq which depends on the metric such that Vx e  £  if  rx : 

nEQC°°(V) —>■ V\x is the restriction atx and rx o V : %EoCKO(V) —» (T <g> V-)!* is the restriction o f the 

derivatices, then rx and rx o V are suijective.

Proof. Let s  be s smooth section of V such that ||5||L2 =  1. Since £  is compact, ||V s||L2 <  K\. 

Thus, the expression of s in terms of eigenfunctions converges pointwise. Thus, for any basis of 

V\x there exists a Ex such that this basis can be approximated by elements o f %ex- This suijectivity 

remains valid for points close to x, and by compactness of £  the conclusion is achieved. The same 

argument works for rx o V. □

We are now ready to show the main result of this section.

Lemma B.4.4: There exists a constant cjo such that for E £  R>o, and r, p <  R\o, then for % E 

C°°(V) which can be written as % =  q 4- b \V£2

U n w e ll.#  <  + r 2E 8/ 3 ) ( IM I„ , r +  l l& i lL .  I | i2 l l2, , r ) .

Proof. For two integers n, m big enough, it is possible to choose a set Q. such that

•  U Br(x) =  £ , 
xeCl

•  Br{x) n  Br(x!) =  0  if x 7̂  x7 are two points of Q.,

•  for Of C i l ,  lii'l >  m =>• D Bnr(x) =  0 .
x e &

This set is easily realized in Euclidean space. Since £  can be isometrically embedded in Rfc, 

this remains true up to a small perturbation. Consider again the cutoff function ctx defined this 

time with parameter nr rather than p. Furthermore let Yjc( ) =  <**(•)/Ly€iia ;y(') be the partition of 

unity associated to the covering of £  by {Bnr(x)}x^a- Moreover, the gradient of yx behaves nicely: 

|VY,(-)| <  * 1 / - ' .

As the projection is a linear operator, the bound on % can be obtained thanks to % =  

LxenYx(-)X(‘)- Using lemma B.4.3, for each point x £  Q., there exists a L2-orthonormal basis 

M f j ?  of nEC°°(V) such that v, £ C°°(V) and, when i >  N(Eq), rxvt =  0 =  r^Vv,. Again, upon 

integrating by parts, the following expression for the projection of % on v, can be obtained

f  (vi,1hX)g = [  (vi,yxq)g ~  I <v,-,Yx(Vfci)&2)
(B.4 .5) ^  8 Jz s Jz 

~Jz ^Vi,yxblbl̂ ~ Jz v̂'’ (V^ )* i*2) •

We begin by the projection of TCeYxX on v* when i <  N(Eq). In that case, lemma B.4.1 enables us 

to bound V,- and Vv,- uniformly by C8ti (1 + E q)2/3, thus the right-hand terms in (B.4.5) are bounded
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*,2nr +  I ,2 nr
+r\ ln r |_1 | |M l~  11̂ 21|2*,2̂  ^ 11ln d _ 1 II* iII l-ll^ l^ ^ ^ -

All these norms can be put together to give ^ (V i.Y tX ), ^  l ln rr ljK2(|k lL ,r+ ll* llli:0,rll*2|l2*,r)’

where B.1.4 is used to pass from the parameter 2nr to r. Also, ||v,-J|^p < C8,o ( l+ £ o ) 2/3p2|ln p |, 

which yields:

||vf f  (vuyxx )g <AT3p2|ln p || ln r |_1(||^||^r 11̂ 0̂ 11̂ 2112*,r)- 
II *,p

Now, if i >  N(Eq) the choice of the v,- gives that |v, | <  c^^r^E2/ 3 and |Vv, | <  cs^nE2/ 3. This time 

the right-hand terms of (B.4.5) are bounded as follows:

c g ^ / V l l n r l " 1 [lk lU i2wr+  V?bx\\2if 2nr \\b2\\2*,2nr

+  | |* l | |L~ ll*2|l2*,2nr + %1 11*1 Hr- Wh*,2nr] ■

Since ||V||LiP <  c8,o(l +  £ ) 2/3p2|lnp |, we have

||vf f  (viyyx%)g <  /^ p 2|lnp |r2|ln r |_1(||^ ||+r+  ||*i ||£o)r | |M 2*,r)-
II *,p

As N(E) — N(Eo) <  K$E2, the decomposition %eIxX =  L  v: /  (v;, Y-rX)* enables to conclude that
xeci J t .

||«£Y *X IL,p <  ^ 6 p 2 | l n p | | l n r | “ 1( l  +  r2£:8 /3 ) ( | | i | |^ r + | | f c i | | jCo)7. | |^ 2 ||2*,r)-

The finishing touch consists in noticing that the cardinality of Cl is bounded by K-jr~2, where Kj 

depends on the metric. □

B.5 Existence and a priori bound on solutions

It will be necessary to introduce

(%)p =  IMI*,p +  11*1 II jC°,p 11*211^",p

The linearized operator o f dj at /  is the operator D f  introduces in §A.2. Even if  for many 

structures it is invertible when /  is 7-holomorphic, we shall need to deal with this operator for a 

function which is precisely not 7-holomorphic (in the complement of a disc). The projection 

enables to avoid problems that arise from a lack o f suijectivity.

Define first %'(u) by

(B.5.1) 8* 8u =  V ^ u  +  J V u  +  Ru =  V*Vm +  x'(m),

where o' is the symbol of a first-order operator. A  wise use of lemma B.1.1 will give the existence 

of a u e  IIEC°° such that II£8*8m =  U e%-

respectively by
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Lemma B.5.2: Let 8 be an elliptic operator as above, there exists a constant c \i (which depends on 

8) such that when E > c \\, the equation TIe$>*5u =  TIeX admits an unique solution u G Il£C ” (V). 

Moreover this solution depends continuously and linearly on %.

Proof. Write V* Vu =  IIe (X — X'(u)) • Lemma B. 1.1 insures the existence of a section ux such that 

V*Vu-£ =  TIeX and of \|/(w) solution to V*V\|f(u) =  —TIeX'(u)- Thus, the problem can be expressed 

as the existence of a fixed point for

“ =  ¥ (« ) +  «%•

It suffices to show that u i—► \|f(u) is contracting as a map from n £ W 1,2(V) to itself. First, since 

l l x ' l b  <  K \  ||u  11^1,2 lemma B. 1.1 shows that i f  E >  Cl

^ ||V (m)|||2 < 2 | /< V ( m) ,x')I <2iTi || v (m)||L2 ||«11̂ 1,2

=* llv(«)ll V- < 2 K iE -'\\u \\wh2.

Using this inequality, a second application of the same lemma gives

||VY (M) | b  < 2 | / ( ¥ («),5rtl

<  2Ki ||v(m)||L2 ||«||wi,2

< 4 a:2 £ - 1 ||« ||^ i,2.

Thus, || 11̂ 1,2 <  4KiE~1/2 that is the linear map y  : n.EW1,2(V) —*■ Il£;W1,2(V) in

question is contracting given that E >  max(16K 2, l ,c i ) .  In other words, u =  \jf(u) +  ux <*=>• (Id — 

\|i)(u) =  ux . However Id — \|/ can be inverted by a formal serie (which converges since ||y || <  1). 

The solution to our fixed point equation is u =  (Id — xj/)_1 (ux). Thus, linearity of the dependence 

on u comes from the linear dependence of ux on %. Arguments of ellipticity enables us to conclude 

thatM G nEC°°(V). □

Theorem B.5.3: LetE and p be such thatEp4\lnp| >  10-6 . The equation Il£8*8u =  TIeX admits 

an unique solution u G n£C°°(V) which depends continuously and linearly on % and such that

IML,p ^  c n ( l  +  |lnp |) ( ||^||*,p +  ll*ilLoiP ||*2||^-)P)

Proof. The previous lemma covers all the assertions of the theorem with the exception of the 

bound on ||m||£. This is done using lemma B.2.1:

(B.5.4) IMLo,P <  c4( l + E - 1p - 4|ln p |) (x )p

The L° norm of Vu requires more work. First observe that u satisfies the following system of 

equations

v*vu = n E(x+x'(u))
W u  — Rv u
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where Rv  is the curvature tensor. The operator V* © V : C°°(V) —> C°°(V) ©C°°(T*E x T*£ x V )  is 

elliptic o f the first order. Lemma B.3.1 can be used on (V* © V)(Vm) =  n £ ,(% +  X/(«)) ® Rv u to 

get that

l | v « l L .  <  c 6 ( | | ^ | | t p  +  l l n ^ x ' ( m) I L , p +  R * u  + p + 1l n P l  l l * i I L ° , p  11*211#-,P + 1inp |  I |V m | |2*)P )

where q, b\ and b2 come from the decomposition IIeX =  q +  b\Vb2. For a constant K\ which 

depends of the terms of order less than 2 in 5*8,

||iU *'(«)|L ,p <-s:1(ll"ll,,p +  l|VMl2.,p) < * iM L ° ,p -

Moreover, there exists another constant such that ||/?v « ||# <  K2 ||m||*p. Thus,

I | V M | L . , P  <  ^ 3 ( I M L )P +  |inp | | | * i l L o , P  1 1 * 2  II ^ " >p +  l l « l l x . ° , P  +  U n P l  l l v « l l 2* , P ) -  

Adding this inequality to (B.5.4) multiplied by (2 -f- | ln p |)&3 gives

l lM I L , p  ^  ^ 4(1 +  Un Pl)( I k l L . p  +  l l * i  II j c ° ,p  11*2 l l ^ f , p ) ^

Note that if  for some reason the operator 8 is suijective, it is no longer necessary to project on 

large eigenvalues o f the Laplacian. Thus, it is possible to obtain the same estimates. Here is a case 

of interest.

Corollary B.5.5: Let £  =  CP1, and let h be a solution o fD uD*h =  %, then

I I ^ I I .C ,1 0 _1 —  4 ^ i 2 (  I M I + , 1 0 - 1  +  11*1 l l x ° , 1 0 - 1  1 1 * 2 1 1 ^ ,1 0 —1 )

Proof. The proof is identical to the one of the previous theorem with the exception that it is needed 

to take p =  10“ 1 <  e~l and E the smallest eigenvalue of the Laplacian. □
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D i m e n s i o n  m o y e n n e  e t

ESPACES D ’ APPLICATIONS PSEUDO-HOLOMORPHES

Résumé

Le présent texte s’articule en deux thèmes. Le premier commence par l’évaluation des largeurs 

de boules unités dans des espaces de Banach. Ces évaluations peuvent être perçues comme un 

problème de compression: on s’intéresse à des applications non linéaires de fibre aussi petites 

que possible qui envoient ces boules unités vers des polyèdres de dimension fixée. Des bornes 

pour ces quantités sont obtenues, le cas des boules lp (de dimension finie ou infinie) avec leur 

métrique y est plus particulièrement étudié. Les largeurs interviennent aussi dans la définition 

de la dimension moyenne, une adaptation de l ’entropie à des cas où elle est infinie. Cependant, 

cet invariant dynamique est insuffisant pour différencier les systèmes donnée par la boule unité 

de lp(r;M) avec action naturelle de T où p  est fini et T  est un groupe (typiquement Z). Une 

modification de la dimension moyenne est ainsi introduite pour s ’occuper de ces cas, elle n’est 

cependant plus un invariant topologique mais est Hôlder covariante. Ceci est encore suffisant pour 

obtenir des obstructions. Une autre variante, dim¡P, qui est reliée à la dimension de Von Neumann 

est aussi introduite s ’inspirant de résultats de Gromov. Quelques unes des propriétés de dim/p sont 

démontrées (requérant une généralisation du lemme d’Omstein-Weiss). Cependant, des propriétés 

importantes restent en suspens.

Le second thème traite des courbes pseudo-holomorphes. Un résultat sur le recollement de 

deux courbes pseudo-holomorphes est d’abord démontré. Celui-ci permet d’avoir une idée plus 

précise du comportement de la courbe recollée près du point où les deux courbes d’origines se 

touchent. Ensuite, nous nous intéressons à former des cylindres pseudo-holomorphes depuis une 

chaîne de courbes pseudo-holomorphes, et sous de fortes hypothèses, un résultat d’interpolation 

est obtenu. L’interpolation permet entre autres de montrer que les cylindres obtenus sont simples, 

d’images distinctes, et forment une famille de dimension infinie. Les deux thèmes se rejoignent 

étant donné que la famille d’applications obtenue est de dimension moyenne positive.

Un appendice contient une adaptation de la "boîte à outils" de Taubes (des méthodes d’analyse 

elliptique introduite dans "The existence of anti-self-dual structures") au cas de dimension 2. 

Cependant, à cause de la spécificité du noyau de Green en dimension 2, celles-ci n’a pu être 

appliquée à la démonstration d’un théorème de Runge pour les courbes pseudo-holomorphes.

Mots-clefs : largeur, dimension moyenne, lemme d’Omstein-Weiss, dimension de Von Neu

mann, applications pseudo-holomorphe, chirurgie dénombrable, interpolation, analyse elliptique à 

la Taubes.



M e a n  D i m e n s i o n  a n d  

S p a c e s  o f  P s e u d o - h o l o m o r p h i c  M a p s

Abstract

This thesis covers two themes. The first begins by evaluating the width o f unit balls in Banach 

spaces. Evaluation of width can be seen as a problem arising from compressed sensing: we look at 

nonlinear maps with small fiber diameters that send these unit balls to polyhedra of given dimen

sion. Bounds for these quantities are found, focusing on the case o f lp balls (of finite or infinite 

dimension) with their proper metric. Widths are also related to mean dimension, an adaptation 

of entropy to cases where it would be infinite. However, this dynamical invariant turns out to be 

inefficient if  one wishes to distinguish between the dynamical systems given by the unit ball of 

Zp(r;M) with natural action of T for finite p  and T a discrete group (typically Z). A alteration of 

mean dimension is thus introduced to deal with this case, but it is no longer a topological invariant 

but Holder co variant. This is still sufficient to obtain obstructions. Another variant which relates 

to Von Neumann dimension is also introduced, following Gromov, and some properties are then 

proved (requiring in particular an extension of the Orstein-Weiss lemma). However, important 

properties are left unproven.

The second theme deals with pseudo-holomorphic curves. We first modify a result on the 

gluing of two pseudo-holomorphic curves so as to have a precise behaviour of the glued curve close 

to the point o f intersection of the two curves it comes from. Then pseudo-holomorphic cylinders 

are constructed from a chain of pseudo-holomorphic curves. Under strong assumptions, we obtain 

an interpolation result on these cylinders. This interpolation result has many consequences, in 

particular, that thedifferent cylinders obtained are simple, have different images, and form a family 

o f infinite dimension. This theme is reunited with the first as this family has also positive mean 

dimension.

An appendix contains an adaptation of "Taubes toolbox" (methods of elliptic analysis devel

oped by Taubes in "The existence of anti-self-dual structures") to the 2-dimensional case. However, 

due to the specificity o f Green’s kernel in dimension 2, these could not be applied to the proof of a 

Runge theorem for pseudo-holomorphic curves.

Keywords : largeur, dimension moyenne, lemme d’Omstein-Weiss, dimension de Von Neu

mann, applications pseudo-holomorphe, chirurgie d6nombrable, interpolation, analyse elliptique a 

la Taubes.
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