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## Numdam

# INSTABILITY OF RESONANT TOTALLY ELLIPTIC POINTS OF SYMPLECTIC MAPS IN DIMENSION 4 

by

Vadim Kaloshin, John N. Mather \& Enrico Valdinoci


#### Abstract

A well known Moser stability theorem states that a generic elliptic fixed point of an area-preserving mapping is Lyapunov stable. We investigate the question of Lyapunov stability for 4-dimensional resonant totally elliptic fixed points of symplectic maps. We show that generically a convex, resonant, totally elliptic point of a symplectic map is Lyapunov unstable. The proof heavily relies on a proof of J. Mather of existence of Arnold diffusion for convex Hamiltonians in 2.5 degrees of freedom. The latter proof is announced in [Ma5], but still unpublished.


Résumé (Instabilité des points totalement elliptiques résonnants d'applications symplectiques en dimension 4)

Un théorème célèbre de Moser établit la stabilité au sens de Lyapounov des points fixes elliptiques génériques des applications qui conservent l'aire. On étudie la stabilité de Lyapounov des points fixes totalement elliptiques résonnants d'applications symplectiques en dimension 4 . On montre que, génériquement, un point totalement elliptique résomnant convexe d'une application symplectique est instable au sens de Lyapounov. La démonstration s’appuie de façon essentielle sur celle donnée par J. Mather pour l'existence d'une diffusion d'Arnold pour les hamiltoniens convexes à 2,5 degrés de liberté. Celle-ci. annoncéc dans [Ma5], n'est pas encore publiée.

## 1. Introduction

J. Moser investigated the smooth area-preserving diffeomorphisms $f$ of the plane with elliptic fixed points. He showed [Mo] (see also $[\mathbf{L M}]$ for a simple proof) that, if the linearization $d f\left(p_{0}\right)$ of $f$ at a fixed point $p_{0}$ has eigenvalues $\exp ( \pm 2 \pi i \omega)$, which is
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not a small root of unity, then generically $p_{0}$ is Lyapumov stable ${ }^{(1)}$. An application of such result is the stability of the planar restricted three body problem (see e.g. [MH]).

Let $\mathbb{R}^{2 n}$ be the Euclidean space $\left(x_{1} \ldots \ldots r_{n} . y_{1} \ldots \ldots y_{n}\right) \in \mathbb{R}^{2 n}$ and $\Omega$ be the standard bilinear skew-symmetric 2-form $\Omega=\sum_{i=1}^{\prime \prime} d x_{i} \wedge d y_{i}$. A $C^{s}$ smooth map $f$ : $\mathbb{R}^{2 n} \rightarrow \mathbb{R}^{2 n}$ is called symplectic if it preserves w. i.e. $f^{*} \Omega=\Omega$. Let $f(0)=0$ be a fixed point. We say that a fixed point is totally elliptic if all the cigenvalues of the linearization $d f(0)$ are pairwise complex conjugate. non-real, and of absolute value one, i.e. $\exp \left( \pm 2 \pi i \omega_{j}\right), 2 \omega_{j} \notin \mathbb{Z} . j=1 \ldots . . n$. A fixed point 0 is called Lyapunov stable if for any $\varepsilon>0$ there is $\delta=\delta(\varepsilon)>0$ such that if $|p-0|<\delta$, then $\left|f^{\prime \prime} p-0\right|<\varepsilon$ for all $n$.

In the multidimensional case (i.e. $n>1$ ), totally clliptic periodic points are the only possible stable periodic points. Indeed. since $d f(0)$ preserves the skew-symmetric form $\omega$ if one of eigenvalues $\lambda$ of $d f(0)$ is not 1 in absolute value, then $\lambda^{-1}$ is also an eigenvalue. So either $\lambda$ or $\lambda^{-1}$ in absolute value exceeds 1 . say $\lambda$. The approximation of the dynamics by linearization shows that $p_{0}$ is unstable along the eigenspace corresponding to $\lambda$.
R. Douady [Dou] proved that the stability or instability property of a totally elliptic point is a flat phenomenon for $C^{\infty}$ mappings. Namely, if a $C^{\infty}$ symplectic mapping $f_{0}$ satisfies certain non degeneracy hypotheses, then there are two mapping $f$ and $g$ such that
$f_{0}-f$ and $f_{0}-g$ are flat mappings at the origin and the origin is Lyapmov unstable for $f$ and Lyapumov stable for $g$.
In the present paper we begin an investigation of totally elliptic fixed points in dimension 4. Let $f: \mathbb{R}^{1} \rightarrow \mathbb{R}^{1}$ be a $C^{*}$ smooth symplectic mapping with a fixed totally elliptic point at the origin $10 \leqslant s \leqslant x$. Denote the eigenvalues of $d f(0)$ by $\exp \left( \pm 2 \pi i \omega_{j}^{(0}\right), j=1,2$. We assume that:
(H1, resonance) Let $\omega^{0}=\left(\omega_{1}^{0}, \omega_{2}^{0}\right)$ have a resonance of order at least 10 , i.e for any $k=\left(k_{0}, k_{1}, k_{2}\right) \in \mathbb{Z}^{3} .\left(k_{1}, k_{2}\right) \neq 0$ such that $k_{0}+k_{1} \omega_{1}^{0}+k_{2} \omega_{2}^{0}=0$ we have $\left|k_{1}\right|+\left|k_{2}\right|>9$ and there is at least one $k$ with this property. Denote

$$
k_{\omega^{0}}=\min \left\{\left|k_{1}\right|+\left|k_{2}\right|: k_{0}+k_{1} \omega_{1}^{0}+k_{2} \omega_{2}^{(0)}=0\right\} \quad \text { and } \quad d_{\omega^{0}}=\frac{1}{2} \min \left\{k_{\omega^{\prime \prime}}, s\right\} .
$$

In particular, (H1) does not exclude possibility of rational $\omega^{0}=\left(p_{1} / q, p_{2} / q\right)$ with $q>p_{1}, p_{2}$ and $\left|p_{1}\right|+\left|p_{2}\right|>9$. We shall not consider low order resonances here.

Denote $\Lambda_{k} \subset \mathbb{R}^{2}$ the line of $\omega$ 's in the frequency space satisfying this equation. Notice that such line passes throngh $\omega^{0}$. As a matter of fact, we shall construct orbits diffusing "along" $\Lambda_{k}$.

[^0]Let $\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \in \mathbb{R}^{4}$ be Euclidean coordinates. Let us introduce "canonical polar coordinates":

$$
x_{j}=\sqrt{2 r_{j}} \cos 2 \pi \theta_{j}, \quad y_{j}=\sqrt{2 r_{j}} \sin 2 \pi \theta_{j}, \quad j=1,2,
$$

where $\theta_{j}$ is determined modulo 1 or simply $\theta_{j} \in \mathbb{T}$ and $r_{j} \geqslant 0$. Denote $\mathbb{R}_{+}=$ $\{x \in \mathbb{R}: x \geqslant 0\}$ the positive semi-axis. To avoid degeneracy of transformation to polar coordinates, it is convenient to introduce cones. For any $0<\alpha<1,0<\rho$ denote

$$
K_{\rho}^{\alpha}=\left\{\left(r_{1}, r_{2}\right): 0<\alpha r_{1}<r_{2}<\rho, 0<\alpha r_{2}<r_{1}<\rho\right\} .
$$

In the interior of $K_{\rho}^{\alpha}$, the transformation from Euclidean to polar coordinates is nondegenerate. Denote by

$$
\mathcal{K}_{\rho}^{\alpha}=\left\{\left(\theta_{1}, \theta_{2}, r_{1}, r_{2}\right) \in \mathbb{T}^{2} \times \mathbb{R}_{+}^{2}:\left(r_{1}, r_{2}\right) \in K_{\rho}^{\alpha}\right\}
$$

the cone part of the $\rho$-neighborhood of the origin. Its complement contains neighborhood of the planes $\left\{r_{j}=0\right\}_{j=1,2}$, where polar coordinates are degenerate.

Suppose we have a totally elliptic point at $r=0$ satisfying (H1). Birkhoff Normal Form (BNF), e.g. [Ar2], App. 7A or [Dou], states that for small $r$ the map $f\left(\theta_{1}, r_{1}, \theta_{2}, r_{2}\right)=\left(\Theta_{1}, R_{1}, \Theta_{2}, R_{2}\right)$ can be written in the form:

$$
\begin{align*}
\binom{\Theta_{j}}{R_{j}} & \longmapsto\left(\begin{array}{c}
\theta_{j}+\omega_{j}^{0}+B_{j} r+\frac{\partial P(r)}{\partial r_{j}} \\
r_{j} \\
B
\end{array}\right)=\left\{B_{j}\right\}_{j=1,2}=\left\{\beta_{i j}\right\}_{i, j \leqslant 2}, \tag{1}
\end{align*}
$$

where $B: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is a symmetric matrix, $P(r)$ is a polynomial in $\left(r_{1}, r_{2}\right)$ having zero of order at least 3 at the origin $\left(r_{1}, r_{2}\right)=0$. The remainder term Rem : $U \rightarrow$ $\mathbb{R}^{2}$ is naturally defined near the origin $0 \in U \subset \mathbb{R}^{2}$ and is $C^{s}$ smooth away from $\left\{r_{j}=0\right\}_{j=1,2}$. Since condition (H1) rules out resonances of order up to $k_{\omega^{\prime}}-1$, the smallest term in Taylor expansion of $\operatorname{Rcm}(\theta, r)$ at the origin is of order at least $2 d_{\omega^{0}} \geqslant 10$ in $\left(x_{1}, y_{1}, x_{2}, y_{2}\right)$. It implies that inside $\mathcal{K}_{\rho}^{\alpha}$ all partial derivative with respect to $\left(r_{1}, r_{2}\right)$ of $\operatorname{Rem}(\theta, r)$ of order $d_{\omega^{0}}-1 \geqslant 4$ (resp. $d_{\omega^{0}} \geqslant 5$ ) tend to 0 (resp. stay bounded) as $r \rightarrow 0$.

We also make the following assumption:
(H2, positive torsion) Let $B$ be symmetric non-degenerate positive definite and let it map degenerate planes $\left\{r_{j}=0\right\}_{j=1,2}$ transversally to the resonant line $\Lambda_{k}$, i.e. for $j=1,2$ the intersection $B\left\{r_{j}=0\right\} \cap \Lambda_{k}$ is exactly one point.

Generically $B$ is symmetric non-degenerate and satisfies image condition. However, $B$ is not necessarily positive definite. M. Herman [Her] gave an example of Hamiltonian systems and symplectic maps arbitrarily close to integrable, which have elliptic fixed points with $B$ not positive definite. The positive definiteness assumption on $B$ is needed to recover fiber-convexity hypothesis required to apply Mather theory.

Let $\alpha>0$ be small enough so that the image cone $\omega^{0}+B\left(K_{1}^{4 \alpha}\right)$ contains an nonempty interval of $\Lambda_{k}$ around $\omega^{0}$ :

$$
\begin{equation*}
\left(\Lambda_{k} \cap\left\{\omega^{0}+B\left(K_{1}^{4 \alpha}\right)\right\}\right) \backslash \omega^{0} \neq \varnothing . \tag{2}
\end{equation*}
$$

We shall restrict consideration of the remainder terms of BNF to the cone $\mathcal{K}_{\rho}^{\alpha}$ for small $\rho>0$.
1.1. Genericity of totally elliptic points and the main result. - Here we shall formalize the notion of a generic totally elliptic point. Let $\widehat{K}_{\rho}^{\alpha}=K_{\rho}^{\alpha} \cup\{0\}$ and $\widehat{\mathcal{K}}_{\rho}^{\alpha}=\mathbb{T}^{2} \times \widehat{K}_{\rho}^{\alpha}$. We denote $C^{s, d}\left(\widehat{\mathcal{K}}_{\rho}^{\alpha}\right)$ - the space of $C^{s}$ functions with the natural $C^{s}$-topology having all partial derivative of order $d$ bounded and of order $(d-1)$ tending to 0 as $r$ tends to 0 inside $\mathcal{K}_{\rho}^{\alpha}$ and $(\theta, r) \in \mathbb{T}^{2} \times \widehat{K}_{\rho}^{\alpha}=\widehat{\mathcal{K}}_{\rho}^{\alpha}$ coordinates.

Fix $\omega^{0}$ satisfying (H1) and let $d=\frac{1}{2}\left\{k_{\omega^{0}}, s\right\}$. Consider the canonical polar coordinates. Denote

$$
\begin{array}{r}
\left(\left(\frac{\partial P(r)}{\partial r_{1}}, \frac{\partial P(r)}{\partial r_{1}}\right) \quad(\bmod 1), r_{1}, r_{2}\right)+\operatorname{Rem}(\theta, r)=\mathcal{R}(\theta, R) \in \mathbb{T}^{2} \times \mathbb{R}_{+}^{2}  \tag{3}\\
\mathcal{R}(\theta, r)=\left(\Theta_{1}(\theta, r), \Theta_{2}(\theta, r), R_{1}(\theta, r), R_{1}(\theta, r)\right) \in \mathbb{T}^{2} \times \mathbb{R}_{+}^{2}
\end{array}
$$

Denote the space of remainder terms $\operatorname{Rem}(\theta, r)$ in $\operatorname{BNF}$ (1) defined on $\mathcal{K}_{\rho}^{\alpha}$ for some small $\rho>0$ by $\mathcal{R}_{\alpha, \rho}^{s}$. In a view of discussion after BNF (1) we have that $\mathcal{R}_{\alpha, \rho}^{s} \subset$ $C^{s, d}\left(\widehat{K}_{\rho}^{\alpha}\right)$. With the above notations BNF (1) becomes

$$
\begin{equation*}
\binom{\Theta_{j}}{R_{j}} \longmapsto\binom{\theta_{j}+\omega_{j}^{0}+B_{j} r}{r_{j}}+\mathcal{R}(\theta, r) . \tag{4}
\end{equation*}
$$

Let $s$ be a positive integer. Let $M$ be one of $U, \mathbb{T}^{2} \times U, \mathbb{T}^{2} \times U \times \mathbb{T}$, or $\mathcal{K}_{\rho}^{\alpha}$. If $f$ is a $C^{s}$ real valued function on $M$, the $C^{s}$ norm $\|f\|_{s}$ of $f$

$$
\|f\|_{s}=\sup _{m \in M,|\alpha| \leqslant s}\left\|\partial^{\alpha} f(m)\right\|,
$$

where the supremum is taken over the absolute values of all partial derivatives $\partial^{\alpha}$ of $f$ order $\leqslant s$. The Banach space of $C^{s}$ real valued functions on $M$ with the $C^{s}$-norm is denoted $C^{s}(M)$. The topology associated to the $C^{s}$-norm is called the $C^{s}$-topology.

Consider the space of remainders $\mathcal{R}_{\alpha, \rho}^{s}$. We endow it with the strong $C^{s}$-topology on the space of functions on a non-compact manifold or the $C^{s}$ Whitney topology. A base for this topology consists of sets of the following type. Let $\Phi=\left\{\varphi_{i}, U_{i}\right\}_{i \in \Lambda}$ be a locally finite set of charts on $\mathbb{T}^{2} \times K_{\rho}^{\alpha}$, where $K_{\rho}^{\alpha}$ is the open cone. Let $K=\left\{K_{i}\right\}_{i \in \Lambda}$ be a family of compact subsets of $\mathbb{T}^{2} \times K_{\rho}^{\alpha}, K_{i} \subset U_{i}$. Let also $\varepsilon=\left\{\varepsilon_{i}\right\}_{i \in \Lambda}$ be a family of positive numbers. A strong basic neighborhood $\mathcal{N}^{s}(f, \Phi, K, \varepsilon)$ is given by

$$
\left\|\left(f \varphi_{i}\right)(x)-\left(g \varphi_{i}\right)(x)\right\|_{s} \leqslant \varepsilon_{i},
$$

The strong topology has all possible sets of this form.
The set of $C^{\infty}$ (i.e. infinitely differentiable) real valued functions on $M$ is denoted $C^{\infty}(M)$. The $C^{\infty}$-topology on $C^{\infty}(M)\left(=\cap_{s} C^{s}(M)\right)$ is the topology generated by
the union of $C^{s}$ topologies, and it may be also described as the projective (or inverse) limit of the $C^{s}$ topologies.

Definition 1.1. We say that a totally elliptic point satisfying (H1-H2) is of generic type if the remainder $\mathcal{R}(\theta, r)$ belongs to a set $C^{s}$ Whitney open dense set in $\mathcal{R}_{\alpha, \rho}^{s}$.

The main result, amounced in this paper, is the following:
Theorem 1.2. Suppose hypotheses (H1-H2) hold true, $\alpha>0$ and satisfies (2), $\rho>0$ is small, $10 \leqslant s \leqslant \infty, \mathcal{R}$ is a remainder term of $f$ given by (3-4). Then, for $\mathcal{R}(\theta \cdot r) \in \mathcal{R}_{n . \rho}^{s}$ of generic type. the elliptic fired point 0 is Lyapunov unstable. Moreover. there is $0<4 \delta=4 \delta\left(\Omega .\left\{P_{j}, Q_{j}\right\}_{j=1.2}\right)<\rho$ such that there is a pair of points $\left(\theta^{ \pm}, r^{ \pm}\right)$with $\left|r^{ \pm}\right|>\delta$ and $f^{n}\left(\theta^{ \pm}, r^{ \pm}\right) \rightarrow 0$ as $n \rightarrow \pm \infty$. respectively. and trajectories $\left\{f^{\prime \prime}\left(\theta^{ \pm}, r^{ \pm}\right)\right\}_{n \in \mathscr{\prime}+}$ belon!g to $\mathcal{K}_{2 \delta}^{2 n}$.

Remark 1.3. As a matter of fact. in Theorem 8.1 below we shall give further details about diffusing trajectories $\left\{f^{\prime \prime}\left(\theta^{ \pm} . r^{ \pm}\right)\right\}_{n \in \mathbb{Z}_{ \pm}}$. An important point is that these trajectories diffuse along the resonant segment $\Lambda_{k}$. (see (H1)) and, therefore, belong to $\mathcal{K}_{2 j}^{20}$ avoiding degenerate planes $\left\{r_{j}=0\right\}_{j=1.2}$.

Remark 1.4. -- The above result can be viewed as a counterexample to a 4 -dimensional comorpart to Moser stability theorem moder hypotheses (H1-H2) of a resonance between eigenvalues.

Remark 1.5. As the reader will see the proof essentially relies on Mather's proof of existence of Armold diffusion for a cusp residual set of nearly integrable convex Hamiltonian systems in 2.5 degrees of freedom [Ma5, Ma4]. The latter proof is highly involved, long, and extremely complicated. Since it is still mpublished, we do not find it possible to describe it here in full details. This is the main reason why this paper is an amomement of Theorem 1.2. Below we just extract necessary intermediate results from Mather's proof. The application to our result is carried out in Section 9.

Remark 1.6. We hope to get rid of resomant hypothesis (H1) in future work. However. positive torsion ( H 2 ) is crucial to apply variational methods and Nather theory:

Assmmptions of high differentiability $s \geqslant 10$ and absence of low order resonances $k_{w^{\prime \prime}} \geqslant 10$ are rectuired to extract sufficient differentiability of the remainder term $\mathcal{R}(\theta, r)$ with respect to $r$ at $r=0$ in "canonical polar coordinates" inside a cone $\mathcal{K}_{\rho}^{\gamma}$. More presicely. $\mathcal{R} \in C^{*}\left(\mathcal{K}_{p}^{\prime \prime}\right)$ for $d \geqslant 5$. See representation of the remainder in the form (11).

The proof is organized as follows. In Section 2. we suspend a symplectic map $f$ satisfying hypothesis (H1-H2) in the small cone $\mathcal{K}_{p}^{\prime \prime}$, near a totally elliptic point 0 to a time periodic fiber-convex Haniltonian $H_{f}(\theta . r . t)$. i.e we construct a Hamiltonian whose time 1 map e equals $f$ in $\mathcal{K}_{2 j}^{( }$. In Section 2.1, we recall how to switch from Hamiltonian
equations to Euler-Lagrange equations. Section 3 is devoted to an outline of the proof of Theorem 1.2, i.e. the proof of existence of "diffusing" trajectories. In Section 4, we state Mather Diffusion Theorem [Ma5] in terms of Lagrangians. An important part of this result is an explicit list of non-degeneracy hypotheses which guarantee existence of diffusion. In Sections 5-7 we state these non-degeneracy hypotheses. In Section 8 we restate Mather Diffusion Theorem in terms of existence of a minima for a certain Variational Principle due to Mather [Ma5]. Existence of such a minimum corresponds to existence of a "diffusing" trajectory. In Section 9. we verify that for small positive $\delta_{0}$ and $\left\{\delta_{j}=2^{-j} \delta_{0}\right\}_{j \in \mathbb{Z}_{+}}$in cach ammulus $0<\delta_{j+1} \leqslant|r| \leqslant \delta_{j} \leqslant \rho \ll 1$ intersected with $\mathcal{K}_{2 \delta}^{\infty}$ the symplectic map (1) (resp) the suspending Hamiltonian $H_{f}$ ) is a small perturbation of an integrable map (resp. an integrable Hamiltonian). Therefore, we manage to apply the above mentioned Variational Principle in cach of these annuli. In the final Section, we derive the main result (Theorem 1.2) by "gluing" the amuli. Namely. show existence of a minima to the aforementioned Variational Principle and conclude that it corresponds to one of "diffusing" trajectories from Theorem 1.2. Existence of the other trajectory (an be proven in the same way. This would complete the proof. For the readers convenience. this paper is provided with two appendices: in Appendix A we introduce necessary notions and objects of Mather theory, while Appendix B contains proofs of auxiliary lemmas.

Sections 2, 3. 9. and Appendices A de B are written by the first and the third authors. Sections 4-8 are written by the first author based on the graduate class of the second author [Ma4].

## 2. Suspension of a symplectic map near totally elliptic points of a time periodic fiber-convex Hamiltonian

Moser [Mo2] showed how to suspend a twist map) of a (eylinder to a time 1 map of a time periodic fiber-converity Hamiltonian. i.e. Hessian $\partial_{r,}^{2} H$ in $r$ is positive definite everywhere. To the best of our knowledge. there is no general extension of this result to higher dimensional case. even locally. We apply the standard method of generating functions to construct a required suspension. Eren though the fact we need seems quite standard we could not find an appropriate reference.

The following suspension results are known to the authors. Bialy and Polterovich (see [Go]. sect. 41. A) proved existence of smooth suspension theorem with fiber-conrexity: However. this result makes use of the restrictive assmontion that a generating function $S(\theta .(-)$ (ormesponding to $f(\theta, I)=(\Theta, R)$ has to have a summetric matrix $\partial_{\theta, \Theta}^{2} S(\theta .(-)$. Since such condition is not satisfied in gencral. we can not apply this result. Kinksin-Poschel [KP] proved existence of olobal analytic suspension. Which does not possess fiber-convexity:

We propose here a way to construct a local suspension teeping fiber-converity. Our proof. given in Appendix B. is a modification of the one by (bole [Go] (see sect. 41. B).

It is based on the construction of a suitable family of generating functions and on a local analysis of it.

Lemma 2.1. - Let $f: \mathbb{R}^{4} \rightarrow \mathbb{R}^{4}$ be a $C^{s}$ smooth symplectic map with a totally elliptic point $f(0)=0$ at the origin satisfying hypothesis (H1-H2) of positive definite torsion and $10 \leqslant s \leqslant \infty$. Then for any $0<\alpha<1 / 2$ and a small positive $\rho$ there is a $C^{s+1, d+1}$ smooth Hamiltonian, written in $\operatorname{BNF}(\theta, r)$-polar coordinates (1) as

$$
\begin{align*}
H_{f}(\theta, r, t) & =\omega_{1} r_{1}+\omega_{2} r_{2}+\frac{1}{2}\langle B r, r\rangle+P(r)+r_{f}(\theta, r, t) \\
& =\omega_{1} r_{1}+\omega_{2} r_{2}+\frac{1}{2}\langle B r, r\rangle+h_{f}(\theta, r, t), \tag{5}
\end{align*}
$$

where $P(r)$ is a polynomial in $r$ having zero of order at least 3 at $r=0$ and $r_{f}(\theta, r, t)$ belongs $C^{s+1, d+1}\left(\mathcal{K}_{2 \rho}^{\alpha} \times \mathbb{T}\right)$, periodic in $t$ of period 1 and such that the time 1 map of Hamiltonian flow of $H$ equals $f$ in the cone $\mathcal{K}_{\rho}^{2 \alpha}$.

Remark 2.2. - By definition of $H_{f}$, we see that $\partial_{r r}^{2} H_{f}$ is positive definite for small $r \in$ $K_{\rho}^{\alpha}$ and all $(\theta, t) \in \mathbb{T}^{2} \times \mathbb{T}$. Notice that one can not deduce that $H_{f}$ is positive definite in a full $\rho$-neighborhood of zero. since polar coordinates are degenerate along the planes $\left\{r_{j}=0\right\}_{j=1,2}$ and the origin. This hides the degeneracy of positive definiteness. This is the reason why we restrict our suspension to the cone $\mathcal{K}_{\rho}^{2 \alpha}$, which does not contain those planes.

The proof of this lemma is in Appendix B.
2.1. Hamiltonian and Euler-Lagrange flows are conjugate. - In this Section, which may be skipped by an expert, we exhibit the standard duality between Hamiltonian and Lagrangian systems given by the Legendre transform. More explicitly. we state that if a Hamiltonian $H$ satisfies certain conditions, then there is a Lagrangian $L$ such that the Hamilton flow of $H$ corresponds to the Euler-Lagrange flow of $L$ after a coordinate change (see e.g. [Ar2]). Because of this construction. after this Section. we may consider only Euler-Lagrangian flows.

We shall denote $(\theta, v) \in \mathbb{T}^{\prime \prime} \simeq \mathbb{T}^{n} \times \mathbb{R}^{n}$. The Legendre transform associates to a Hamiltonian $H(\theta, r . t)$. $H: \mathbf{T}^{*} \mathbb{T}^{n} \times \mathbb{T} \rightarrow \mathbb{R}$. which is assumed to be positivedefinite in $r$, a Lagrangian $L(\theta, v, t), L: \mathbf{T} \mathbb{T}^{n} \times \mathbb{T} \rightarrow \mathbb{R}$, which is positive-definite in $v$, according to the following scheme:

$$
\begin{equation*}
L(\theta, v, t)=\sup _{r \in \mathbf{T}_{\theta}^{*} \top^{*}}\{\langle r, v\rangle-H(\theta, r, t)\} . \tag{6}
\end{equation*}
$$

where $\langle\rangle:. \mathbf{T}^{\prime \prime} \times \mathbf{T}^{*} \mathbb{T}^{\prime \prime} \longrightarrow \mathbb{R}$ is pairing between dual spaces.
When $L$ is related to $H$ as above. we say that $L$ is the dual of $H$. Let us consider the Euler-Lagrange flow associated to $L$. The latter is defined as a flow on the extended phase space $\mathbf{T T}^{n} \times \mathbb{T}$ such that its trajectories $(\theta(t), \theta(t), t)=(d \theta(t), t)$ are solutions
of the Euler-Lagrange equation:

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\theta}}\right)=\frac{\partial L}{\partial \theta} \tag{7}
\end{equation*}
$$

The trajectories of the Euler-Lagrange flow can be also characterized as those which minimize locally the action $\int L(d \gamma(t), t) d t$ among absolutely continuous curves with the same boundary conditions. The standard (but crucial for our purposes) observation is that when we subtract a closed 1 -form $\eta$, defined on $\mathbb{T}^{n} \times \mathbb{T}$, from the Lagrangian $L$, then both $L-\eta$ and $L$ have the same Euler-Lagrange equations (see e.g. $[\mathbf{F a}]$ ).

Let us suppose the Hamiltonian $H(\theta, r, t)$ satisfies the following properties:
(1) Positive definiteness in $r$ : For each $(\theta, r) \in \mathbf{T}^{*} \mathbb{T}^{n}$ and $t \in \mathbb{T}$ the restriction of $H$ to $\mathbf{T}_{\theta}^{*} \mathbb{T}^{n} \times\{t\}$ is positive definite;
(2) Super-linear Growth in $r$ : For each $(\theta, r) \in \mathbf{T}^{*} \mathbb{T}^{n}$ and $t \in \mathbb{T}$

$$
\frac{H(\theta, r, t)}{\|r\|} \longrightarrow+\infty \text { as }\|r\| \longrightarrow+\infty
$$

(3) Completeness: All the solutions of the Hamiltonian equations can be extended for all $t \in \mathbb{R}$.

We need these conditions to be satisfied in order to apply Mather theory (see Appendix A and Section 9). Notice that the Hamiltonian $H$ of the form (5) satisfies all these properties near $r=0$. The standard result says:

Lemma 2.3 (see e.g. [Ar2], § 15). -If a $C^{s+1}$ Hamiltonian $H(\theta, r, t)$ satisfies the above conditions (1-3) with $s \geqslant 1$ and $L(\theta, v, t)$ is the dual of $H$, then the map $\mathcal{L}:(\theta, r, t) \rightarrow$ $(\theta, v, t)$, given by

$$
\begin{equation*}
\mathcal{L}(\theta, r, t)=\left(\theta, \partial_{r} H(\theta, r, t), t\right), \tag{8}
\end{equation*}
$$

is $C^{s}$-smooth and invertible, and it conjugates the Hamiltonian flow of $H$ to the EulerLagrange flow of L, i.e. it provides a one-to-one correspondence between trajectories of both flows. Moreover, the Lagrangian L satisfies properties (1-3) above with $r$ replaced by $v$ and $H$ by $L$.

Let $H_{f}$ be given by formula (5). Let $H_{f}^{*}$ be the integrable part $H_{f}^{*}(r)=\omega_{1} r_{1}+$ $\omega_{2} r_{2}+\frac{1}{2}\langle B r, r\rangle+P(r)$. Namely, $P(r)$ is the polynomial in $r$ part of $h_{f}(\theta, r)$. Notice that Legendre transform of $H_{f}$ has the form

$$
\begin{equation*}
L_{f}(\theta, v, t)=\ell_{0}\left(v-\omega^{0}\right)+P_{f}\left(\theta, v-\omega^{0}, t\right), \tag{9}
\end{equation*}
$$

where $\ell_{0}\left(v-\omega^{0}\right)$ is the Legendre transform of $H_{f}^{*}(r)$ and $P_{f}$ is a $C^{s}$ smooth remainder defined on $\mathbb{T}^{2} \times\left\{\partial_{r} H_{f}\left(\theta . K_{2 \rho}^{2 \alpha}, t\right)-\omega^{0}\right\} \times \mathbb{T}$. The form (5) of $H_{f}$ shows that $\partial_{r} H_{f}(\theta, r, t)=\omega^{0}+B r+\partial_{r} h_{f}(\theta, r, t)$. Therefore. for small $\rho$ we have that $B\left(K_{\rho}^{\alpha}\right) \subset$ $\left\{\partial_{r} H_{f}\left(\theta, K_{2 \rho}^{2 \alpha}, t\right)-\omega^{0}\right\}$ so we could assume that $L_{f}$ is well-defined on $B\left(K_{\rho}^{\alpha}\right)$. Moreover, $P_{f}$ has a zero in $\left(v-\omega^{0}\right)$ of at least 6 -th order, i.e. $P_{f} \in C^{s, d+1}\left(\mathbb{T}^{2} \times B\left(K_{\rho}^{\alpha}\right) \times \mathbb{T}\right)$
for $d \geqslant 5$. We shall apply Mather's technology to the Lagrangian $L_{f}$ and its EulerLagrange flow.

## 3. Scheme of construction of diffusing trajectories using Mather action functional

In this Section, we outline a variational approach due to Mather [Ma5, Ma4, Ma3] to construct diffusing trajectories toward and outward from zero from Theorem 1.2. We concentrate on the one going toward zero first. Construction of the other one is very similar.
3.1. Rough sketch of the proof of Theorem 1.2. - Application of lemma 2 for $n=2$ to the symplectic map $f$, given by (1) provides the suspension Hamiltonian $H_{f}(\theta, r, t)$ given in $\mathcal{K}_{2 \delta}^{\alpha}$ near $r=0$. We have that locally. i.e.. in $\mathcal{K}_{2 \delta}^{\alpha}$. $H_{f}$ satisfies fiberconvexity from hypothesis (1. Sect. 2.1) above. To meet hypotheses (2 3. Sect. 2.1), one may smoothly extend $H_{f}$ for large $r$ keeping convexity in $r$ so that it is an integrable Hamiltonian. e.g. given by (36). Thus. Mather theory is applicable (see Section 9).

Let $L_{f}(\theta . c \cdot t)$ be the dual of $H_{f}(\theta, r, t)$. given by (9). The Legendre coordinate change (8) in our case has the form $\mathcal{L}(\theta, r, t)=\left(\theta, \omega^{0}+B r+\partial_{r} h_{f}(\theta, r, t) . t\right)$. Let us approximate it by its linearization $T_{\omega^{\prime \prime}, B}: r \rightarrow v=\omega^{0}+B r$. Denote $K_{\rho}^{o}\left(\omega^{0} . B\right)=$ $T_{\omega^{\prime \prime} . B}\left(K_{\rho}^{\alpha}\right)$ the image cone. whose complement we need to avoid. By (H2). for small $\alpha>0$ the image cone $K_{\rho}^{2 \alpha}\left(\omega^{0} . B\right)$ contains a segment in $\Lambda_{k}$ of length $2 \rho /\left\|B^{-1}\right\|$ centered at $\omega^{0}$. Fix $a=a(k, B)>0$ with the above property. We shall "diffuse" inside $K_{\rho}^{\alpha}\left(\omega^{0} . B\right)$. Denote by $c_{k}$ the unit vector parallel to $\Lambda_{k}$ and fix a small $0<\delta<$ $\rho /\left\|B^{-1}\right\|$ (to be determined later).

Put $2 \delta=\delta_{0}$ and $\delta_{j}=2^{-j} \delta_{0}$ for each $j \in \mathbb{Z}_{+}$. Fix the sequence of amuli

$$
\begin{equation*}
A_{j}\left(\omega^{0}\right)=\left\{2^{-2} \delta_{j}<\left|c-\omega^{0}\right|<2^{2} \delta_{j}\right\} \subset \mathbb{R}_{+}^{2} . \tag{10}
\end{equation*}
$$

Denote $K_{\delta, j}^{-\gamma}\left(\omega^{0} . B\right)=K_{2 \delta}^{\infty}\left(\omega^{0} . B\right) \cap A_{j}\left(\omega^{0}\right)$. By definition for cach $j \in \mathbb{Z}_{+}$we have $\omega^{0}+\delta_{j+1} e_{k} \cdot \omega^{0}+\delta_{j} e_{k} \cdot \omega^{0}+\delta_{j-1} e_{k} \in K_{\delta, j}^{\circ}\left(\omega^{0} . B\right)$ and adjacent ammuli $A_{j}\left(\omega^{0}\right)$ and $A_{j+1}\left(\omega^{0}\right)$ overlap. i.e. $A_{j}\left(\omega^{0}\right) \cap A_{j+1}\left(\omega^{0}\right) \neq \varnothing$. We now point out the aim of our constructions and the steps needed to reach it:

The goal. Construct a diffusing trajectory $\{(\theta \cdot \dot{\theta})(t)\}_{1 \geqslant 0}$ such that at time 0 its velocity $\dot{\theta}(t)$ is approximately $\omega^{0}+\delta_{0} e_{k}$ :
Stage 1. At a time $\mathcal{T}_{1}>0$. its velocity $\dot{\theta}\left(\mathcal{T}_{1}\right)$ is approximately $\omega^{0}+\delta_{1} e_{k}$ and. in between 0 and $\mathcal{T}_{1}$. we have $\dot{\theta}(t) \in K_{\dot{j}-1}^{-0}\left(w^{0} . B\right)$ :

Stage 2. At a time $\mathcal{T}_{2}>\mathcal{T}_{1}$. its velocity $\theta\left(\mathcal{T}_{1}\right)$ is approximately $\omega^{0}+\delta_{2} e_{k}$ and. in between $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$. we have $\dot{\theta}(t) \in K_{\dot{j} 2}^{-0}\left(w^{0} . B\right)$ and so on:

Stage $j$. At a time $\mathcal{T}_{j}>\mathcal{T}_{j-1}$, its velocity $\dot{\theta}\left(\mathcal{T}_{1}\right)$ is approximately $\omega^{0}+\delta_{j} e_{k}$ and, in between $\mathcal{T}_{j-1}$ and $\mathcal{T}_{j}$, we have $\dot{\theta}(t) \in K_{\dot{\delta}, j}^{\alpha}\left(\omega^{0} . B\right)$, and so on for possibly infinite number of stages.

If we could construct a trajectory with these properties, we would obtain a trajectory for the symplectic map $f$ which goes toward the origin. To construct a trajectory going out from the origin, the arguments involved are analogous. This would indeed prove Theorem 1.2. Formalization of this scheme requires some notions of Mather theory.

### 3.2. A naive idea of Mather's mechanism of diffusion. -- We start with

A Model Example. - Suppose $f: M \rightarrow M$ be a smooth diffeomorphism of an $2 n$ dimensional manifold possibly with a boundary. Let $m$ be any positive integer and $p_{1}, \ldots, p_{m}$ be a collection of hyperbolic periodic points of the same index, i.e. the dimensions of stable and unstable manifolds are the same. Suppose that for each $i=1, \ldots, m-1$ the unstable manifold $W^{\prime u}\left(p_{i}\right)$ intersects the stable manifold $W^{s}\left(p_{i+1}\right)$ transversally and both belong to $M$. Then. it is casy to show that $W^{s}\left(p_{1}\right)$ intersects $W^{\prime \prime}\left(p_{m}\right)$.

If $M=\mathbb{T}^{2} \times K_{\rho}^{\alpha} \ni(\theta, r)$ and $r$-coordinates of $p_{i}$ are close to $\delta_{i} e_{k}$, then there exists a trajectory whose $r$-coordinate change from nearby $\delta_{1} e_{k}$ to nearby $\delta_{m} e_{k}$.

As a matter of fact, in Mathers mechanism of diffusion we use the following objects:
the hyperbolic periodic points $p_{i}$ is are replaced by Mather sets $\mathcal{M}_{i}$. whose projection onto $r$-component is localized near $\delta_{i} e_{k}$ :
the stable and mintable manifolds $\mathrm{IV}^{* s}\left(\mu_{i}\right)$ and $\mathrm{IV}^{\prime \prime}\left(p_{i}\right)$ are replaced by the stable and unstable sets $W^{* s}\left(\mathcal{M}_{i}\right)$ and $W^{* \prime}\left(\mathcal{M}_{i}\right)$ respectively. $W^{*}\left(\mathcal{M}_{i}\right)$ and $W^{\prime \prime}\left(\mathcal{M}_{i}\right)$ are not necessarily manifolds and not even continnons:
to verify the intersection of mistable and stable sets $W^{r *}\left(\mathcal{M}_{i}\right)$ and $\mathbb{I}^{\prime \prime}\left(\mathcal{M}_{i+1}\right)$. respectively, we shall use the barrier finction defined in Section 8 (see formulas (3132)):
to show that the intersection of $\mathrm{J}^{* *}\left(\mathcal{M}_{i}\right)$ and $\mathrm{I}^{\prime \prime}\left(\mathcal{M}_{i+1}\right)$ for cach $i=1 \ldots \ldots m-1$ implies existence of a connecting trajectory between $\mathcal{M}_{1}$ and $\mathcal{M}_{m}$. we define a suitable action functional (24). As it was shown by Mather [Ma4]. muder certain hypotheses. the minimum of such an action functional is achieved on a trajectory of the EulerLagrange equation comerting $\mathcal{M}_{1}$ and $\mathcal{M}_{m}$ (see Section 8).

In Appendix A, we define Mather sets. barrier functions. and related objects. The reader who is familiar the basics of Mather theory may go directly to next Section. Others may read Appendix A first.
3.3. Detailed scheme of the proof of Theorem 1.2. - We now continue our disenssion. assmming that the reader familiar with basic notions of Mather theory (see Section 9). The diffusing trajectories we shall construct move along the resonant
segment $\Lambda_{k}$ from (H1). Consider a sequence of subsegments of $\Lambda_{k}$ given by $\Gamma_{j}=$ $\left[\delta_{j+1} e_{k}, \delta_{j} e_{k}\right] \subset \Lambda_{k}, j \in \mathbb{Z}_{+}$. Denote

$$
\Gamma_{\delta}=\cup_{j \geqslant 1} \Gamma_{j} .
$$

On each of the segments $\Gamma_{j}$ 's we mark a sufficiently dense finite set of points $\left\{\delta_{j, p} e_{k}\right\}_{p=1}^{m_{j}} \subset \Gamma_{j}$ (we determine later how dense this set has to be). Each stage of diffusion described in Section 3.1 consists of $m_{j}$ sub-stages. First, we enumerate marked points in $\Gamma_{j}$. We set $M_{p}=\sum_{i=1}^{p} m_{i}$ and for $M_{p}<i \leqslant M_{p+1}$ we set $\omega_{i}=\omega^{0}+\delta_{p, i-\Lambda_{p}} e_{k}$. Loosely speaking, $\mathcal{M}_{i}$ as introduced in the previous Section, is an invariant set of trajectories with approximate rotation vector $\omega_{i}$. We shall formalize this idea in Section 8. To give a precise definition of $\mathcal{M}_{i}$ 's we need further discussion.

Let $H_{f}(\theta, r, t)$ be the suspension of the symplectic map $f$ under consideration given in $\mathcal{K}_{\rho}^{\alpha}$ near $r=0$ by lemma 2. We have that locally (i.e., near $r=0$ ) $H_{f}$ satisfies convexity condition (1, Sect. 2.1). To meet hypotheses (2 3, Sect. 2.1). one extends $H_{f}$ for large $r$ by an integrable Hamiltonian, e.g. given by (36) keeping convexity in $r$. Thus, Mather theory is applicable to our case (see Section 9).

Consider the Legendre transform of $H_{f}$, which would lead to a Lagrangian of the form (9). The first term of $L_{f}$ corresponds to an integrable Lagrangian. Moreover. we show in Section 9 that for small $\delta_{0}>0$ the second term $P_{f}$ can be considered as a small perturbation. Therefore, we shall be able to apply Nather Diffusion Theorem (see Section 4). We shall write the remainder in the form (34) with $m=3$ and $r$ replaced by $\left(v-\omega^{0}\right)$

$$
\begin{equation*}
P_{f}\left(\theta, v-\omega^{0} . t\right)=\sum_{p=0}^{3}\left(v-\omega^{0}\right)_{1}^{p}\left(v-\omega^{0}\right)_{2}^{3-p} P_{p}\left(\theta \cdot v-\omega^{0} . t\right) \tag{11}
\end{equation*}
$$

where $\left(v-\omega^{0}\right)_{i}$ is $i$-th coordinate of $\left(v-\omega^{0}\right), i=1.2$. Let us denote $\mathbf{P}_{f}=$ $\left(P_{0}, P_{1}, P_{2}, P_{3}\right)$ and define the unit sphere for perturbations $\mathbf{P}_{f}$

$$
S^{5,3}=\left\{\mathbf{P}_{f}: \sum_{p=0}^{3}\left\|P_{p}\right\|_{\left(\cdots 3\left(\mathbb{T}^{2} \times B\left(K_{p}^{3, n}\right) \times \mathbb{T}\right)\right.}^{2}=1\right\} .
$$

Since $P_{f} \in C^{s . d+1}\left(\mathbb{T}^{2} \times B\left(K_{\rho}^{-2 \alpha}\right) \times \mathbb{T}\right)$ with $d \geqslant 5$. by lemma B. 1 we have that $C^{3}$ norm of $\mathbf{P}_{f}$ is well-defined.

We denote also by $\mathcal{L}_{3 . f}$ the Fenchel-Legendre transform associated with $L_{f}$ by (29). In the images of each marked frecpuency, we choose a cohomology class $c_{;} \in \mathcal{L}_{i} ;, f\left(\omega_{i}\right)$ for each $i=1, \ldots . I_{p} \ldots \ldots$ so that adjacent $c_{i}$ 's are sufficiently close. We are now in position to define the sets $\left\{\mathcal{M}_{i}\right\}_{i=1}^{m}$ from the previous Section to be Mather sets $\mathcal{M}^{c_{i}}$. We shall slightly modify the choice of $c ;$; in Section 8 .

Definition 3.1. We say that $\mathcal{L}_{\beta . f}$ has channel property with respect to a resonant segment $\Gamma_{\delta}$ if there is a smooth connected curve $\sigma_{\Gamma} \subset \mathcal{L}_{\beta, f}\left(\Gamma_{\delta}\right)$ such that for each $\omega^{\prime} \in \Gamma_{\delta}$ the curve $\sigma_{\Gamma}$ intersects $\mathcal{L}_{\beta, f}\left(\omega^{\prime}\right)$.

Lemma 3.2 ([Ma4]). Let $10 \leqslant s \leqslant \infty$. Then, for a $C^{s}$ Whitney open dense set of $\mathbf{P}_{f} \in S^{s, 3}$, there is $\delta=\delta\left(\mathbf{P}_{f}\right)>0$ such that the Fenchel-Legendre transform $\mathcal{L}_{\beta, f}$ has channel property with respect to $\Gamma_{\delta}$. In particular. for any pair of positive integers $i<i^{\prime}$ the sets $\mathcal{L}_{\beta, f}\left(\omega_{i}\right)$ and $\mathcal{L}_{\beta, f}\left(\omega_{i^{\prime}}\right)$ are connected by $\sigma_{\Gamma}$.

Remark 3.3. - In Section 6.2 we introduce certain non-degeneracy hypothesis (C1)(C3) and (C4 $\omega_{\omega}-(\mathrm{C} 8)_{\omega}$ for perturbations of integrable Lagrangian systems and in Section 9 show how to adapt these hypothesis for remainder terms in BNF (4) of totally elliptic points. The $C^{s}$ Whitney open dense set of remainders $\mathbf{P}_{f} \in S^{s .3}$ that satisfy adapted non-degeneracy hypotheses (C1) (C3) and (C4) ${ }_{\omega}$ (C8) ${ }_{\omega}$ fulfills channel property of the lemma.

We construct trajectories that diffuse along $\sigma_{\Gamma}$ inside the channel $\mathcal{L}_{\beta . f}\left(\Gamma_{\delta}\right)$. To accomplish this, roughly speaking, we vary the cohomology $c$ in order to vary the velocity $\dot{\theta}$.

We shall apply the Mather method of changing Lagrangians [Ma5]. Mather applied this method in [Ma3] to show the existence of unbounded trajectories for generic time periodic mechanical systems on $\mathbb{T}^{2}$. We outline some of the key ideas of the method. For simplicity let $L(\theta, v, t)=\frac{1}{2}\langle u \cdot v\rangle+\varepsilon P(\theta, v . t)$ be sufficiently smooth nearly integrable Lagrangian and $\eta^{c}=c d \theta$ be the standard closed one form on $\mathbb{T}^{2} \times \mathbb{T}$ for a vector $c \in \mathbb{R}^{2} \simeq T_{\theta} \mathbb{T}^{2} . \theta \in \mathbb{T}^{2}$. Then the following scheme can be exploited:
(1) Euler-Lagrange flows of $L$ and $\left(L-\eta^{\prime}\right)$ are the same (see e.g. [Fa]).
(2) Minimization of $c$-action $\int_{a}^{b}\left(L-\widehat{\eta}^{c}\right)(d \gamma(t) . t) d t$ with $\varepsilon$-error leads to minimization of

$$
\begin{equation*}
\frac{1}{2}\langle\dot{\theta} \cdot \dot{\theta}\rangle-\langle\dot{\theta} \cdot c\rangle=\frac{1}{2}(\langle\dot{\theta}-c \cdot \dot{\theta}-c\rangle-\langle c \cdot c\rangle) . \tag{12}
\end{equation*}
$$

Therefore, trajectories minimizing c-action have approximate velocity $c$. As a matter of fact, even if $\eta^{c}$ is a closed one form with $\left[\eta^{c}\right]_{w^{2}}=c . L$ is close to integrable and $b-a$ is large enough, trajectories minimizing c-action still have approximate velocity $c$ (see [Ma4]). From now on we consider $\eta^{\prime \prime}$ as a closed one form.
(3) Suppose we can find an action functional

$$
\begin{equation*}
\sum_{i=1}^{j} \int_{t_{i}}^{t_{i+1}}\left(L-\hat{\eta}_{i}\right)(d \gamma(t) \cdot t) d t \tag{13}
\end{equation*}
$$

for a sequence of closed one forms $\left\{\eta_{i}\right\}_{i=1}^{j}$ such that $\left[\eta_{i}\right]_{耳^{2}}=c_{i}$ and $\left[\eta_{i+1}\right]_{\mathbb{R}^{2}}=c_{i+1}$, where $c_{i}$ and $c_{i+1}$ are close for each $i=1 \ldots \ldots j-1$ and the minimum of such integral is achieved on a trajectory $\left\{(d \gamma(t) . t): t \in\left[t_{1} . t_{m}\right]\right\}$ of the Euler-Lagrange flow
of $L^{(2)}$. Standard properties of action minimization give that this is indeed true for time $t \neq t_{1}, \ldots, t_{m}$, but it is a delicate problem to show that this does not happen at connection times $t=t_{1} \ldots . t_{m}$. The corresponding minimizing trajectory $\gamma(t)$ might have corners $\dot{\gamma}\left(t_{i}^{-}\right) \neq \dot{\gamma}\left(t_{i}^{+}\right)$. Notice now that at time $t$ in $\left[t_{1}, t_{2}\right]$ velocity is approximately $c_{1}$ and at time $t$ in $\left[t_{m-1}, t_{m}\right]$ velocity is approximately $c_{m}$. Thus, the key to the method is to find an action functional with the above property and justify absence of corners. In (13) we made only a rough attempt. This functional is defined in Section 8. Usually: this construction is quite involved and highly nontrivial [Ma5, Ma4, Ma3].

## 4. Mather diffusion theorem

In this Section. we state Mather result about existence of Amold diffusion in a generality we use for our application. See [Ma5] for the most general version. As a matter of fact. to prove our main result (Theorem 1.2) in Section 8) we shall reformulate Mather Diffusion Theorem in terms of a certain variational principle and in Section 9 apply this principle to prove Theorem 1.2 .

In the subject of Arnold diffusion. one studies a time periodic or antonomons Hamiltonians/Lagrangians that are perturbations of integrable Hamiltonians/Lagrangians (see e.g. $[\mathbf{A K N}]$ ).

In the time periodic case, the Lagrangian takes the form

$$
L(\theta \cdot \dot{\theta} \cdot t)=t_{0}(\dot{\theta})+\varepsilon P(\theta \cdot \dot{\theta} \cdot t)
$$

where $f_{0}$ is a $C^{\circ}$ smooth function on a convex closed set with smooth boundary $U \subset \mathbb{R}^{2}$. E is a small positise nmmber. $P$ is a $C^{*}$ smooth function on $\mathbb{T}^{2} \times U \times \mathbb{T}$. and $s \geqslant 3$. In other words. $P$ is periodic of period 1 in $\theta_{1} \cdot \theta_{2}$, and $t$. The function $f_{0}$ is called the unperturbed integrable Lagrangian and the function $P$ is called the perturbation term.

Denote $d_{0}^{2} f_{0}=\dot{\partial}_{\dot{\theta}_{i}, \dot{\theta}_{,}^{2}}^{2}$, ${ }_{0}$ the Hessian matrix of second partial derivatives of $t_{0}$. i.e. $d_{\theta}^{2} t_{0}=\left(\partial_{\dot{\theta}, \dot{\theta}_{j}}^{2} f_{0}\right)_{i, j=1.2}$. We shall assmme that $d_{\theta}^{2} t_{0}$ is everywhere positive definite on $U$. i.e. we have $\sum_{i, j=1}^{2} \dot{\partial}_{\dot{\theta}, \dot{\theta}_{j}}^{2} f_{0}(\dot{\theta}) \dot{\varphi}_{\dot{\varphi}, \dot{\varphi}_{j}>}>0$. for all $\dot{\theta} \in U$ and all $\left(\dot{\varphi}_{1} \cdot \dot{\varphi}_{2}\right) \in \mathbb{R}^{2} \backslash 0$. In the Hamiltonian case. the analogons assmontion is that the mperturbed integrable Hamiltonian convex.

Now, we briefly discuss the problem of Arnold diffusion. For the mperturbed integrable Lagrangian $L=f_{0}$. the Euler-Lagrange (E. L. for short in the secpuel) equations reduce to $d^{2} \theta / d t^{2}=0$. Every solution $\theta$ lies on a torns $\{\dot{\theta}=\omega\}$. where $\omega=\left(\omega_{1} \cdot \omega_{2}\right) \in U$. The $\omega_{i}$ is are called the frequencies of the solution.

By a trajectory of $L$. we mean a solution of the E. L. equations associated to $L$. Along a trajectory of $L . \dot{\theta}$ is constant in the case of the mpertmbed integrable

[^1]system and varies slowly in the case of a small perturbation of the integrable system. The problem of Arnold diffusion is whether $\dot{\theta}$ can vary a lot over long periods of time. Recently a great progress has been achieved in proving Arnold diffusion in socalled a priori unstable case by many different groups (see papers [Be], [CY], [DLS], $[\mathbf{T 1}, \mathbf{T} 2, \mathbf{T} 3]$, amouncements $[\mathbf{X 1}, \mathbf{X 2}]$, and work in preparation $[\mathbf{K M}])$. The result below is for the a priori stable case.

Recall that for a positive integer $C^{s}(M)$ denotes the Banach space of $C^{s}$ real valued functions on $M$ (see Section 1.1 for notations and definitions). Now let sse $x$. or an integer $\geqslant 3$. We let $\mathcal{L}^{s}$ denote the topological space of $C^{s}$ functions $\ell_{0}: U \rightarrow \mathbb{R}$, such that $\ell$ is positive definite in $\dot{\theta}$, i.e. the Hessian $d_{\theta}^{2} \ell_{0}$ is positive definite. Endow $\mathcal{L}^{*}$ with the $C^{*}$ topology. We let $\mathcal{P}^{*}$ denote the topological space of $C^{*}$ functions $P: \mathbb{T}^{2} \times U \times \mathbb{T} \rightarrow \mathbb{R}$ endowed with the $C^{s}$ topologs: Denote

$$
\mathcal{S}_{l}^{*}=\left\{P \in \mathcal{P}^{*}:\|P\|_{\left(\cdots\left(F^{2} \times U \times \mathbb{T}\right)\right.}=1\right\}
$$

the unit sphere in the space of perturbations. The topology in $\mathcal{S}^{\circ}$ is induced from the ambient space $\mathcal{P}^{*}$.

Definition 4.1. A set $\mathbb{W}^{*} \subset \mathcal{P}^{*}$ is called $\delta$-cousp residual if
A) there is a non-negative continuous function $\delta$ on $\mathcal{S}_{l}^{*}$ such that the set $U_{\ddot{j}}=$ $\left\{P \in \mathcal{S}_{L}^{*}: \delta(P)>0\right\}$ is open and dense in $\mathcal{S}_{L}^{*}:$
B) there is a cusp set $V_{\delta}^{s}=\left\{E P \in \mathcal{P}^{*}: P \in U_{\delta}^{s} .0<E<\delta(P)\right\}$, which is a subset of homogencous extension of $U_{j}^{*}$ which is defined b, $\mathbb{R} U^{*}=\left\{\lambda P \in \mathcal{P}^{*}: P \in U^{s} . \lambda>0\right\}$ :
C) there is an open and dense set $W_{j}^{*}$ in $V_{j}^{*}$.

Definition 4.2. If $\Gamma \subset \mathbb{R}^{2}$ is a line segment. We shall say that it is rational or resonant if there is a resonancer $\left.{ }^{(3)} k=\left(k_{1}\right) \cdot k_{1}, k_{2}\right) \in \mathbb{Z}^{3}$ such that $\Gamma$ is contained in the line $\Lambda_{k}$.

We say that a curve $\Gamma \subset \mathbb{R}^{2}$ is a resonant piecewise lincar curve if it is a finite umion of resonant segments $\Gamma=\cup_{s}^{m \prime \prime} \Gamma_{s}$ so that end points of $\Gamma_{s}$ belong to end points of $\Gamma_{s-1}$ and $\Gamma_{s+1}$. for all $s=2 \ldots \ldots m-1$.

The following result is a modified version of the result amomered by Mather [Ma5] for the time-periondic case:

Mather Diffusion Theorem. Let $\Gamma$ be a resonant piecewise linear carve in $U$ and let $3 \leqslant s \leqslant x$. There exist.s a non-negative rontimuous function $\delta\left(\ell_{0} . \Gamma\right): \mathcal{P}^{*} \rightarrow \mathbb{R}_{+}$. such that. for any perturbation $\Sigma \Gamma$ in a $\delta\left(f_{0} . \Gamma\right)$-cusp) residual set $\mathrm{I}_{\delta\left(\iota_{n}, \Gamma\right)} \subset \mathcal{P}^{s}$. thete is a trajectory $(\theta \cdot \dot{\theta})(t)$ of $L_{\Xi}=1_{0}+\varepsilon I$. whose velocity moves along $\Gamma$. Nore precisely. there is a constant $\left(^{\prime}=C^{\prime}\left(f_{0} . P . \Gamma\right)>0\right.$ and $T=T\left(\ell_{0} . I \cdot \Gamma\right)>0$ such that dist $\left(\cup_{0<1<T} \dot{\theta}(t) . \Gamma\right) \leqslant(\sqrt{E}$. Where dist is the standard Hausdorff distance between set.s in $U$.

[^2]Remark 4.3. - The function $\delta\left(\ell_{0}, \Gamma\right)$ (and consequently the $\delta\left(\ell_{0}, \Gamma\right)$-cusp residual set $\left.W_{\delta\left(\ell_{0}, \Gamma\right)}^{s}\right)$ depends on the choice of resonant lines $\Gamma_{1}, \ldots, \Gamma_{m}$. However, they are independent of behavior of the diffusing trajectory $(\theta, \dot{\theta})(t)$.

In particular, this implies the following result. Consider a finite collection of nonvoid open subsets $\Omega_{1}, \ldots, \Omega_{m+1}$ of $U$, then there is a resonant piecewise linear curve $\Gamma$, consisting of $m$ resonant segments $\Gamma=\cup_{s=1}^{m} \Gamma_{s}$ connecting distinct $\Omega_{k}$ 's in any pre-assigned order. Then, by Mather Diffusion Theorem there is a trajectory which visits the sets $\Omega_{1}, \ldots, \Omega_{m+1}$ in the pre assigned order.

We point out that existence of a "diffusing" trajectory $(\theta, \dot{\theta})(t)$ moving along any prescribed resonant piecewise linear curve is a strong form of Arnold diffusion. However, existence of such a trajectory is proved only for a $\delta$-cusp residual set of perturbations [Ma4].

The purpose of the next four sections is to define qualitatively the function $\delta\left(\ell_{0}, \Gamma\right)$ and the sets $U_{\delta\left(\ell_{0}, \Gamma\right)}^{s}$ and $W_{\delta\left(\ell_{0}, \Gamma\right)}^{s}$ mentioned in definition 4.1 and Mather Diffusion Theorem. We start by defining two averaged mechanical systems $L_{\omega, \Lambda}$ and $L_{\omega}$. For sake of brevity, we shall not say precisely in what sense the trajectories of $L_{\omega, \Lambda}$ and $L_{\omega}$ approximate certain trajectories of $L$. We also give an heuristic motivation of the notion of these averaged systems $L_{\omega, \Lambda}$ and $L_{\omega}$. These averaged mechanical systems are used to define a $C^{s}$ open and dense set $U_{\delta\left(\rho_{0}, \Gamma\right)}^{s}$ of "good directions" of perturbations on the unit sphere $\mathcal{S}^{s}$. In Section 7 we define $\delta\left(\ell_{0}, \Gamma\right)$-cusp residual set $W_{\delta\left(\ell_{1}, \Gamma\right)}^{s}$ using barrier functions. In Section 8 we restate Mather Diffusion Theorem in terms of a certain variational principle. Finally, in Section 9 we apply this variational principle to prove our main result (Theorem 1.2).

## 5. Averaged mechanical systems corresponding to single and double resonances

### 5.1. A Single Resonance Averaged System or a First ( $\omega, \Lambda$ )-Averaged Sys-

 tem. - Let $L(\theta, \dot{\theta}, t)=\ell_{0}(\dot{\theta})+\varepsilon P(\theta, \dot{\theta}, t)$ be a $C^{s}$ small perturbation of an integrable Lagrangian $\ell_{0}$ on $\mathbb{T}^{2} \times U \times \mathbb{T} . s \geqslant 3$. Let us assume $d^{2} \ell_{0}>0$ on $U$. Consider a resonant frequency vector $\omega=\left(\omega_{1}, \omega_{2}\right) \in \mathbb{R}^{2}$ and its resonance $k=\left(k_{0}, k_{1}, k_{2}\right)$. This means that $k \in \mathbb{Z}^{3},\left(k_{1}, k_{2}\right) \neq 0$ and $k_{0}+k_{1} \omega_{1}+k_{2} \omega_{2}=0$. If $\omega \in \mathbb{Q}^{2}$, it admits two linearly independent resonances: otherwise, it admits at most one resonance up to multiplication by scalar.We denote by $\Lambda=\Lambda_{k}$ the resonant line from (H1). Thus, $\Lambda$ is the set of all $\omega \in \mathbb{R}^{2}$ for which $k$ is a resonance. We set

$$
\begin{equation*}
\mathbb{T}_{\Lambda}^{2}=\left\{\left(\theta_{1}, \theta_{2}, t\right) \in \mathbb{T}^{2} \times \mathbb{T}^{1}: k_{1} \theta_{1}+k_{2} \theta_{2}+k_{0} t=0(\bmod 1)\right\} \tag{14}
\end{equation*}
$$

If $\dot{\theta}(0) \in \Lambda$, the trajectory of the unperturbed Euler-Lagrange of $\ell_{0}(\dot{\theta})$ either belongs to $\mathbb{T}_{\Lambda}^{2}$ or to its parallel translation. Thus, the 2 -torus $\mathbb{T}_{\Lambda}^{2}$ can be viewed as a
subgroup of $\mathbb{T}^{2} \times \mathbb{T}^{1}$. We set $\mathbb{T}_{\Lambda}^{1}=\mathbb{T}^{2} \times \mathbb{T}^{1} / \mathbb{T}_{\Lambda}^{2}$ (and we refer to it as the factor space). Since the unperturbed Euler-Lagrange flow is parallel to $\mathbb{T}_{\Lambda}^{2}$, we call $\mathbb{T}_{\Lambda}^{2}$ - torus of fast motion and $\mathbb{T}_{\Lambda}^{1}$ - torus of slow motion.

Let $\left(\theta_{1}, \theta_{2}, t\right)=\left(\varphi_{\Lambda}^{s}, \varphi_{\Lambda}^{f}\right) \in \mathbb{T}_{\Lambda}^{1} \times \mathbb{T}_{\Lambda}^{2}$ denote slow and fast coordinates on $\mathbb{T}_{\Lambda}^{1}$ and $\mathbb{T}_{\Lambda}^{2}$, respectively. The product decomposition depends on an arbitrary choice. We shall specify our choice later (see lemma 6.3). Denote by $d \mathcal{H}_{\Lambda}$ the normalized Haar (Lebesgue) measure on the fast torus $\mathbb{T}_{\Lambda}^{2}$. Let $\widetilde{P}(\theta, t, \omega)=P(\theta, \omega, t)$. Define the first $(\omega, \Lambda)$-averaged potential

$$
\begin{equation*}
P_{\omega, \Lambda}\left(\varphi_{\Lambda}^{s}\right)=\int_{\varphi_{\Lambda}^{f}} \widetilde{P}\left(\varphi_{\Lambda}^{s} \cdot \varphi_{\Lambda}^{f}, \omega\right) d \mathcal{H}_{\Lambda}\left(\varphi_{\Lambda}^{f}\right) \tag{15}
\end{equation*}
$$

So $P_{\omega, \Lambda}: \mathbb{T}_{\Lambda}^{1} \rightarrow \mathbb{R}$ is a real valued function on $\mathbb{T}_{\Lambda}^{1}$.
To define the first ( $\omega, \Lambda$ )-averaged kinetic energy one needs some linear algebra. Actually, the precise form of this kinetic energy is not important for us. What really matters is that the kinetic energy is given by a constant quadratic form on $T\left(\mathbb{T}_{\Lambda}^{1}\right)$.

Consider the natural projection $\pi_{\Lambda}: \mathbb{T}^{2} \times \mathbb{T}^{1} \rightarrow \mathbb{T}_{\Lambda}^{1}$ along the fast torus $\mathbb{T}_{\Lambda}^{2}$. The definition of both slow and fast tori $\mathbb{T}_{\Lambda}^{1}$ and $\mathbb{T}_{\Lambda}^{2}$ depends only on the resonance $k$ determining $\Gamma \subset \Lambda_{k}$. The projection $\pi_{\Lambda}$ induces a linear map $d \pi_{\Lambda}: \mathbb{R}^{2} \times \mathbb{R} \rightarrow \mathbb{R}_{\Lambda}$. The restriction to $\mathbb{R}^{2} \times 0$ has a null space, denoted by $N_{\Lambda} \subset \mathbb{R}^{2}$. Denote by $N_{\Lambda}^{\perp}$ the orthogonal complement of $N_{\Lambda}$ with respect to $d^{2} \ell_{0}(\omega)$. Define

$$
\begin{equation*}
K_{\omega, \Lambda}=\left.\left(d^{2} \ell_{0}(\omega) / 2\right)\right|_{N_{\uparrow}+} . \tag{16}
\end{equation*}
$$

$K_{\omega, \Lambda}$ may be regarded as a constant quadratic form on $T\left(\mathbb{T}_{\Lambda}^{1}\right)$ in a view of identification of $N_{\Lambda}$ and $T\left(\mathbb{T}_{\Lambda}^{1}\right)$ given by $d \pi_{\Lambda}$.

Let

$$
L_{\omega, \Lambda}=K_{\omega, \Lambda}+P_{\omega, \Lambda} \circ \operatorname{pr}_{\omega, \Lambda}: T\left(T_{\Lambda}^{1}\right) \longrightarrow \mathbb{R},
$$

where $p r_{\omega, \Lambda}: T\left(T_{\Lambda}^{1}\right) \rightarrow \mathbb{T}_{\Lambda}^{1}$. We call $L_{\omega, \Lambda}$ the first $(\omega, \Lambda)$-averaged system associated to $\omega \in \Lambda$, which is an autonomous mechanical system whose kinetic energy is $K_{\omega . \Lambda}$ and whose potential energy is $-P_{\omega, \Lambda} \circ \mathrm{pr}_{\omega, \Lambda}$.

A classical idea of averaging consists in the fact that the trajectories of $L$ with approximate frequency vector $\omega$ can be approximately described in terms of fast and slow variables. The fast variables correspond to the motion parallel to $\mathbb{T}_{\Lambda}^{2}$ and the slow variables correspond to the motion normal (in a suitable sense) to $\mathbb{T}_{\Lambda}^{2}$. If we average with respect to the fast variables. we obtain a new Lagrangian system $L_{\omega . \Lambda}=$ $K_{\omega, \Lambda}+P_{\omega, \Lambda}$ whose trajectories approximate the trajectories of $L$ with approximate rotation vector $\omega$.
5.2. A Double Resonance Averaged System or a Second $\omega$-Averaged System Associated to a Rational Frequency. - Following the notation introduced here above, we let $L(\theta . \dot{\theta}, t)=\ell_{0}(\dot{\theta})+\varepsilon P(\theta . \dot{\theta} . t)$ be a $C^{s}$ small perturbation of an
integrable Lagrangian $\ell_{0}$ on $\mathbb{T}^{2} \times U \times \mathbb{T}$, and we assume that $d^{2} \ell_{0}>0$ on $U$. Consider a rational frequency vector $\omega=\left(\omega_{1}, \omega_{2}\right)=\left(p_{1} / q, p_{2} / q\right) \in \mathbb{Q}^{2}$ and assume that $\left(p_{1} / q, p_{2} / q\right)$ is the reduced form, i.e. the greatest common divisor of integer $p_{1}, p_{2}$, and $q$ is 1 . For the unperturbed integrable system $\ell_{0}$, every trajectory with rotation vector $\dot{\theta} \equiv \omega$ is closed and parallel to the 1-torus

$$
\begin{equation*}
\mathbb{T}_{\omega}^{1}=\left\{\left(\lambda p_{1}, \lambda p_{2}, \lambda q\right) \in \mathbb{T}^{2} \times \mathbb{T}^{1}: \lambda \in \mathbb{R}\right\} . \tag{17}
\end{equation*}
$$

Since $\mathbb{T}^{2} \times \mathbb{T}^{1}$ is an Abelian group, $\mathbb{T}_{\omega}^{1}$ may be considered as a subgroup. Let $\mathbb{T}_{\omega}^{2}=$ $\mathbb{T}^{2} \times \mathbb{T}^{1} / \mathbb{T}_{\omega}^{1}$ be the 2-torus obtained as a coset of $\mathbb{T}_{\omega}^{1}$. Similarly to the previous section, we call $\mathbb{T}_{\omega}^{1}$ - fast and $\mathbb{T}_{\omega}^{2}$ - slow torus respectively. Let $\left(\varphi_{\omega}^{s}, \varphi_{\omega}^{f}\right) \in \mathbb{T}_{\omega}^{2} \times \mathbb{T}_{\omega}^{1}$ denote slow and fast coordinates in $\mathbb{T}_{\omega}^{2}$ and $\mathbb{T}_{\omega}^{1}$, respectively. Let $\widetilde{P}(\theta, t, \omega)=P(\theta, \omega, t)$. Denote by $d \mathcal{H}_{\omega}$ the normalized Haar (Lebesgue) measure on the 1 -torus $\mathbb{T}_{\omega}^{1}$. Recall that $\widetilde{P}(\theta, t, \omega)=P(\theta, \omega, t)$. Define the second $\omega$-averaged potential

$$
\begin{equation*}
P_{\omega}\left(\varphi_{\omega}^{s}\right)=\int_{\varphi_{\omega}^{f}} \widetilde{P}\left(\varphi_{\omega}^{s}, \varphi_{\omega}^{f}, \omega\right) d \mathcal{H}_{\omega}\left(\varphi_{\omega}^{f}\right) . \tag{18}
\end{equation*}
$$

Note that $P_{\omega}: \mathbb{T}_{\omega}^{2} \rightarrow \mathbb{R}$ is a real valued function. We need now some linear algebra in order to define the second $\omega$-averaged kinetic energy. Consider the natural projection $\pi_{\omega}: \mathbb{T}^{2} \times \mathbb{T}^{1} \rightarrow \mathbb{T}_{\omega}^{2}$ along fast torus $\mathbb{T}_{\omega}^{1}$. The definition of both $\mathbb{T}_{\omega}^{1}$ and $\pi_{\omega}$ depends only on $\left(q, p_{1}, p_{2}\right) \in \mathbb{Z}^{3}$, where $\omega=\left(p_{1} / q, p_{2} / q\right)$. The projection $\pi_{\omega}$ induces a linear map $d \pi_{\omega}: \mathbb{R}^{2} \times \mathbb{R} \rightarrow \mathbb{R}_{\omega}^{2}$. The restriction to $\mathbb{R}^{2} \times 0$ becomes an isomorphism. Since $\ell_{0}$ is a $C^{2}$ smooth function on $\mathbb{R}^{2}$, its Hessian $d^{2} \ell_{0}(\omega)$ can be regarded as a quadratic form on $\mathbb{R}^{2}$. We define

$$
\begin{equation*}
K_{\omega}=d^{2} \ell_{0}(\omega) / 2 \tag{19}
\end{equation*}
$$

and we shall identify $\mathbb{R}^{2}$ with $T\left(\mathbb{T}_{\omega}^{2}\right)$ via $d \pi_{\omega}$. Let also define

$$
\begin{equation*}
L_{\omega}=K_{\omega}+P_{\omega} \circ \operatorname{pr}_{\omega}: T\left(\mathbb{T}_{\omega}^{2}\right) \longrightarrow \mathbb{R} \tag{20}
\end{equation*}
$$

where $\operatorname{pr}_{\omega}: T\left(\mathbb{T}_{\omega}^{2}\right) \rightarrow \mathbb{T}_{\omega}^{2}$ is the natural projection. We call $L_{\omega}$ the second $\omega$-averaged system associated with the rational frequency $\omega=\left(\omega_{1}, \omega_{2}\right)=\left(p_{1} / q, p_{2} / q\right) \in \mathbb{Q}^{2}$. This is an autonomous mechanical system whose kinetic energy is $K_{\omega}$ and whose potential energy is $-P_{\omega} \circ \mathrm{pr}_{\omega}$.

## 6. Definition of $U_{\dot{\delta}\left(\ell_{1}, \Gamma\right)}^{s}$

6.1. Part I: Building blocks. - In this Section, we begin the definition of the set of admissible directions $U_{\delta\left(\ell_{n}, \Gamma^{\prime}\right)}^{s}$ on the unit sphere of perturbations $S_{L}^{s}$ or, equivalently, qualitative definition of $\delta\left(\ell_{0}, \Gamma\right)$. Later, we use this to define a $\delta\left(\ell_{0}, \Gamma\right)$-cusp residual set $W_{\delta\left(\ell_{0}, \Gamma\right)}^{s}$. where Mather Diffusion Theorem holds. We need it for the application of Mather Diffusion Theorem to our main result Theorem 1.2. The set $U_{\delta\left(f_{0}, \Gamma\right)}^{s}$ implicitly appears in Mather Diffusion Theorem and it is defined as a set where a non-negative functional $\delta\left(\ell_{0} . \Gamma\right)$ is positive. We shall not give here a complete definition $\delta\left(\ell_{0} . \Gamma\right)$.
since this would need quite a long discussion. We shall only sketch some qualitative aspects of its definition. For the discussion of the size of $\delta\left(\ell_{0}, \Gamma\right)$ we refer to [Ma4].
Step 1. - Consider a resonant piecewise linear curve $\Gamma=\cup_{s=1}^{m} \Gamma_{s} \subset B^{2}$ consisting of $m$ resonant line segments $\Gamma_{s} \subset \Lambda_{s}=\left\{\left(\omega_{1}, \omega_{2}\right) \in B^{2}: k_{0}^{s}+k_{1}^{s} \omega_{1}+k_{2}^{s} \omega_{2}=0\right\}$, $k^{s}=\left(k_{0}^{s}, k_{1}^{s}, k_{2}^{s}\right) \in \mathbb{Z}^{3}$ as in definition 4.2.

Step 2. - For each resonant segment $\Gamma_{s}$ we associate a non-negative function $\delta\left(\ell_{0}, \Gamma_{s}\right): S_{L}^{s} \rightarrow \mathbb{R}_{+}$, defined in the next Section. Then, $\delta\left(\ell_{0}, \Gamma\right)=\min _{s=1}^{m} \delta\left(\ell_{0}, \Gamma_{s}\right)$.

Now we discuss the qualitative part of the definition of $\delta\left(\ell_{0}, \Gamma_{s}\right)$ for one segment. For the sake of simplicity, we omit the subindex $s$ in the sequel, hence, in what follows, $\Gamma$ will denote a single resonant segment. For one segment, we state a finite collection of non-degeneracy hypotheses of two types. Each hypothesis turns out to be fulfilled generically [Ma4].

Type 1.- Non-degeneracy of the 1-parameter family of the first $(\omega, \Gamma)$-averaged mechanical system $\left\{L_{\omega, \Gamma}\right\}_{\omega \in \Gamma}$ on $T\left(\mathbb{T}_{\Gamma}^{1}\right)$.
Type 2. $\quad \Gamma$ non-degeneracy of the second $\omega$-averaged mechanical system $L_{\omega}$ on $T\left(\mathbb{T}_{\omega}^{2}\right)$ associated to a rational frequency $\omega \in \Gamma \cap \mathbb{Q}^{2}$.

There are countably many rationals $\omega$ 's in any resonant segment $\Gamma$. However, we need type 2 non-degeneracy only for finitely many rational $\omega$ 's. At the end of Section 6.3 , we define a marginal denominator $q_{0}=q_{0}\left(\ell_{0}, P . \Gamma_{s}\right)$ with the following meaning. Let $\omega=\left(p_{1} / q, p_{2} / q\right)$ be in the reduced form, then we need to impose non-degeneracy hypotheses of type 2 on $\omega$ only if $q<q_{0}$. In the next two Sections, we define the nondegeneracy hypotheses of type 1 on the family $\left\{L_{\omega, \Lambda}\right\}_{\omega \in \Lambda}$ of the first $(\omega, \Lambda)$-averaged system and of type 2 on the second $\omega$-averaged system $L_{\omega}, \omega \in \Lambda \cap \mathbb{Q}^{2}$ along with $q_{0}\left(\ell_{0}, P . \Gamma_{s}\right)$ respectively.
6.2. Part II: Non-degeneracy of averaged systems associated to a single segment Г. - By means of Step 2 of the last section, we see that it suffices to define $U_{j\left(\ell_{0}, \Gamma\right)}^{s}$ for one segment. Since $\ell_{0}$ is fixed. we shall omit it from the notation and denote this set $U_{\dot{\delta}(\Gamma)}^{s}$.

Let $\Lambda=\Lambda_{k}$ be the line that contains a bounded segment $\Gamma$. For $\omega \in \Gamma$, we write $P_{\omega, \Gamma}$ for the averaged function $P_{\omega . \Lambda}$ defined in section, and $\mathbb{T}_{1}^{i}$ for $\mathbb{T}_{\Lambda}^{i}(i=1,2)$. Thus. $\left\{P_{\omega, \Gamma}: \omega \in \Gamma\right\}$ is a $C^{*}$ smooth 1-parameter fanily of functions defined on the circle $\mathbb{T}_{\Gamma}^{1}$. For $\varepsilon P$ to be in $U_{\dot{\delta}(\Gamma)}^{s}$, we require that the global minima of $\left\{P_{\omega \cdot \Gamma}: \omega \in \Gamma\right\}$ are of generic type. More precisely, we require the following three hypotheses to be fulfilled:
(C1) For each value $\omega \in \Gamma$, each global minimum of $m_{\omega}$ of $P_{\omega \cdot \mathrm{F}}$ is non degenerate, i.e. $P_{\omega, \Gamma}^{\prime \prime}\left(m_{\omega}\right)>0$.
(C2) For each $\omega \in \Gamma$. there are at most two global minima of $P_{\omega . \Gamma}$.
Let $\omega_{0} \in \Gamma$ and suppose that $P_{\omega_{0}, \Gamma}$ has two global minima $m_{w_{10}}$ and $m_{\omega_{10}}^{\prime}$. We may continue these to local minima $m_{\omega}$ and $m_{\omega}^{\prime}$ of $P_{\omega . \Gamma}$. for $\omega \in \Gamma$ near $\omega_{0}$, in view
of (C1). Thus, $m_{\omega}$ and $m_{\omega}^{\prime}$ depend continuously on $\omega$ and they are the given global minima for $\omega=\omega_{0}$. In addition to (C1) and (C2), we require that the following first transversality condition be fulfilled:

$$
\begin{equation*}
\left.\frac{d P_{\omega, \Gamma}\left(m_{\omega}\right)}{d \omega}\right|_{\omega=\omega_{0}} \neq\left.\frac{d P_{\omega, \Gamma}\left(m_{\omega}^{\prime}\right)}{d \omega}\right|_{\omega=\omega_{0}} \tag{C3}
\end{equation*}
$$

Next, we require $\ell_{0}$ and $P$ to fulfill some conditions on the second $\omega$-averaged systems $L_{\omega}$ associated to $\omega \in \Gamma \cap \mathbb{Q}^{2}$, defined in Section 5.2. Such an $\omega$ has the form $\omega=p / q=\left(p_{1} / q, p_{2} / q\right)$, where $p=\left(p_{1}, p_{2}\right) \in \mathbb{Z}^{2}$, and $q \in \mathbb{Z}, q>0$. If $p / q$ is in the reduced form, i.e. 1 is the greatest common denominator of $p_{1}, p_{2}$ and $q$, then we say that $q$ is the denominator of $\omega$. We shall require the remaining hypotheses only in the case $\omega$ has small denominator, i.e. $q \leqslant q_{0}$, where $q_{0}=q_{0}\left(\ell_{0}, P, \Gamma\right)$ is a positive integer depending on $\ell_{0}, P$, and $\Gamma$. The definition of $q_{0}$ is the quantitative aspect of the definition of $U_{\delta(\Gamma)}^{s}$ that we shall postpone to Section 6.3.

The first condition we require $L_{\omega}$ to fulfill is a condition on $P_{\omega}$ alone:
(C4) ${ }_{\omega}$ The function $P_{\omega}$ on $\mathbb{T}_{\omega}^{2}$ has only one global minimum $m_{\omega}$ and it is non degenerate in the sense of Morse, i.e. the quadratic form $d^{2} P_{\omega}\left(m_{\omega}\right)$ is non singular.

To state the remaining hypotheses, we need to define a special homology element $h_{\omega . \mathrm{I}}$ of $H_{1}\left(\mathbb{T}_{\omega}^{2} ; \mathbb{R}\right)$ :

Since $\omega \in \Gamma \cap \mathbb{Q}^{2}$, we have $\mathbb{T}_{\omega}^{1} \subset \mathbb{T}_{\Gamma}^{2}$, so $\mathbb{T}_{\Gamma}^{2} / \mathbb{T}_{\omega}^{1}$ is a circle in $\mathbb{T}_{\omega}^{2}$, and

$$
\mathbb{Z} \approx H_{1}\left(\mathbb{T}_{\Gamma}^{2} / \mathbb{T}_{\omega}^{1} ; \mathbb{Z}\right) \subset H_{1}\left(\mathbb{T}_{\omega}^{2} ; \mathbb{Z}\right) \subset H_{1}\left(\mathbb{T}_{\omega}^{2} ; \mathbb{R}\right)
$$

We let $h_{\omega, \Gamma}$ be a generator of $H_{1}\left(\mathbb{T}_{\Gamma}^{2} / \mathbb{T}_{\omega}^{1} ; \mathbb{Z}\right)$. In view of the inclusions above, this is an element of $H_{1}\left(\mathbb{T}_{\omega}^{2}: \mathbb{R}\right)$. Geometrically, the above situation has the following meaning. Consider a circle $l_{\omega . \Gamma} \subset \mathbb{T}_{\omega}^{2}$ in the homology class $h_{\omega . \Gamma}$ and take $\pi_{\omega}^{-1}\left(l_{\omega . \Gamma}\right) \subset \mathbb{T}^{2} \times \mathbb{T}$, where the projection $\pi_{\omega}: \mathbb{T}^{2} \times \mathbb{T} \rightarrow \mathbb{T}_{\omega}^{2}$ is defined in Section 5.2. Therefore, $h_{\omega \cdot \Gamma}$ is such that $\pi_{\omega}^{-1}\left(l_{\omega . \mathbb{I}^{\prime}}\right)$ is parallel to $\mathbb{T}_{\Lambda}^{2} \subset \mathbb{T}^{2} \times \mathbb{T}$.

The Lagrangian $L_{\omega}$ describes a conservative mechanical system, i.e it has the form kinetic energy potential energy. Here, the kinetic energy $K_{\omega}$ is associated to the constant Ricmamian metric $g_{\omega}=d^{2} \ell_{0}(\omega)$ on $\mathbb{T}_{\omega}^{2}$. The potential energy is $-P_{\omega} \circ p r_{\omega}$. By a slight abuse of terminology. we shall shorten this to $-P_{\omega}$.

Next conditions that we require on $L_{\omega}$ are easily described in terms of the Manpertuis principle:

We let $E_{\omega}=-P_{\omega}\left(m_{\omega}\right)$. where $m_{\omega} \in \mathbb{T}_{\omega}^{2}$ is the mique minimum of $P_{\omega}$. as above. For any $E \geqslant E_{\omega}$. we let

$$
\begin{equation*}
g_{E}=2\left(P_{\omega}+E\right) K_{\omega} . \tag{21}
\end{equation*}
$$

For $E>E_{\omega}$, the function $P_{\omega}+E$ is everywhere positive on $\mathbb{T}_{\omega}^{2}$. Hence, $g_{E}$ is a $C^{*}$ Riemamian metric on $\mathbb{T}_{\omega}^{2}$. For $E=E_{\omega}$. the function $P_{\omega}+E$ is positive except at $m_{\omega}$. where it vanishes and has a non degenerate minimmm.

The Maupertuis principle states that trajectories of $L_{\omega}$ having energy $E$ are the same as geodesics of $g_{E}$, except for a time reparametrization. Carneiro $[\mathbf{D C}]$ has
extended the Maupertuis principle and shown that absolute minimizers of $L_{\omega}$ having energy $E$ correspond to class A geodesics of $g_{E}$ (in the sense of Morse [Mor] and Hedlund [Hed]).

Pick a large energy constant $E^{*}=E^{*}\left(\ell_{0}, P, \Gamma\right)>0$. The next condition that we impose on $L_{\omega}$ concerns the shortest closed geodesics of $g_{E}$ in the homology class $h_{\omega, \Gamma}$, for $E_{\omega}+E^{*} \geqslant E \geqslant E_{\omega}$. Briefly, we require that these are of generic type. More explicitly, we ask that the following four hypotheses are fulfilled:
$(\mathrm{C} 5)_{\omega}$ For $E_{\omega}+E^{*} \geqslant E \geqslant E_{\omega}$, each shortest closed gcodesic of $g_{E}$ in the homology class $h_{\omega, \Gamma}$ is non degenerate in the sense of Morse.
(C6) ${ }_{\omega}$ For $E_{\omega}+E^{*} \geqslant E \geqslant E_{\omega}$, there are at most two shortest closed geodesics of $g_{E}$ in the homology class $h_{\omega . \Gamma}$.

Let $E_{1}>E_{\omega}$ and suppose that there are two shortest geodesics $\gamma$ and $\gamma^{\prime}$ of $g_{E_{1}}$ in the homology class $h_{\omega . \Gamma}$. We may continue these to locally shortest geodesics $\gamma_{E}$ and $\gamma_{E}^{\prime}$ of $g_{E}$ for $E$ near $E_{1}$, in view of $(\mathrm{C} 5)_{\omega}$. If $\mu$ is a closed curve on $\mathbb{T}_{\omega}^{2}$, we let $\ell_{E}(\mu)$ denote its length with respect to $g_{E}$. We require that the following second transversality condition be fulfilled:
$\left.(\mathrm{C} 7)_{\omega} \quad \frac{d\left(\ell_{E}\left(\gamma_{E}\right)\right)}{d E}\right|_{E=E_{1}} \neq\left.\frac{d\left(\ell_{E}\left(\gamma_{E}^{\prime}\right)\right)}{d E}\right|_{E=E_{1}}$.
These are the hypotheses that we require $g_{E}$ to fulfill when $E_{\omega}+E^{*} \geqslant E \geqslant E_{\omega}$. Note that the case $E=E_{\omega}$ is somehow special, because $g_{E_{\omega}}$ is not a Riemannian metric, since it vanishes at $m_{\omega}{ }^{(4)}$. Nevertheless. we may define the length of a curve with respect to $g_{E_{w}}$ just as one normally defines the length of a curve with respect to a Riemamian metric. We define a geodesic to be a curve that is the shortest distance between any two sufficiently nearby points. It is easy to see that there exists a shortest geodesic of $g_{E_{\infty}}$ in the homology class $h_{\omega \cdot \Gamma}$. We require $L_{\omega}$ to fulfill the following condition:
(C8) $\omega_{\omega}$ There is only one shortest geodesic $\gamma$ of $g_{E_{\omega}}$ in the homology class $h_{\omega . \Gamma}$. and $\gamma$ is non degenerate in the sense of Morse.

In saying that a $g_{E}$ shortest geodesic $\cap$ is non degenerate in the sense of Morse, we mean the following:

Let $\mu$ be a transversal to $\gamma$. intersecting $\gamma$ in one point, not $m_{\omega}$. in the case that $E=E_{\omega}$. For each point $P \in \mu$. let $\gamma_{P}$ be the $g_{E}$ shortest curve through $P$ in the homology class $h_{\omega, \mathrm{V}}$ and let $\ell_{E}\left(\gamma_{P}\right)$ denote its $g_{E}$ length. The function $P \rightarrow \ell_{E}\left(\gamma_{P}\right)$ is $C^{s}$ near $\mu \cap \gamma$ and the condition that $\gamma$ be non degenerate means that its second derivative is positive.

In the case that $E>E_{\omega}$. this is the nsmal notion of non degeneracy in the sense of Morse.

[^3]Definition 6.1. - $U_{\delta(\Gamma)}^{s}\left(=U_{\delta\left(\ell_{0}, \Gamma\right)}^{s}\right)=\left\{\varepsilon P: \varepsilon>0, P \in \mathcal{P}^{s}\right.$, and $P$ satisfies hypotheses (C1)-(C3) as well as hypotheses (C4) $\omega_{\omega}-(\mathrm{C} 8)_{\omega}$ for $\omega \in \Gamma \cap \mathbb{Q}^{2}$ with small denominator, i.e. such that $q \leqslant q_{0}\left(\ell_{0}, p, \Gamma\right)$, where $q$ denotes the denominator of $\omega$.\}

Remark 6.2. - This definition can be considered as an implicit definition of $\delta\left(\ell_{0}, \Gamma\right)$.
6.3. What denominators are small? - In this Section, we define the marginal denominator $q_{0}=q_{0}\left(\ell_{0}, P, \Gamma\right)$ from the previous definition. This would answer the question for which rational $\omega$ 's we need to verify the non-degeneracy hypotheses $(\mathrm{C} 4)_{\omega}-(\mathrm{C} 8)_{\omega}$. Recalling (14) and (17), we associate to a rational frequency $\omega$ and a resonant segment $\Gamma \ni \omega$ two decompositions of $\mathbb{T}^{2} \times \mathbb{T}^{1}$ into (the standard) direct product, and we denote the result of this operation by $\mathbb{T}_{\Gamma}^{2} \times \mathbb{T}_{\Gamma}^{1}$ and $\mathbb{T}_{\omega}^{1} \times \mathbb{T}_{\omega}^{2}$. These decompositions can be defined by changing the basis on $\mathbb{T}^{2} \times \mathbb{T}^{1}$. Based on the lemma below we can define the following decomposition $\mathbb{T}_{\omega}^{1} \times \mathbb{T}_{\omega, \Gamma}^{1} \times \mathbb{T}_{\Gamma}^{1}=\mathbb{T}^{2} \times \mathbb{T}^{1}$ into a direct sum.

Lemma 6.3. - There is a choice of these decompositions so that $\mathbb{T}_{\Gamma}^{1} \subset \mathbb{T}_{\omega}^{2}, \mathbb{T}_{\omega}^{1} \subset \mathbb{T}_{\Gamma}^{2}$.
Proof. - It seems easiest to discuss this in terms of a short sequence of topological abelian groups.

$$
0 \longrightarrow A \longrightarrow B \longrightarrow C \longrightarrow 0 .
$$

Thus, $A$ is a topological subgroup of $B$, and $C$ is a quotient group of $B$. Denote the inclusion of $A$ into $B$ by $i$ bad the projection of $B$ onto $C$ by $j$. To say that the sequence is short exact means that the kernel of $j$ is $i(A)$.

A splitting of such a sequence is given by a continuous homomorphism $k$ of $C$ into $B$ such that $j \circ k$ is the identity. Equally well, it can be given by a continuous homomorphism $l$ of $B$ into $A$. such that $l \circ i$ is the identity. The relation between $k$ and $l$ is that the kernel of $l$ is $k(C)$.

Given $k$ (resp. $l$ ) there is a unique $l$ (resp. $k$ ) such that this relation holds. Given such a splitting, $B$ is the direct sum of $i(A)$ and $k(C)$.

There is a splitting, in fact many, for both of the short exact sequences in the case we consider (it suffices $A$ to be a torus). Indeed, notice that when we consider $\mathbb{T}_{\Gamma}^{1}$ (resp. $\mathbb{T}_{\omega}^{2}$ ) as a subgroup $\mathbb{T}^{2} \times \mathbb{T}$ we choose a splitting of the appropriate one of the two exact sequences in question ${ }^{(5)}$. This proves the lemma.

Below we present a test to determine $q_{0}$. The idea of the test is to check how dense the unperturbed closed trajectory $\dot{\theta}=\omega$ in the 2-torus $\mathbb{T}_{\Gamma}^{2}$. A precise definition is in terms of averaged systems $L_{\omega, \Gamma}=K_{\omega, \Gamma}+P_{\omega, \Gamma}$ and $L_{\omega}=K_{\omega}+P_{\omega}$ on slow tori $T\left(\mathbb{T}_{\Gamma}^{1}\right)$ and $T\left(\mathbb{T}_{\omega}^{2}\right)=T\left(\mathbb{T}_{\omega, \Gamma}^{1} \times \mathbb{T}_{\Gamma}^{1}\right)$, respectively. In the notation of the previous section, let $m_{\omega}$ and $m_{\omega}^{\prime}$ be global (or local continuation of global) minima of $P_{\omega}$ on $\mathbb{T}_{\Gamma}^{1}$ and let

[^4]$\pi_{\omega, \Gamma}: \mathbb{T}_{\omega, \Gamma}^{1} \times \mathbb{T}_{\Gamma}^{1} \rightarrow \mathbb{T}_{\Gamma}^{1}$ be the natural projection. For each energy $E_{\omega}+E^{*} \geqslant E \geqslant E_{\omega}$, we need that the shortest geodesics $\gamma_{E}$ and $\gamma_{E}^{\prime}$ (if it exists) of $g_{E}$ are contained in a small neighborhood of $\pi_{\omega, \Gamma}^{-1}\left(m_{\omega} \cup m_{\omega}^{\prime}\right)$ (or $\pi_{\omega, \Gamma}^{-1}\left(m_{\omega}\right)$ if $m_{\omega}^{\prime}$ does not exist). The precise definition is as follows.

On the slow torus $\mathbb{T}_{\Gamma}^{1}$, we define the 1-parameter family of first $(\omega, \Gamma)$-averaged potentials $\left\{P_{\omega, \Gamma}: \mathbb{T}_{\Gamma}^{1} \rightarrow \mathbb{R}\right\}_{\omega \in \Gamma}$. Suppose hypotheses (C1)-(C3) are fulfilled. By the first transversality condition (C3), there are finitely many $\omega_{0} \in \Gamma$ with $P_{\omega_{0}, \Gamma}$ having two global minima $m_{\omega_{0}}$ and $m_{\omega_{0}}^{\prime}$. Mark these $\omega_{0}$ 's. By (C1) and (C2), for $\omega^{\prime}$ 's nearby the marked $\omega_{0}$ 's, there is a smooth continuation $m_{\omega}$ and $m_{\omega}^{\prime}$ of $m_{\omega_{0}}$ and $m_{\omega_{0}}^{\prime}$, respectively, to local minima nearby. Pick a small $\eta>0$, so that $\eta$-neighborhoods of the marked $\omega_{0}$ 's, denoted by $\Upsilon_{\omega_{0}}^{\eta}$, are disjoint. Morcover, in each neighborhood $\Upsilon_{\omega_{0}}^{\eta}$, there is a well defined continuation $m_{\omega}$ and $m_{\omega}^{\prime}$. Such $\eta$ will be called $\left(\ell_{0}, P, \Gamma\right)$ admissible.

Consider now a small $\tau>0$ with the following properties. For each $\omega \in \Gamma$, consider two cases. In the first case $\omega$ is in one of $\Upsilon_{\omega_{0}}^{\prime \prime}$. Then, we define a 2-tuple of $\tau$-neighborhoods $\widetilde{D}_{\omega}^{\tau}$ and $\widehat{D}_{\omega}^{\tau}$ in $\mathbb{T}_{\Gamma}^{1}$ are centered at $m_{\omega}$ and $m_{\omega}^{\prime}$ respectively and disjoint. Denote $D_{\omega}^{\tau}=\widetilde{D}_{\omega}^{\tau} \cup \widehat{D}_{\omega}^{\tau}$. In the other case, $\omega$ is outside of neighborhoods of marked frequencies $\Upsilon_{\omega_{0}}^{\prime \prime}$ 's put $D_{\omega}^{\tau}$ to be a $\tau$-neighborhood centered at the global minimum $m_{\omega}$.

Definition 6.4. - A rational frequency $\omega \in \Gamma \cap \mathbb{Q}^{2}$ is $\left(\ell_{0}, P, \Gamma, \eta, \tau\right)$-admissible with a small $\tau>0$ if the family of first $(\omega, \Gamma)$-averaged systems $\left\{L_{\omega, \Gamma}=K_{\omega, \Gamma}+P_{\omega, \Gamma}\right\}_{\omega \in \Gamma}$ satisfy hypotheses (C1)-(C3) and for an ( $\ell_{0}, P, \Gamma$ )-admissible $\eta>0$ and any $E_{\omega}+E^{*} \geqslant$ $E \geqslant E_{\omega}$ each shortest geodesic (resp. local continuation of a shortest geodesic) $\gamma_{E}$ (resp. $\gamma_{E}^{\prime}$ if it exists) of the Maupertuis metric $g_{E}$ in the homotopy class $h_{\omega, \Gamma}$ belongs to $\pi_{\omega, \Gamma}^{-1}\left(D_{\omega}^{\tau}\right) .{ }^{(6)}$

Recall that, for each double resonance of a rational frequency $\omega=\left(p_{1} / q, p_{2} / q\right) \in$ $\Gamma \cap \mathbb{Q}^{2}$ in (20), we may define the double resonant mechanical system $L_{\omega}$ on the slow 2-dimensional torus $\mathbb{T}_{\omega}^{2}$ and the natural projection $\pi_{\omega, \Gamma}: \mathbb{T}_{\omega}^{2} \rightarrow \mathbb{T}_{\Lambda}^{1}$ onto the slow 1-dimensional torus $\mathbb{T}_{\Gamma}^{1} \subset \mathbb{T}_{\omega}^{2}$. Then, we have the following result:

Lemma 6.5 ([Ma4]). Suppose the perturbation term $P(\theta, \dot{\theta}, t)$ satisfies hypotheses (C1) (C3). Then, for any $\tau>0$, there is an integer $q_{0}=q_{0}\left(\ell_{0}, P, \Gamma, \tau\right)$, such that, for any rational frequency $\omega$ with denominator $q>q_{0}$, we have that $\omega$ is $\left(\ell_{0}, P, \Gamma, \eta, \tau\right)$ admissible. Namely, a corresponding shortest geodesic (resp. local continuation of a shortest geodesic) $\gamma_{E}$ (resp. $\gamma_{E}^{\prime}$ if exists) of the Maupertuis metric $g_{E}$, defined in (21), belongs to the strip $\pi_{\omega, \Gamma}^{-1}\left(D_{\omega}^{\tau}\right) \subset \mathbb{T}_{\omega}^{2}$.

[^5]For further reference, we need to give a definition of $\eta$ and $\tau$-neighborhoods for double resonances. Let $L_{\omega}$ and $\mathbb{T}_{\omega}^{2}$ be the mechanical Lagrangian on the 2-torus corresponding to a rational frequency $\omega=\left(p_{1} / q, p_{2} / q\right) \in \Gamma \cap \mathbb{Q}^{2}$ as above. Let $\left\{g_{E}\right\}_{E \in\left[E_{\omega}+E^{*}, E_{\omega}\right]}$ be the 1-parameter family of Maupertuis metrics defined by (21). Suppose hypotheses $(\mathrm{C} 4)_{\omega}-(\mathrm{C} 8)_{\omega}$ are fulfilled. Mark parameters $E_{0}$ where $g_{E}$ has two shortest geodesics in the homology class $h_{\omega, \Gamma}$. By the second transversality condition $(\mathrm{C} 7)_{\omega}$, there are finitely many $E_{0} \in\left[E_{\omega}+E^{*}, E_{\omega}\right]$ with metrics $g_{E_{0}}$ having two shortest geodesics $\gamma_{E_{0}}$ and $\gamma_{E_{0}}^{\prime}$. By (C8) $)_{\omega}$, there is a smooth continuation $\gamma_{E_{1}}$ and $\gamma_{E_{1}}^{\prime}$ to locally shortest geodesics. Pick a small $\eta_{\omega}>0$ so that $\eta_{\omega}$-neighborhoods of marked $E_{0}$ 's (denoted by $\Upsilon_{E_{0}}^{\eta_{\omega}}$ ) are disjoint. Moreover, in each neighborhood $\Upsilon_{E_{0}}^{\eta_{\omega}}$ there is a well defined continuation $\gamma_{E}$ and $\gamma_{E}^{\prime}$. Such $\eta_{\omega}$ is called $\left(\ell_{0}, P, \Gamma, \omega\right)$-admissible.

Pick a small $\tau_{\omega}>0$ with the following properties. For each $E \in\left[E_{\omega}, E_{\omega}+E^{*}\right]$ consider two cases. Either $\omega$ is in one of $\Upsilon_{E_{0}}^{\eta_{\omega}}$. Then, we define a 2-tuple of $\tau$ neighborhoods $\widetilde{D}_{E}^{\tau}$ and $\widehat{D}_{E}^{\tau}$ in $\mathbb{T}_{\omega}^{2}$ of the locally shortest geodesics $\gamma_{E_{0}}$ and $\gamma_{E_{0}}^{\prime}$ respectively so that these neighborhoods and disjoint. Denote $D_{E}^{\tau}=\widetilde{D}_{E}^{\tau} \cup \widehat{D}_{E}^{\tau}$. In the other case $E$ is outside of these neighborhoods of marked energies, then $D_{E}^{\tau}$ is a $\tau$-neighborhood of the shortest gcodesic $\gamma_{E}$.

## 7. Definition of $W_{\delta\left(\ell_{0}, \Gamma\right)}^{s}$ using type 2 non-degeneracy (of Barrier functions)

In this Section, we define the non-degeneracy hypotheses of the second type. They are formulated in terms of minima of certain barrier functions, restricted to what we call Poincaré screens. First, we explain the meaning of Poincaré screens and we define them. Later on, we define required barrier functions and state the non degeneracy hypotheses that we need to define $\delta\left(\ell_{0}, \Gamma\right)$-cusp residual set $W_{\delta\left(\ell_{0}, \Gamma\right)}^{s}$.

As mentioned in Section 3.2 diffusing trajectories stay most of the time close to the corresponding Mather sets $\mathcal{M}_{i}$ and from time to time make almost heteroclinic excursions along stable and unstable sets $W^{s}\left(\mathcal{M}_{i}\right)$ and $W^{u}\left(\mathcal{M}_{i+1}\right)$ from one set $\mathcal{M}_{i}$ to the next one $\mathcal{M}_{i+1}$. In order to keep track of those excursions, we pose a smooth hypersurface (Poincaré screen) "in between" $\mathcal{M}_{i}$ and $\mathcal{M}_{i+1}$. To give a precise definition we need further discussion.

Recall that $\widetilde{\mathcal{M}}_{i}=\pi \mathcal{M}_{i} \subset \mathbb{T}^{2} \times \mathbb{T}$ is the projected Mather sets. Suppose hypotheses (C1)-(C3) and (C4) $\omega_{\omega}(\mathrm{C} 8)_{\omega}$ for rational $\omega^{\prime}$ s with small denominator are fulfilled. Consider two different cases:
(1) $\omega$ is $C \sqrt{\varepsilon}$-close to a rational $\left(p_{1} / q, p_{2} / q\right)$ with small denominator $q<q_{0}$, where $C$ is some positive constant depending only on $\ell_{0}, P, \Gamma, \tau$ and is closely related to the energy constant $E^{*}$.
(2) the opposite case.

Recall that, for any frequency $\omega \in \Gamma$, we associate homology class in $H_{1}\left(\mathbb{T}^{2}, \mathbb{R}\right) \simeq$ $\mathbb{R}^{2}$ equal to $\omega$. Each Lagrangian satisfying conditions (1-3) of section 2.1 has FenchelLegendre transform $\mathcal{L}_{\beta}$ associated to it by (29). Using $\mathcal{L}_{\beta}$, we associate to each homology class $\omega$ any cohomology class $c_{\omega}$ inside $\mathcal{L}_{\beta}(\omega)$.

It turns out that, in the first case, for a sufficiently small $\varepsilon \neq 0$ and a cohomology $c \in \mathcal{L}_{\beta}(\omega)$, there is rescaling which relates $c$ and $E \in\left[E_{\omega}, E_{\omega}+E^{*}\right]$, such that the projected Mather set $\widetilde{\mathcal{M}}^{c}$ belongs to $\pi_{\omega}^{-1}\left(D_{E}^{\tau_{\omega}}\right)$. In the second case, the projected Mather set $\widetilde{\mathcal{M}}^{c}$ belongs to $\pi_{\Gamma}^{-1}\left(D_{\omega}^{\tau}\right)$. In both cases, the projected Mather sets are localized in a $\tau$-neighborhood of one or two hypersurfaces on the base $\mathbb{T}^{2} \times \mathbb{T}$. We shall distinguish these cases.

Definition 7.1. - Let $\omega \in \Gamma$ and $c \in \mathcal{L}_{\beta}(\omega)$ be a cohomology class. Distinguish two cases: $D_{E}^{\tau_{\omega}}$ (resp. $D_{\omega}^{\tau}$ ) has one or two components.

In the one component case, let us define $S^{c} \subset \mathbb{T}^{2} \times \mathbb{T}$ to be a smooth hypersurface (i.e., a codimension one closed smooth submanifold) topologically parallel $\pi_{\omega}^{-1}\left(\gamma_{E}\right)$, which is transversal to class A geodesics with respect to $\gamma_{E}$, and disjoint from its $\tau$-neighborhood $\pi_{\omega}^{-1}\left(D_{E}^{\tau_{\omega}}\right)$ in the first case and topologically parallel to $\pi_{\Gamma}^{-1}\left(m_{\omega}\right)$, transversal to class A geodesics with respect to $\gamma_{E}$ and $\gamma_{E}^{\prime}$, and disjoint from its $\tau$-neighborhood $\pi_{\Gamma}^{-1}\left(D_{\omega}^{\tau}\right)$ in the second case.

In the two component case: let us define $S_{-}^{c}, S_{+}^{c} \subset \mathbb{T}^{2} \times \mathbb{T}$ to be a pair of smooth hypersurfaces parallel and separating $\pi_{\omega}^{-1}\left(\gamma_{E}\right)$ and $\pi_{\omega}^{-1}\left(\gamma_{E}^{\prime}\right)$ in the double resonance case. "Separating" means that $S_{-}^{c}$ and $S_{+}^{c}$ cut $\mathbb{T}^{2} \times \mathbb{T}$ into two disjoint parts each containing either $\pi_{\omega}^{-1}\left(\gamma_{E}\right)$ or $\pi_{\omega}^{-1}\left(\gamma_{E}^{\prime}\right)$. In the single resonance case define $S_{-}^{c}, S_{+}^{c} \subset$ $\mathbb{T}^{2} \times \mathbb{T}$ to be of smooth hypersurfaces parallel and separating $\pi_{\Gamma}^{-1}\left(m_{\omega}\right)$ and $\pi_{\Gamma}^{-1}\left(m_{\omega}^{\prime}\right)$. Call $S^{c}$ (resp. $S_{-}^{c}$ and $S_{+}^{c}$ ) Poincaré screen (resp. screens) associated with cohomology class $c \in \mathcal{L}_{\beta}(\omega)$.

Hypotheses (C1-C8) we impose do not imply that the geodesic $\gamma_{E}$ and the minimum $m_{\omega}$ vary continuously with $E$ and $\omega \in \Gamma$. Points of discontinuity are usually call bifurcations. However, $(\mathrm{C} 1)$ and $\left(\mathrm{C} 4_{\omega}\right)$ imply that $\gamma_{E}$ and $m_{\omega}$ vary piecewise continuously. Therefore, we can choose Poincaré screens so that they are piecewise constant with respect to $c$. In other words, one could divide $\Gamma$ into a finite number of subintervals, so that for all $\omega$ in a subinterval the Poincaré screen is the same.

By construction, all $S^{c}$ are topologically parallel. This property essentially relies on the fact that we have only one resonant segment $\Gamma$ under consideration. Since $S^{c}$ is piecewise constant in $c$, we shall treat the case of one Poincaré screen $S^{c}$ for each $c$. The other case is analogous.

Denote by $S_{i}=S^{c_{i}}$ Poincaré screens corresponding to the frequencies $\omega_{i}, i=$ $1,2, \ldots$ related to $c_{i}, i=1,2, \ldots$ by Fenchel-Legendre transform respectively. We marked these frequencies $\omega_{i}$ 's in Section 3.3. Consider a cyclic cover $\mathbb{T}_{\Gamma}^{2} \times \mathbb{R}$ over $\mathbb{T}_{\Gamma}^{2} \times$ $\mathbb{T}_{\Gamma}^{1}$ obtained by cutting along a Poincaré screen $S$ and unrolling. Fix one representative
of $\mathbb{T}_{\Gamma}^{2} \times \mathbb{T}_{\Gamma}^{1}$ in $\mathbb{T}_{\Gamma}^{2} \times \mathbb{R}$ and denote it by $\mathbb{T}_{\Gamma}^{2} \times \mathbb{T}_{\Gamma}^{1}(0)$. For each integer $k$, we denote by $\iota_{k}: \mathbb{T}_{\Gamma}^{2} \times \mathbb{R} \rightarrow \mathbb{T}_{\Gamma}^{2} \times \mathbb{R}$ the deck transformation along $\mathbb{T}_{\Gamma}^{1}$-direction, and by $\mathbb{T}_{\Gamma}^{2} \times \mathbb{T}_{\Gamma}^{1}(k)=$ $\iota_{k}\left(\mathbb{T}_{\Gamma}^{2} \times \mathbb{T}_{\Gamma}^{1}(0)\right)$ its $k$-th shift. Denote by $S_{i}^{0}$ an image of $S_{i}$ in $\mathbb{T}_{\Gamma}^{2} \times \mathbb{R}$ under the natural embedding so that $S_{i}^{0} \cap\left(\mathbb{T}_{\Gamma}^{2} \times \mathbb{T}_{\Gamma}^{1}(0)\right) \neq \varnothing$. By construction, for each $i=1,2, \ldots$ we have that the corresponding $S_{i}$ is topologically parallel to $\mathbb{T}_{\Gamma}^{2}$ and that $\iota_{k}\left(S_{i}\right) \cap \iota_{k^{\prime}}\left(S_{i}\right)$ are disjoint for any $k \neq k^{\prime}$. Denote $S_{i}^{k}=\iota_{k}\left(S_{i}\right)$ for $k, i \in \mathbb{Z}$ and $\widehat{S}_{i}=S_{i}^{i}$. Now we define the $\delta\left(\ell_{0}, \Gamma\right)$-cusp residual set $W_{\delta\left(\ell_{0}, \Gamma\right)}^{s}$.

Consider a closed one form $\eta$, with $[\eta]_{\mathbb{T}^{2}}=c$ and $c \in \mathcal{L}_{\beta}(\Gamma)$. Define the barrier function on $S_{i}$

$$
\begin{equation*}
H_{\eta, T}\left((\theta, t),\left(\theta^{\prime}, t^{\prime}\right)\right)=\inf \left\{\int_{a}^{b}(L-\widehat{\eta})(d \gamma(t), t) d t\right\} \tag{22}
\end{equation*}
$$

where the infimum is taken over all absolutely continuous curves $\gamma:[a, b] \rightarrow \mathbb{T}_{\Gamma}^{2} \times \mathbb{R}$ such that $\gamma(a)=\theta, \gamma(b)=\theta^{\prime}, a \equiv t^{\prime}(\bmod 1), b \equiv t(\bmod 1), b-a \geqslant T,(\theta, t) \in S_{i}^{0}$, $\left(\theta^{\prime}, t^{\prime}\right) \in S_{i}^{1}$.

For next definition, we need to introduce suitable curves $\iota_{1}(\theta, t)=\left(\theta^{\prime}, t^{\prime}\right)$, which correspond to closed curves on $\mathbb{T}_{\Gamma}^{2} \times \mathbb{T}_{\Gamma}^{1}$ connecting a point on $S_{i}$ with itself and making only one turn in $\mathbb{T}_{\Gamma}^{1}$-direction. Notice that, in this case, $H_{\eta, T}$ is independent of the choice of $\eta$ in $[\eta]_{\mathbb{T}^{2}}=c$ and $[\eta]_{\mathbb{T}}$, because such curves are closed. For a Mañé critical or subcritical form, the barrier function $H_{\eta, T}$ is finite and continuous [Ma5]. Let us consider

$$
\begin{equation*}
H_{c}(\theta, t)=\liminf _{T \rightarrow+\infty} H_{\eta, T}((\theta, t),(\theta, t)) \tag{23}
\end{equation*}
$$

This definition is a particular case of the definition of barrier function (32). In [Ma2], Mather proved that the limit exists.

Lemma 7.2 ([Ma4]). - Let $P \in U_{\delta\left(\ell_{0}, \Gamma\right)}^{s}$, $\varepsilon$ be sufficiently small and positive, and $\Gamma$ be a resonant line segment in $U$. Then, the Fenchel-Legendre transform $\mathcal{L}_{\beta}$ associated with $L=\ell_{0}+\varepsilon P$ by (29) has the channel property with respect to $\Gamma$.

By lemma 7.2 , there is a closed connected curve $\sigma_{\Gamma} \subset \mathcal{L}_{\beta}(\Gamma)$ with the channel property. We could parameterize this curve by a smooth parameter, say $\tau$, i.e. $\widehat{\sigma}_{\Gamma}$ : $[0,1] \rightarrow \sigma_{\Gamma} \subset \mathcal{L}_{\beta}(\Gamma)$. Thus, we can define a family of barrier functions

$$
\left\{H_{\tau}: S_{\tau} \rightarrow \mathbb{R}\right\}_{\tau \in[0,1]}
$$

by $c_{\tau}=\widehat{\sigma}_{\Gamma}(\tau), S_{\tau}=S^{c_{\tau}}$ and $H_{\tau}(\theta, t)=H_{c_{\tau}}: S_{\tau} \rightarrow \mathbb{R}$. It turns out that, under our hypotheses, $H_{\tau}$ is continuous in $\tau$ and even satisfies certain modulus of continuity (see [Ma4]). As we pointed out above, hypersurfaces $S_{\tau}$ can be chosen to be smooth in $\tau$. Recall that a closed subset $D$ of a torus $\mathbb{T}^{d}$ is called acyclic in $\mathbb{T}^{d}$ if there is a neighborhood $V$ of $D$ in $\mathbb{T}^{d}$ such that the inclusion map $H_{1}(V, \mathbb{R}) \subset H_{1}\left(\mathbb{T}^{d}, \mathbb{R}\right)$ is the zero map. Since the ambient manifold $\mathbb{T}^{d}$ is a torus, the above inclusion map is the
zero map if and only if any closed curve in $V$ is contractible. Let

$$
D_{\tau}=\left\{(\theta, t) \in S_{\tau}: H_{\tau}(\theta, t)=\min _{\left(\theta^{\prime}, t^{\prime}\right) \in S_{\tau}} H_{\tau}\left(\theta^{\prime}, t^{\prime}\right)\right\}
$$

the set where minimum of the barrier $H_{\tau}$ on $S_{\tau}$ is achieved. Recall that $S_{\tau}$ is diffeomorphic to the 2-dimensional torus. The last non-degeneracy hypothesis we require is the following:
(C9) For each $\tau \in[0,1]$ the set $D_{\tau} \subset S_{\tau}$ is acyclic.
Suppose that there is a curve $\sigma_{\Gamma} \in \mathcal{L}_{\beta}(\Gamma)$ with channel property such that the family of barrier functions $\left\{H_{\tau}\right\}_{\tau \in[0,1]}$ satisfies hypothesis (C9); then, we denote the set of perturbation terms $\varepsilon P$ with this property by $W_{\delta\left(\ell_{0}, \Gamma\right)}^{s} \subset \mathbb{R}_{\delta\left(\ell_{0}, \Gamma\right)}^{s}$. The following result is not trivial to prove:

Lemma 7.3 ([Ma4]). The set $W_{\delta\left(\ell_{0}, \Gamma\right)}^{s}$ is $C^{s}$ open and dense in $V_{\delta\left(\ell_{0}, \Gamma\right)}^{\delta}$.
The application of Mather theory to the instability of elliptic points requires the following lemmas about the localization of the velocity of the minimizers. Recall that $L(\theta, v, t)=\ell_{0}(v)+\varepsilon P(\theta, v, t)$ is $C^{s}$ smooth nearly integrable Lagrangian, defined on $\mathbb{T}^{2} \times U \times \mathbb{T}$. Let $\mathcal{L}_{\beta}$ be Fenchel-Legendre transform associated with $L$. Denote by $\pi_{v}: \mathbb{T}^{2} \times U \times \mathbb{T} \rightarrow U$ the natural projection.

Localization Lemma I. - There is $C=C\left(\ell_{0}, P\right)>0$ such that for any frequency $\omega \in U$ and any cohomology class $c \in \mathcal{L}_{\beta}(\omega)$ the Mañé set $\mathcal{N}^{c}\left(\supset \mathcal{M}^{c}\right)$ is contained in $\pi_{v}^{-1}\left(B_{C \sqrt{\varepsilon}}^{2}(\omega)\right)$.

In other words, velocity of minimizers with approximate velocity $\omega$ may differ from $\omega$ at most by $C \sqrt{\varepsilon}$.

Let the perturbation direction $P \in U_{\delta\left(\ell_{0}, \Gamma\right)}^{s}$, then, for any frequency $\omega \in \Gamma$ and any cohomology class $c \in \mathcal{L}_{\beta}(\omega)$, the Poincaré screen $S^{c}$, the barrier function $H_{c}$, and its minimum set $D^{c} \subset S^{c}$ are well defined.

Localization Lemma II. - The property $D^{c}$ being acyclic depends only on the values of $L$ inside $\pi_{v}^{1}\left(B_{C \sqrt{\varepsilon}}^{2}(\omega)\right)$ with the same $C$ as in the Localization Lemma I.

These lemmas are a restatement of Lemma 3 in [Ma5] and they follow from it. Their proof is based on a careful perturbation analysis. First, one proves that, with the standard identification of $H_{1}\left(\mathbb{T}^{2}, \mathbb{R}\right) \simeq \mathbb{R}^{2}, H^{1}\left(\mathbb{T}^{2}, \mathbb{R}\right) \simeq \mathbb{R}^{2}$, Fenchel-Legendre transform $\mathcal{L}_{\beta}$ is $C \sqrt{\varepsilon}$-close to the map $\nabla_{v} \ell_{0}: U \rightarrow \mathbb{R}^{2}$. Then, using a generalization of (12) to the case of arbitrary $C^{s}$ smooth convex unperturbed integrable Lagrangian $\ell_{0}(\dot{\theta})$ and the remark that $\langle\dot{\theta}+c, \dot{\theta}+c\rangle$ is non-negative, one shows that, if $C$ is too large, $c$-minimality would be contradicted. See also $[\mathbf{B K}]$ for similar results.

## 8. Variational principle and restatement of Mather diffusion theorem

In this Section, we introduce a variational principle of Mather [Ma4]. We shall use the notation of the previous section. By lemma 7.2 , we have that $\mathcal{L}_{\beta}(\Gamma)$ has a smooth connected curve $\sigma_{\Gamma} \subset \mathcal{L}_{\beta}(\Gamma)$ having channel property. Fix an orientation on $\sigma_{\Gamma}$ toward $\mathcal{L}_{\beta}\left(\omega^{0}\right)$ and a sufficiently dense ordered set of cohomology classes $\mathfrak{C}=\left\{c_{i}\right\}_{i \in \mathbb{Z}_{+}} \subset \sigma_{\Gamma}$ so that they are monotonically oriented along $\sigma_{\Gamma}$ and in between any two $c_{i-1}$ and $c_{i+1}$ on $\sigma_{\Gamma}$ there is only $c_{i}$ from $\mathfrak{C}$. How dense this set needs to be will depend on how close the family of barriers $\left\{H_{\tau}\right\}_{\tau \in[0,1]}$ defined above to fail hypothesis (C9). This collection of $c_{i}$ 's plays the role of the collection of $\omega_{i}$ 's from Section 3.3. For each positive integer $i$, denote Poincaré screens by $S_{i}=S^{c_{i}}$ on $\mathbb{T}_{\Gamma}^{2} \times \mathbb{T}_{\Gamma}^{1}$ and by $\widehat{S}_{i}=\widehat{S}^{c_{i}}$ on $\mathbb{T}_{\Gamma}^{2} \times \mathbb{R}$, Mather sets by $\mathcal{M}_{i}=\mathcal{M}^{c_{i}} \subset \mathbb{T}^{2} \times \mathbb{R}^{2} \times \mathbb{T}$. Fix a sequence of closed one forms $\eta_{i}$ such that $[\eta]_{\mathbb{T}^{2}}=c_{i}$ and positive numbers $T_{i}$. For $(\theta, t) \in \widehat{S}_{i},\left(\theta^{\prime}, t^{\prime}\right) \in \widehat{S}_{i+1}$ and $T>0$ define

$$
\begin{equation*}
H_{i, T_{i}}\left((\theta, t),\left(\theta^{\prime}, t^{\prime}\right)\right)=\inf \left\{\int_{a}^{b}\left(L-\widehat{\eta}_{i}\right)(d \gamma(t), t) d t\right\} \tag{24}
\end{equation*}
$$

where the infimum is taken over all absolutely continuous curves $\gamma:[a, b] \rightarrow \mathbb{T}_{\Gamma}^{2} \times \mathbb{R}$ such that $\gamma(a)=\theta, \gamma(b)=\theta^{\prime}, a \equiv t(\bmod 1), b \equiv t^{\prime}(\bmod 1), b-a \geqslant T_{i}$. This leads to a variational principle

$$
\begin{equation*}
\sum_{i \in J^{\prime}} H_{i, T_{i}}\left(\left(\theta_{i}, t_{i}\right),\left(\theta_{i+1}, t_{i+1}\right)\right) \tag{25}
\end{equation*}
$$

Here above, we understood the following notation: if $J$ is a set of consecutive integers, we denote by $J^{\prime}$ the index set $J$ without its largest element (provided it exists).

If all one forms $\eta_{i}$ are critical or subcritical, then each $H_{i}$ is finite and continuous. Therefore, we can define a minimizer of the variational principle to be a sequence $\left\{\left(\theta_{i}, t_{i}\right): i \in J\right\}$ such that if $a<b$ and $\left\{\left(\theta_{i}^{\prime}, t_{i}^{\prime}\right): i \in J\right\}$ is any sequence satisfying $\left(\theta_{i}^{\prime}, t_{i}^{\prime}\right)=\left(\theta_{i}, t_{i}\right)$ for $i \leqslant a$ and $i \geqslant b$, then

$$
\sum_{i \in J^{\prime}} H_{i, T_{i}}\left(\left(\theta_{i}, t_{i}\right),\left(\theta_{i+1}, t_{i+1}\right)\right) \leqslant \sum_{i \in J^{\prime}} H_{i, T_{i}}\left(\left(\theta_{i}^{\prime}, t_{i}^{\prime}\right),\left(\theta_{i+1}^{\prime}, t_{i+1}^{\prime}\right)\right) .
$$

Since each $H_{i}$ is finite and continuous, an elementary compactness argument shows the existence of a minimizer.

Theorem 8.1.-Let $\varepsilon P \in W_{\delta\left(\ell_{0}, \Gamma\right)}^{s}$. Then, for any index set $J$, there are sequences of positive numbers $\left\{\varepsilon_{i}\right\}_{i \in J}$ and subcritical closed one forms $\left\{\eta_{i}\right\}_{i \in J}$, such that $\left[\eta_{i}\right]_{\mathbb{T}}-$ $\alpha_{L}\left(\left[\eta_{i}\right]_{\mathbb{T}^{*}}\right)<\varepsilon_{i}$, and large positive numbers $\left\{T_{i}\right\}_{i \in J}$ satisfying the following property: there exists a minimizer $\{d \gamma(t): t \in \mathbb{R}\}$ of the variational principle (25), which provides a smooth solution of the Euler-Lagrange equation (7). In other words, the minimizer $\{d \gamma(t): t \in \mathbb{R}\}$ has no corners.

## 9. Application

In this Section, we describe how to apply Theorem 8.1 in order to prove Theorem 1.2. It does not seem possible to simplify arguments, because of degeneracy of polar coordinates at the planes $r_{j}=0, j=1,2$.

Consider the rough sketch of the proof from Section 3.1 and Lagrangian $L_{f}$ defined in (9). We shall modify it by restricting $L_{f}$ to the annuli $\left\{A_{j}\left(\omega^{0}\right)\right\}_{j \in \mathbb{Z}_{+}}$and applying Theorem 8.1 to each of these restrictions. This will allow us to construct a modification of the variational principle (25) appropriate for our problem.

Write the remainder $P_{f}$ of $L_{f}$ in the form (11). If $\Gamma \subset \Lambda_{k}$ is contained in one of the axes, some terms might vanish, but not all of them. For a unit vector $e_{k}=\left(e_{k}^{1}, e_{k}^{2}\right)$ parallel to $\Gamma$, denote

$$
P_{f, \Gamma}\left(\theta, v-\omega^{0}, t\right)=\sum_{p=0}^{3}\left(e_{k}^{1}\right)^{p}\left(e_{k}^{2}\right)^{3-p} P_{p}\left(\theta, v-\omega^{0}, t\right) .
$$

To apply Theorem 8.1 to $L_{f}$ in each of the annuli, we need to verify the following hypotheses

- (C1)-(C3) for all $\omega$ 's in $\Gamma$,
- (C4) $\omega^{-}(\mathrm{C} 8)_{\omega}$ for $\omega^{\prime}$ s with small denominators in $\Gamma$, and
- (C9) for all $c$ 's in $\mathcal{L}_{\beta}\left(\sigma_{\Gamma}\right)$.

First we shall verify all hypotheses except (C9). For this purpose, we define the following Lagrangian

$$
\begin{equation*}
L_{f, \Gamma}(\theta, v, t)=\frac{1}{2}\left\langle B^{-1}\left(v-\omega^{0}\right),\left(v-\omega^{0}\right)\right\rangle+\varepsilon P_{f, \Gamma}\left(\theta, v-\omega^{0}, t\right), \tag{26}
\end{equation*}
$$

where $\varepsilon$ is nonzero and small. For this perturbation term $P_{f, \Gamma}$ using (15) (resp. (18)) define the first $(\omega, \Gamma)$-averaged potential, denoted by $P_{f, \omega, \Gamma}: \mathbb{T}_{\Gamma}^{1} \rightarrow \mathbb{R}$ (resp. the second $\omega$-averaged one, denoted by $\left.P_{f, \omega}: \mathbb{T}_{\omega}^{2} \rightarrow \mathbb{R}\right)$.

Rescale the annulus $A_{j}\left(\omega^{0}\right)$ to the unit size. Denote $T_{\omega^{0}}^{\lambda}: v \rightarrow \lambda\left(v-\omega^{0}\right)+\omega^{0}$ rescaling centered at $\omega^{0}$. We have that $T^{2^{j} / \delta_{0}}\left(A_{j}\left(\omega^{0}\right)\right)=A\left(\omega^{0}\right)=\{1 / 4<|r|<4\}$. Notice that $\Lambda_{k}$ is invariant under rescaling $T_{\omega^{0}}^{\lambda}$ for any $\lambda>0$.

Restrict the Lagrangian $L_{f}$ to $\mathbb{T}^{2} \times A_{j}\left(\omega^{0}\right) \times \mathbb{T}$. Consider the rescaling $T_{\omega^{0}}^{2^{j} / \delta_{0}}$ in $\left(v-\omega^{0}\right)$ of $\mathbb{T}^{2} \times A_{j}\left(\omega^{0}\right) \times \mathbb{T}$ to $\mathbb{T}^{2} \times A\left(\omega^{0}\right) \times \mathbb{T}$. it gives the new "rescaled" Lagrangian

$$
\begin{align*}
& L_{f}^{j}(\theta, v, t)=\frac{1}{2}\left\langle B^{-1}\left(v-\omega^{0}\right),\left(v-\omega^{0}\right)\right\rangle  \tag{27}\\
&+\delta_{0} 2^{-j} \sum_{p=0}^{3}\left(v-\omega^{0}\right)_{1}^{p}\left(v-\omega^{0}\right)_{2}^{3-p} P_{p}^{j}\left(\theta, v-\omega^{0}, t\right)
\end{align*}
$$

where $\left\{P_{p}^{j}\left(\theta, v-\omega^{0}, t\right)=P_{p}\left(\theta, T_{\omega^{0}}^{2^{j} / \delta_{0}} v-\omega^{0}, t\right)\right\}_{p=0}^{3}$ is $C^{s, d-3}$ smooth and defined in $\left.\mathbb{T}^{2} \times K_{( }^{\alpha} \omega^{0}, B\right) \times \mathbb{T}$. Denote the remainder

$$
\sum_{p=0}^{3}\left(v-\omega^{0}\right)_{1}^{p}\left(v-\omega^{0}\right)_{2}^{3-p} P_{p}^{j}\left(\theta, T_{\omega^{0}}^{2^{j} / \delta_{0}} v-\omega^{0}, t\right)
$$

by $P_{f}^{j}\left(\theta, v-\omega^{0}, t\right)$.

The definitions of all hypotheses except (C9) involves averaged kinetic and potential energies. Fix any positive integer $j$. Notice that the unperturbed integrable parts are the same for both $L_{f}$ and $L_{f, \Gamma}^{j}$. These parts define the averaged kinetic energies (see (16) and (19)). Thus, the averaged kinetic energies of $L_{f}$ and $L_{f, \Gamma}^{j}$ coincide. Now consider the perturbation terms. A direct calculation based on (15) and (18) shows that up to a constant the first $\omega$-averaged (resp. the second $(\omega, \Gamma)$-averaged) potentials of $L_{f}$ and $L_{f, \Gamma}$ are coincide respectively. Therefore, for each $j \in Z_{+}$we have that up to a constant
$\Gamma$-averaged mechanical systems associated to $L_{f}$ and $L_{f, \Gamma}^{j}$ coincide.
Denote the first $\omega$-averaged and the second $(\omega, \Gamma)$-averaged mechanical systems by $L_{\omega, f}$ and $L_{\omega, f, \Gamma}$ respectively. The definition of a small denominator $q_{0}$ involves only averaged mechanical systems. After $q_{0}$ is determined, notice that choosing $\delta_{0}$ small enough we need to verify $(\mathrm{C} 4)_{\omega}-(\mathrm{C} 8)_{\omega}$ only for at most one $\omega^{0}$ in the case $\omega^{0}$ is a rational with small denominator. Suppose $L_{f, \Gamma}$ in (26) satisfies hypotheses (C1)-(C3) and $(\mathrm{C} 4)_{\omega}-(\mathrm{C} 8)_{\omega}$ (if the latter is necessary). Then, there exists $\delta=\delta\left(\ell_{0}, \Gamma, P_{f, \Gamma}\right)>0$ such that the variational principle (25) is well-defined for the Lagrangian $L_{f, \Gamma}$ and each $0<|\varepsilon|<\delta$. In notations of Section 3.1, let $\delta$ be given by $2 \delta=\delta_{0}$. Consider also the rescaling of the original Lagrangian $L_{f}$ in $\left(v-\omega^{0}\right)$, in order to see that the above arguments is applicable to $L_{f}$ too.

The definition of all hypotheses except (C9) involves averaged kinetic and potential energies. The above verification shows that if $L_{f}^{1}$ satisfies hypotheses (C1)-(C3) and $\left.(\mathrm{C} 4)_{\omega^{-}}-\mathrm{C} 8\right)_{\omega}$ (if the latter is necessary) on $\Gamma_{\delta}$, then $L_{f}^{j}$ satisfies these hypotheses on $\Gamma_{\delta}$ too. The only difference is that the constant in front of $P_{f}^{j}$ decreases as $j$ increases. This implies that if $P_{f}^{1} \in U_{\delta\left(\ell_{0}, \Gamma\right)}^{s}$, then $P_{f}^{j} \in U_{\delta\left(\ell_{0}, \Gamma\right)}^{s}$.

In notations of Section 3.1 we now verify that, for a $C^{s}$ Whitney open and dense set of remainders (11), the restriction of $L_{f}$ to any of $\mathbb{T}^{2} \times K_{\delta, j}^{\alpha}\left(\omega^{0}, B\right) \times \mathbb{T}$ satisfies hypotheses (C1)-(C3) on $\Gamma_{\delta}$ and (C4) $\omega(\mathrm{C} 8)_{\omega}$ (if the latter is necessary). This implies that the variational principle (25) is well-defined. What is left to verify is hypothesis (C9), and the fact that velocity of minimizers of the variational principle (25) belong to the corresponding cones $K_{\delta, j}^{\alpha}\left(\omega^{0}, B\right)$.

Suppose the first potential satisfies hypotheses (C1)-(C3) on $\Gamma_{\rho}=\left[\omega^{0}, \omega^{0}+\rho e_{k}\right]$, where $\rho$ is the radius of the ball such that $(9)$ is defined on $\mathbb{T}^{2} \times K_{\rho}^{\alpha}\left(\omega^{0}, B\right) \times \mathbb{T}$.

Consider now the rescaling $L_{f}^{j}$ of the restriction of $L_{f}$ on the annulus $A_{j}(\omega)$. By lemma 3.2, there is a smooth curve $\sigma_{\Gamma}$ with channel property. Denote by $\sigma_{\gamma}^{j}$ a part of this curve which connects $\mathcal{L}_{\beta}\left(\omega^{0}+\delta_{j} e_{k}\right)$ and $\mathcal{L}_{\beta}\left(\omega^{0}+\delta_{j+1} e_{k}\right)$. We can apply Theorem 8.1 with the curve $\sigma_{\gamma}^{j}$ as the curve with channel property. According to the variational principle (25) its minimizers velocity moves along $\Gamma$ with a certain error.

The Localization Lemma I shows that minimizers of the variational principle (25) for $L=L_{f}^{j}$ have velocity $C 2^{-j / 2}$-close to $\Gamma$ for some constant $C$. Therefore, after
the backward rescaling, the velocity has to be $C 2^{-3 j / 2}$-close to $\Gamma_{j}$. It implies that minimizing trajectory of (25) does not leave the cone $\mathbb{T}^{2} \times K_{\delta, j}^{\alpha}\left(\omega^{0}, B\right) \times \mathbb{T}$.

The Localization Lemma II shows that non-degeneracy hypothesis (C9) holds for $L_{f}^{j}$ taking into account that the velocity value is $C 2^{-j / 2}$-close to $\Gamma$. By lemma 7.3 , the set of restrictions of $L_{f}^{j}$ onto $\mathbb{T}^{2} \times K_{\delta, j}^{\alpha}\left(\omega^{0}, B\right) \times \mathbb{T}$, where hypothesis (C9) holds, is $C^{s}$ Whitney open and dense. Therefore, there is a $C^{s}$ Whitney open and dense set of remainders $P_{f}$ in (9) such that for all positive integers $j$ the corresponding $P_{f}^{j}$ fulfills hypothesis (C9). This completes the proof of Theorem 1.2.

## Appendix A. Mather minimal sets

In this Appendix, we discuss basic objects of Mather's theory of minimal or actionminimizing measures [Ma]. This theory can be considered as an extension of KAM theory. Namely, it provides a large class of invariant sets for a Hamiltonian (or dual Euler-Lagrange) flow. KAM invariant tori and Aubry-Mather sets are examples of these sets. We need to define these notions to give the detailed scheme of the proof of Theorem 1.2 (see Section 3.1).

We start with a positive integer $n$, a smooth $n$-dimensional torus $\mathbb{T}^{n}$, and a $C^{s}$ smooth time periodic Lagrangian $L: \mathbf{T} \mathbb{T}^{n} \times \mathbb{T} \rightarrow \mathbb{R},(\theta, v) \in \mathbf{T} \mathbb{T}^{n}, s \geqslant 2$ which satisfies hypotheses $(1-3)$ of section 2.1. Note that all definitions and results of this section can be given for any smooth compact manifold instead of $\mathbb{T}^{n}$. Later we apply it for $n=2$ and the Lagrangian $L$ given by (9) near the zero section and extended outside to keep fiber-convexity.

We say that $\mu$ is a probability measure, if it is a Borel measure of total mass one. Let $\mathcal{P}_{L}$ be the space of probability measures on $\mathbf{T} \mathbb{T}^{n} \times \mathbb{T}$ invariant with respect to Euler-Lagrange flow (7). We shall consider probability measures only from $\mathcal{P}_{L}$. If $\eta$ is a closed one-form on $\mathbb{T}^{n} \times \mathbb{T}$, we may associate to it a real valued function $\widehat{\eta}$ on $\mathbf{T} \mathbb{T}^{n} \times \mathbb{T}$ as follows: express $\eta$ in the form

$$
\eta=\eta_{\mathbb{T}^{n}} d \theta+\eta_{\tau} d \tau
$$

where $\eta_{\mathbb{T}^{n}}$ is the restriction of $\eta$ to $\mathbb{T}^{n}$ and $\eta_{\tau}: \mathbb{T} \rightarrow \mathbb{R}$ and set

$$
\widehat{\eta}=\eta_{\mathbb{T}^{n}}+\eta_{\tau} \circ \pi,
$$

where $\pi: \mathbf{T}^{n} \times \mathbb{T} \rightarrow \mathbb{T}^{n} \times \mathbb{T}$ denotes the natural projection. This function has the property

$$
\int_{a}^{b} \widehat{\eta}(d \gamma(t), t) d t=\int_{(\gamma, \tau)} \eta,
$$

for every absolutely continuous curve $\gamma:[a, b] \rightarrow \mathbb{T}^{n}$ with the right hand being usual integral over the curve $(\gamma, \tau):[a, b] \rightarrow \mathbb{T}^{n} \times \mathbb{T}$ defined by $(\gamma, \tau)(t)=(\gamma(t), t \bmod 1)$.

If $\mu$ is an invariant probability measure on $\mathbf{T} \mathbb{T}^{n} \times \mathbb{T}$, its average action is defined as

$$
A(\mu)=\int L(\theta, v, t) d \mu(\theta, v, t)
$$

Since $L$ is bounded below, this integral is well defined, although it may be equal to $+\infty$. Next step is to define an appropriate notion which generalizes the rotation vector of a periodic trajectory. If $A(\mu)<\infty$, one can define a rotation vector $\rho(\mu) \in$ $H_{1}\left(\mathbb{T}^{n}, \mathbb{R}\right)$ of a probability measure $\mu$ by

$$
\begin{equation*}
\left\langle\rho(\mu),[\eta]_{\mathbb{T}^{n}}\right\rangle+[\eta]_{\mathbb{T}}=\int \widehat{\eta}(\theta, v, t) d \mu(\theta, v, t) \tag{28}
\end{equation*}
$$

for every $C^{1}$ closed one form $\eta$ on $\mathbb{T}^{n} \times \mathbb{T}$, where

$$
[\eta]=\left([\eta]_{\mathbb{T}^{n}},[\eta]_{\mathbb{T}}\right) \in H^{1}\left(\mathbb{T}^{n} \times \mathbb{T}, \mathbb{R}\right)=H^{1}\left(\mathbb{T}^{n}, R\right) \times \mathbb{R}
$$

denotes the de Rham cohomology class and $\langle$,$\rangle denotes the dual pairing H_{1}\left(\mathbb{T}^{n}, \mathbb{R}\right)$ $\times H^{1}\left(\mathbb{T}^{n}, \mathbb{R}\right) \rightarrow \mathbb{R}$. The idea of a rotation vector is classical and goes back to Schwartzman's asymptotic cycles (see [Ma] in the time independent case), but in the time dependent case definitions and arguments are the same. In [Ma], by using a KrylovBogoliuboff type argument, Mather proved the following result:

Lemma A.1. - For every homology class $h \in H_{1}\left(\mathbb{T}^{n}, \mathbb{R}\right)$ there exists a probability measure $\mu \in \mathcal{P}_{L}$ such that $A(\mu)<\infty$ and $\rho(\mu)=h$.

Such a probability measure $\mu \in \mathcal{P}_{L}$ is called minimal or action-minimizing if

$$
A(\mu)=\min \{A(\nu): \rho(\nu)=\rho(\mu)\}
$$

where $\nu$ ranges in $\mathcal{P}_{L}$ and $A(\nu)<\infty$. If $\rho(\mu)=h$, we also say that $\mu$ is $h$-minimal. Denote by $\mathcal{M}_{h}$ closure of the union of supports of all $h$-minimal measures from $\mathcal{P}_{L}$. This set $\mathcal{M}_{h} \subset T \mathbb{T}^{n} \times \mathbb{T}$ is called Mather set. By the above lemma $\mathcal{M}_{h}$ is always nonempty.

A probability measure $\mu \in \mathcal{P}_{L}$ is $c$-minimal for $c \in H^{1}\left(\mathbb{T}^{n}, \mathbb{R}\right)$, if it minimizes

$$
A_{c}(\mu)=A(\mu)-\langle\rho(\mu), c\rangle
$$

over all invariant probability measures. $A_{c}(\mu)$ as above is called $c$-action of a measure. Mather [Ma] also proved the following result:

Lemma A.2. For every cohomology class $c \in H^{1}\left(\mathbb{T}^{n}, \mathbb{R}\right)$ there exists a $c$-minimal probability measure $\mu \in \mathcal{P}_{L}$ such that $A(\mu)<\infty$.

Denote by $\mathcal{M}^{c}$ closure of supports of the union of all $c$-minimal measures from $\mathcal{P}_{L} . \mathcal{M}^{c} \subset T \mathbb{T}^{n} \times \mathbb{T}$ is also called Mather set. By the above lemma $\mathcal{M}^{c}$ is always nonempty. Mather $[\mathrm{Ma}]$ proved that

$$
\cup_{h \in H_{1}\left(\mathbb{T}^{n}, R\right)} \mathcal{M}_{h}=\cup_{c \in H^{1}\left(\mathbb{T}^{n}, R\right)} \mathcal{M}^{c} .
$$

It turns out that $\mathcal{M}^{c}$ can be "nicely" projected onto the base $\mathbb{T}^{n} \times \mathbb{T}$.

Graph Theorem. - Let $\pi: \mathbf{T} \mathbb{T}^{n} \times \mathbb{T} \rightarrow \mathbb{T}^{n} \times \mathbb{T}$ be the natural projection onto the base. Then, for any $c \in H^{1}\left(\mathbb{T}^{n}, \mathbb{R}\right)$, the corresponding Mather set $\mathcal{M}^{c}$ is a Lipschitz graph over the base $\mathbb{T}^{n} \times \mathbb{T}$, i.e. $\left.\pi^{-1}\right|_{\pi \mathcal{M}^{c}}: \pi \mathcal{M}^{c} \rightarrow \mathcal{M}^{c}$.

Call $\pi \mathcal{M}^{c}$ projected Mather set and denote $\widetilde{\mathcal{M}}^{c}=\pi \mathcal{M}^{c}$.
Definition A.3. - The function

$$
\beta_{L}: H_{1}\left(\mathbb{T}^{n}, \mathbb{R}\right) \longrightarrow \mathbb{R}, \quad \beta_{L}(h)=A(\mu),
$$

where $\mu$ is an $h$-minimal probability measure, is called Mather's $\beta$-function. The function

$$
\alpha_{L}: H^{1}\left(\mathbb{T}^{n}, \mathbb{R}\right) \longrightarrow \mathbb{R}, \quad \alpha_{L}(c)=\sup _{h \in H_{1}\left(\mathbb{T}^{n}, R\right)}\left\{\langle h, c\rangle-\beta_{L}(h)\right\}
$$

is called Mather's $\alpha$-function.
Lemma A. 4 ([Ma]). - Both $\alpha$-function and $\beta$-function are convex and conjugate by the Legendre transform.

By definition,

$$
\beta_{L}(h)+\alpha_{L}(c) \geqslant\langle h, c\rangle, \quad h \in H_{1}\left(\mathbb{T}^{n}, \mathbb{R}\right), c \in H^{1}\left(\mathbb{T}^{n}, \mathbb{R}\right) .
$$

To distinguish from the standard Legendre transform (6) the map
(29) $\quad \mathcal{L}_{\beta}: H_{1}\left(\mathbb{T}^{n}, \mathbb{R}\right) \longrightarrow\left\{\right.$ compact, convex, non-empty subsets of $\left.H^{1}\left(\mathbb{T}^{n}, \mathbb{R}\right)\right\}$,
defined by letting $\mathcal{L}_{\beta}(h)$ be the set of $c \in H^{1}\left(\mathbb{T}^{n}, \mathbb{R}\right)$ for which the inequality in (9) becomes equality, is called Fenchel-Legendre transform. In what follows, we shall identify each $h$-minimal invariant probability measure with a $c$-minimal invariant probability measure, provided that $c \in \mathcal{L}_{\beta}(h)$.

For an absolutely continuous curve $\gamma:[a, b] \rightarrow \mathbb{T}^{n}$, let us denote $d \gamma(t)=$ $(\gamma(t), \dot{\gamma}(t))$. The above is well defined for a.e. $t$. For such $\gamma$ and a closed one form $\eta$ with $[\eta]_{\mathbb{T}^{n}}=c$, we call $c$-action

$$
\begin{equation*}
A_{c}(\gamma)=\int_{a}^{b}(L-\widehat{\eta})(d \gamma(t), t) d t \tag{30}
\end{equation*}
$$

where $\widehat{\eta}(\theta, \dot{\theta}, t)=\eta_{T^{n}}(\theta, t) \dot{\theta}+\eta_{T}(\theta, t)$ if $\eta=\eta_{T}{ }^{n} d \theta+\eta_{T} d t$. Notice that $c$-action does not depend on a choice of $\eta$ in the cohomology class $c$. A closed one form $\eta$ on $\mathbb{T}^{n} \times \mathbb{T}$ is called Mañé critical if and only if

$$
\min _{\mu \in \mathcal{P}_{L}}\left\{\int(L-\widehat{\eta}) d \mu\right\}=0
$$

Since each closed one form can be written as $[\eta]=\left([\eta]_{\mathbb{T}^{n}},[\eta]_{\mathbb{T}}\right)$, by the definition of $\alpha$-function for Mañé critical one form we have $[\eta]_{\mathbb{T}}=-\alpha\left([\eta]_{\mathbb{T}^{n}}\right)$. We also say that $\eta$ is Mañé supercritical if $[\eta]_{\mathbb{T}}>-\alpha_{L}\left([\eta]_{\mathbb{T}^{n}}\right)$ and Mañé subcritical if $[\eta]_{\mathbb{T}}<-\alpha_{L}\left([\eta]_{\mathbb{T}^{n}}\right)$. We shall explain geometric meaning of sub and super criticality in the next section.

We say that an absolutely continuous curve $\gamma: \mathbb{R} \rightarrow \mathbb{T}^{n}$ is an absolute c-minimizer if, for any interval $[a, b]$ and any absolutely continuous curve $\gamma_{1}:[d, e] \rightarrow \mathbb{T}^{n}$ such that $d \equiv a(\bmod 1)$ and $e \equiv b(\bmod 1)$, we have

$$
\int_{a}^{b}(L-\widehat{\eta})(d \gamma(t), t) d t \leqslant \int_{d}^{e}(L-\widehat{\eta})\left(d \gamma_{1}(t), t\right) d t
$$

where $\eta$ is a Mañé critical closed one form on $\mathbb{T}^{n} \times \mathbb{T}$ such that $[\eta]_{\mathbb{T}^{n}}=c$. Notice that the time intervals $b-a$ and $e-d$ are not necessarily the same. Completeness of the Euler-Lagrange flow (see property 3 of Lagrangian) implies that every $c$-minimal curve is $C^{1}$-smooth and, therefore, as smooth as $L$ is. So it is $C^{s-1}$-smooth. Denote the union of all sets of $c$-minimizers $\{(d \gamma(t), t): t \in \mathbb{R}\} \subset T \mathbb{T}^{n} \times \mathbb{T}$ by $\mathcal{N}^{c}$ and call it Mañé set. This set is certainly a closed set.

We now introduce the notion of barrier function and we deal with another set of trajectories associated to a cohomology class $c \in H^{1}\left(\mathbb{T}^{n}, \mathbb{R}\right)$. The barrier function is introduced in [Ma2] and is a generalization of Peierl's barrier. Let $\theta_{1}, \theta_{2} \in \mathbb{T}^{n}$, $\tau_{1}, \tau_{2} \in \mathbb{T} \geqslant 0$, and $\eta$ is a Mañé critical one closed one form on $\mathbb{T}^{n} \times \mathbb{T}$ such that $[\eta]_{\mathbb{T}^{n}}=c$. Define

$$
\begin{equation*}
h_{\eta, T}\left(\left(\theta_{1}, \tau_{1}\right),\left(\theta_{2}, \tau_{2}\right)\right)=\inf \int(L-\widehat{\eta})(d \gamma(t), t) d t \tag{31}
\end{equation*}
$$

where the infinum is taken over all absolutely continuous curves $\theta:[a, b] \rightarrow \mathbb{T}^{n}$ such that $a \equiv \tau_{1}(\bmod 1), b \equiv \tau_{2}(\bmod 1), \theta(a)=\theta_{1}, \theta(b)=\theta_{2}$, and $b-a \geqslant T$. Define the barrier function

$$
\begin{equation*}
h_{\eta}\left(\left(\theta_{1}, \tau_{1}\right),\left(\theta_{2}, \tau_{2}\right)\right)=\liminf _{T \rightarrow+\infty} h_{\eta, T}\left(\left(\theta_{1}, \tau_{1}\right),\left(\theta_{2}, \tau_{2}\right)\right) \tag{32}
\end{equation*}
$$

In [Ma2], Mather has proved that the limit exists. He also introduced a pseudo-metric

$$
\begin{equation*}
\rho_{c}\left(\left(\theta_{1}, \tau_{1}\right),\left(\theta_{2}, \tau_{2}\right)\right)=h_{\eta}\left(\left(\theta_{1}, \tau_{1}\right),\left(\theta_{2}, \tau_{2}\right)\right)+h_{\eta}\left(\left(\theta_{2}, \tau_{2}\right),\left(\theta_{1}, \tau_{1}\right)\right) \tag{33}
\end{equation*}
$$

It turns out that this construction is independent of $\eta$, provided $\eta$ is Mañé critical and $[\eta]_{\mathbb{T}^{n}}=c$. One can show that $\rho_{c} \geqslant 0$, satisfies the triangle inequality, and is independent of the choice of a Mañé critical closed one form $\eta$. The set

$$
\mathcal{A}^{c}=\left\{(\theta, \tau): \rho_{c}((\theta, \tau),(\theta, \tau))=0\right\}
$$

is called Aubry set. One can show [Ma2] that

$$
\mathcal{M}^{c} \subset \mathcal{A}^{c} \subset \mathcal{N}^{c} \subset T \mathbb{T}^{n} \times \mathbb{T}
$$

for all $c \in H^{1}\left(\mathbb{T}^{n}, \mathbb{R}\right)$ and $\mathcal{A}^{c}$ also satisfies the Graph Theorem stated above.

## Appendix B. Proofs of auxiliary lemmas

Lemma B.1. - For positive $\rho$ and $0<\alpha<1$ consider the space of $C^{s, d}$ smooth function on $\widehat{\mathcal{K}}_{\rho}^{\alpha} \ni(\theta, r)$ with the natural $C^{s}$ Whitney topology in $\mathcal{K}_{\rho}^{\alpha}$, where $m \leqslant d \leqslant$
$s \leqslant \infty, d, m \in \mathbb{Z}_{+}$. Then for any $C^{s}$ Whitney open dense set $\mathcal{D}_{d-m}^{s}$ of $(m+1)$-tuples $\left(g_{0}, \ldots, g_{m}\right)$ of $C^{s, d-m}$ smooth functions on $\mathcal{K}_{\rho}^{\alpha}$, the set of functions of the form

$$
\begin{equation*}
g(\theta, r)=\sum_{p=0}^{m} r_{1}^{p} r_{2}^{m-p} g_{p}(\theta, r) \tag{34}
\end{equation*}
$$

with $(m+1)$-tuples $\left(g_{0}, \ldots, g_{m}\right) \in \mathcal{D}_{d-m}^{s}$ intersected with $C^{s}\left(\mathcal{K}_{\rho}^{2 \alpha}\right)$ is $C^{s}$ Whitney open dense.

Proof of Lemma B.1. Pick $r=\left(r_{1}, r_{2}\right) \in K_{\rho}^{\alpha}$, i.e. $0<\alpha r_{1}<r_{2}<\rho$ and $0<$ $\alpha r_{2}<r_{1}<\rho$. We find two functions $f_{11}(\theta . r)$ and $f_{21}(\theta, r)$ defined on $\mathcal{K}_{\rho}^{\alpha}$ satisfying

$$
\begin{equation*}
r_{1} f_{11}(\theta, r)-r_{2} f_{21}(\theta, r)=f(\theta, r) \tag{35}
\end{equation*}
$$

Consider two functions equalities:

$$
f(\theta, r)-f\left(\theta, r_{1}, \frac{\alpha}{2} r_{1}\right)=r_{2} g_{2}(\theta, r), \quad f\left(\theta, r_{1}, \frac{\alpha}{2} r_{2}\right)=r_{1} g_{1}(\theta, r)
$$

To define $f_{1}$ and $f_{2}$ by explicit formulas inside $K_{\rho}^{\alpha}$ consider the coordinate change: $\widetilde{r}_{1}=\left(r_{1}, \alpha r_{1}\right), r_{2}=\left(0, r_{2}-\alpha r_{1}\right)$, and $\widetilde{f}\left(\theta, \widetilde{r}_{1}, \widetilde{r}_{2}\right)=f\left(\theta, r_{1}, r_{2}\right)$. By HadamardTorricelli's lemma

$$
\left.\begin{array}{rl}
f_{1}\left(\theta, \widetilde{r}_{1}, 0\right) & =\int_{0}^{1} \frac{\partial \widetilde{f}}{\partial \widetilde{r}_{1}}\left(\theta, t \widetilde{r}_{1}, 0\right) d t \\
r_{1} g_{1}\left(\theta, \widetilde{r}_{1}, 0\right) & =\widetilde{f}\left(\theta, \widetilde{r}_{1}, 0\right)-\widetilde{f}(\theta, 0)=f\left(\theta, r_{1}, \frac{\alpha}{2} r_{1}\right) \\
g_{2}\left(\theta, \widetilde{r}_{1}, \widetilde{r}_{2}\right) & =\int_{0}^{1} \frac{\partial \widetilde{f}}{\partial \widetilde{r}_{2}}\left(\theta, \widetilde{r}_{1}, t \widetilde{r}_{2}\right) d t
\end{array}\right) \frac{\widetilde{f}\left(\theta, \widetilde{r}_{1}, \widetilde{r}_{2}\right)-\widetilde{f}\left(\theta, \widetilde{r}_{1}, 0\right)}{r_{2}-\frac{\alpha}{2} r_{1}} .
$$

This implies that for $f_{11}=g_{1}+\frac{\approx}{2} g_{2}$ and $f_{21}=g_{2}$ (35) holds true.
Notice that $f_{11}$ and $f_{21}$ have zero of order $(m-1)$ in $r$ in the sense that they are $C^{s, d-1}$ smooth. Application of Hadamard-Torricelli's lemma to $f_{11}$ and $f_{21}$ gives explicit formulas for functions $f_{02}, f_{12}$, and $f_{22}$, which have zero of order $(m-2)$ in $r$, namely, functions belong to $C^{s . d-2}\left(\mathcal{K}_{\rho}^{\alpha}\right)$. After $m$ steps we get explicit formulas for functions $f_{0 m}, \ldots, f_{m m}$. Denote $f_{p m}=f_{p}$ for $p=0, \ldots, m$. These functions satisfy (34) which completes the proof.

Proof of Lemma 2.1. We start with an integrable truncation of $f$. Let $\widehat{f}$ be defined by (1) with $P_{j}, Q_{j} \equiv 0$. Then, the time 1 map of the Hamiltonian

$$
\begin{equation*}
H_{0}(\theta, r)=\omega_{1} r_{1}+\omega_{2} r_{2}+\frac{1}{2}\langle B r, r\rangle \tag{36}
\end{equation*}
$$

coincides with $f_{0}$, as an easy calculation shows. Construct a time periodic deformation $\{H(\cdot, t)\}_{t \in \mathbb{T}}$ of $H_{0}$ so that the time 1 map of $H(\cdot, t)$ coincides with $f$ and so that $H(\cdot, t)$ is $C^{s+1}$ close to $H_{0}(\cdot)$ near $r=0$ for all $t \in \mathbb{T}$. Since $H_{0}$ is convex in $r, s \geqslant 2$, and we are interested in small $r$, it implies the desired convexity of $H(\cdot, t)$ in $r$ for each $t \in \mathbb{T}$.

The construction of $\{H(\cdot, t)\}_{t \in \mathbb{T}}$ is done using generating functions. We recall a standard fact from Hamiltonian system (see e.g. Arnold $[\mathbf{A r} 2]$ sect. 48) for a $C^{s}$
smooth symplectic map $g(\theta, r)=(\Theta, R), \theta, \Theta \in \mathbb{T}^{n}, r, R \in \mathbb{R}_{+}^{n}$ : one can define a $C^{s+1}$ smooth generating function $S_{g}(\theta, \Theta)$ so that

$$
\left\{\begin{array}{l}
r=-\partial_{\theta} S_{g}(\theta, \Theta)  \tag{37}\\
R=\partial_{\Theta} S_{g}(\theta, \Theta)
\end{array}\right.
$$

The function $S_{g}(\theta, \Theta)$ above is defined up to a constant. Direct calculation for $\widehat{f}$ and $f$ in a small $r$-neighborhood of zero show that

$$
\begin{align*}
& S_{\widehat{f}}(\Theta, \theta)=\frac{1}{2}\left\langle B^{-1}(\Theta-\theta-\omega),(\Theta-\theta-\omega)\right\rangle \text { and }  \tag{38}\\
& S_{f}(\Theta, \theta)=S_{\widehat{f}}(\Theta, \theta)+0\left(|(\Theta-\theta-\omega)|^{3}\right)
\end{align*}
$$

Consider a smooth family of generating functions $\left\{\widetilde{S}_{t}\right\}_{t \in[0,1]}$ given by

$$
\widetilde{S}_{t}(\theta, \Theta)= \begin{cases}\frac{h(t)}{2}\left\langle B^{-1}(\Theta-\theta-\omega / h(t)),(\Theta-\theta-\omega / h(t))\right\rangle & \text { for } t \in\left(0, \frac{1}{2}\right] \\ h(t) \widetilde{S}_{1 / 2}(\theta, \Theta)+(1-h(t)) S_{f}(\theta, \Theta) & \text { for } t \in\left[\frac{1}{2}, 1\right]\end{cases}
$$

where $h$ is a smooth positive function away from zero, $h(1)=h^{\prime}(1 / 2)=0, h(1 / 2)=1$, and $1 / h(t)=t$ near $t=0+$. The choice of $h$ is designed so that $\widetilde{S}_{t}$ is sufficiently smooth with respect to $t$ for $t \in(0,1]$. By construction, $\widetilde{S}_{t}$ generates a smooth family $\left\{\widetilde{f}_{t}\right\}_{t \in(0,1]}$ of exact symplectic twist maps (see [Go] sect 26 or [ $\left.\mathbf{M c S}\right]$ sect 9.3). More precisely, $\widetilde{f}_{t}(\theta, r)=\left(\theta+(h(t))^{-1}(\omega+B r), r\right)$ for $0 \leqslant t \leqslant 1 / 2$ and $\lim _{t \rightarrow 0+} \widetilde{f}_{t}=\mathrm{Id}$. Define $s_{t}(\theta, r)=\widetilde{S}_{t}\left(\theta, \theta+(h(t))^{-1}(\omega+B r)\right)$ for $0 \leqslant t \leqslant 1 / 2$. It becomes

$$
s_{t}(\theta, r)=(2 h(t))^{-1}\langle B r, r\rangle .
$$

By assumption, $1 / h(t)=t$ near zero $s_{t}$ can be smoothly continued for all $t \in[0,1]$ with $s_{0} \equiv 0$ and $s_{1}(\theta, r)=S_{f}(\theta, \Theta(\theta, r))$, where $\Theta(\theta, r)$ is given by $f(\theta, r)=(\Theta, R)$ for some $R$. Now we can write:

$$
\begin{equation*}
\tilde{f}_{t}^{*}(r d \theta)-r d \theta=d s_{t}, \quad t \in[0,1] . \tag{39}
\end{equation*}
$$

It shows that $\left\{\widetilde{f}_{t}\right\}_{t \in[0,1]}$ is a Hamiltonian isotopy. By standard results from symplectic geometry, obtained by combining homotopy formula and (39) (see e.g. Prop. 9.18 in $[\mathbf{M c S}]$ or Thm. 58.9 in $[\mathbf{G o}]$ ) this family generates Hamiltonian functions $\{H(\cdot, t)\}_{t \in[0,1]}$ as follows. Denote by $\widetilde{X}_{t}$ vector fields generated by isotopy $\widetilde{f}_{t}$, i.e. given by $\widetilde{X}_{t}(\theta, r)=\left(d \widetilde{f}_{t} / d t\right)\left(\left(\tilde{f}_{t}\right)^{-1}(\theta, r)\right)$, by $i_{\tilde{X}_{t}} \alpha$ the interior derivative of a 1-form $\alpha$ by $\widetilde{X}_{t}$, and by $s_{t}(\theta, r)$ a form of generating function, given by (39). Then

$$
\widetilde{H}_{f}(\cdot, t)=i_{\tilde{X}_{t}} r d \theta-\left(\tilde{f}_{t}^{-1}\right)^{*}\left(\frac{d}{d t} s_{t}\right)
$$

One can check that $d \widetilde{H}_{f}(\cdot, t)=-i_{\tilde{X}_{t}} d r \wedge d \theta$.
By the construction, the time map of $\widetilde{H}_{f}(\cdot, t)$ from time $t=0$ to $t=1$ equals $f$. However, $\{H(\cdot, t)\}_{t \in[0,1]}$ is not necessarily periodic in $t$. To attain periodicity we slightly modify the above construction. For small $t$, say $t \in[0, \delta]$, we have $f_{t}(\theta, r)=$
$(\theta+t B r, r)$ and, therefore, $\widetilde{H}_{f}(\cdot, t)=H_{0}(\theta, r)$. Let us define $f_{1-\tau}=f_{\tau}^{-1} \circ f$ for $\tau \in[0, \delta]$. Let $\widehat{S}_{1-\tau}(\theta, \Theta)$ be the generating function of $f_{1-\tau}$ with $\widehat{S}_{1-\tau}(\theta, \theta+\omega)=0$. Consider the following family of generating functions

$$
S_{t}(\theta, \Theta)= \begin{cases}\widetilde{S}_{t}(\theta, \Theta) & \text { for } t \in(0,1-\delta] \\ \left.(1-g(t)) \widetilde{S}_{t}(\theta, \Theta)+g(t) \widehat{S}_{1-t}(\theta, \Theta)\right) & \text { for } t \in[1-\delta, 1]\end{cases}
$$

where $g(t)$ is a $C^{s+1}$ smooth function on $[1-\delta, 1]$, with $g(1-\delta)=0, g(1)=1$, and $g^{(p)}(1)=g^{(p)}(1-\delta)=0$ for $p=0,1, \ldots, s+1$. By construction, $S_{t}$ defines a Hamiltonian isotopy $\left\{f_{t}\right\}_{t \in(0,1]}$ with $f_{1}=\tilde{f}_{1}=f$. By the same token as above $\left\{f_{t}\right\}_{t \in(0,1]}$ defines a Hamiltonian function $H_{f}(\cdot, t)$ which is $C^{s+1}$ smooth and periodic in time $t$.

In order to verify positive definiteness, we consider two cases: $t \in[0,1 / 2]$ and $t \in[1 / 2,1]$. In the first case, near $t=0+$, we have $f_{t}(\theta, r)=(\theta+t B r, r)$ and, therefore, $H_{f}(\theta, r, t)=H_{0}(\theta, r)$. Similarly, for $0 \leqslant t \leqslant 1 / 2$, but not near zero, we have that $H_{f}(\theta, r, t)=m(t) H_{0}(\theta, r)$, where $m(t)$ is a smooth strictly positive function (explicitly computable from $h(t)$ ). Definition (36) of $H_{0}$ and hypothesis (H2) of positive definiteness of $B$ implies positive definiteness of $\partial_{r r}^{2} H_{f}$ for $0 \leqslant t \leqslant 1-\delta$.

In the case $t \in[1-\delta, 1]$, by definition, $S_{t}(\theta, \Theta)=S_{\widehat{f}}(\theta, \Theta)+0\left(|(\Theta-\theta-\omega)|^{3}\right)$. Explicit calculation gives that the underlying Hamiltonian has the form

$$
\begin{equation*}
H(\theta, r, t)=\omega_{1} r_{1}+\omega_{2} r_{2}+\frac{1}{2}\langle B r, r\rangle+0\left(|r|^{3}\right) \tag{40}
\end{equation*}
$$

It implies the Hessian $\partial_{r r}^{2} H(\cdot, t)$ is close to $B$ and, therefore, positive definite. This proves the lemma.
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[^0]:    ${ }^{(1)}$ We remark that earlier a weaker result was obtained by V. Arnold [Ar1]. Lyapunov stability will be defined below.

[^1]:    ${ }^{(2)}$ Actually: summation could be over infinite mumber of terms. as formula ( 25 ) shows.

[^2]:    ${ }^{(3)}$ Recall that saying that $k$ is a resomance. we mean that $k \in \mathbb{Z}^{3}$ and $\left(k_{1}, k_{2}\right) \neq 0$.

[^3]:    ${ }^{(4)}$ This corresponds to a periodic trajectory for the Enler-Lagrangian flow of $L=\ell_{0}+\varepsilon P$.

[^4]:    ${ }^{(5)}$ Note that the inclusion of $\mathbb{T}_{\Gamma}^{1}$ in $\mathbb{T}_{\omega}^{2}$ depends on the choice of splitting. One has inclusion for some splittings not for others.

[^5]:    ${ }^{(6)}$ As a matter of fact the proof in [Ma4] requires a stronger form of admissibility which still fits into the proof of our main result (Theorem 1.2).

