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WALKS IN RIGID ENVIRONMENTS: 
SYMMETRY A N D DYNAMICS 

by 

Leonid A. Bunimovich 

Abstract. — We study dynamical systems generated by a motion of a particle in an 
array of scatterers distributed in a lattice. Such deterministic cellular automata are 
called Lorentz-type lattice gases or walks in rigid environments. It is shown that these 
models can be completely solved in the one-dimensional case. The corresponding 
regimes of motion can serve as the simple dynamical examples of diffusion, sub- and 
super-diffusion. 

1. Introduction 

Deterministic (dynamical systems) or stochastic (random processes) models are 
the ones which were used traditionally to model real phenomena and processes. The 
theory of these two types of models, purely deterministic and purely stochastic ones, 
is very rich and therefore the intuition on evolution of such systems is well developed. 
The intuition means a right expectation of what should happen in the course of 
evolution of some concrete system even though the rigorous mathematical analysis is 
usually lacking. 

Such intuition is based on some explicitly solvable simple (but nontrivial) and vis
ible examples, i.e., on the comprehensive mathematical analysis of the corresponding 
models. These fundamental models in the theory of stochastic processes include se
quences of identically distributed independent random variables (Bernoulli shifts), a 
random walk, etc. In dynamical systems such fundamental models include a rotation 
of a circle, an algebraic toral automorphism, some billiard models, etc. Certainly, this 
class of completely solvable models is growing, and our intuition is essentially growing 
with it. I cannot resist to mention the quadratic family which now finally belongs to 
this class as well [14]. 
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However, dynamics of many (and actually of a majority) of real systems is neither 
purely stochastic nor purely deterministic but it rather has both these components. 
Certainly, it is the well known fact and traditional attempts to account for that is to 
study e.g., small random perturbations of dynamical systems or to add a small deter
ministic flow term (advection) to a diffusion process. Such small perturbations, while 
being very important to study, do not address the question on the behavior of hybrid 
systems with (nonsmall) deterministic and stochastic features in their evolution. In 
fact, in applications almost always models were chosen as stochastic ones (instead of 
hybrid ones) with the standard argument that each real phenomenon or process has 
infinitely many features neglected by any model and therefore it is, in fact, a random 
process. 

There are large areas like e.g., operations research, logistics, etc., which still com
pletely belong to the probability theory while already the first applications of the 
dynamical systems methods allowed to achieve very encouraging results by essentially 
increasing production rates of certain production lines [2]. 

Another class of hybrid systems goes back to the classical Lorentz gas. Recall that 
in the Lorentz gas (light) point, noninteracting between themselves, particles move 
by inertia in an array of immovable scatterers and collide with scatterers elastically. 
It is a dynamical system which can be reduced to Sinai billiard. This system has 
been comprehensively studied and until now it is the only one nontrivial system for 
which time irreversible macroscopic dynamics (governed by the diffusion equation) 
has been rigorously derived from the time reversible microscopic dynamics (governed 
by Newton equations). It is transparent that this result has been obtained only for 
periodic configurations of scatterers (under the condition that a free path of the point 
particle is bounded, see details in [6]). 

The very interesting mathematically and important problem for various applica
tions is to study this system in case when the scatterers are distributed randomly. It 
seems, at the first sight, that this problem should follow from the one with periodic 
distribution of scatterers because of some additional "self-averaging" generated by a 
random distribution of scatterers. Indeed, it seems that such "self-averaging" should 
just improve stochastic properties of the corresponding dynamical system with peri
odically placed scatterers. However, this idea is totally wrong. In fact, in the Lorentz 
gas with randomly distributed scatterers we encounter a hybrid system, which has 
both deterministic and stochastic features. (Certainly, the Lorentz gas with ran
domly distributed scatterers can be described as purely deterministic (dynamical) 
system. However, it does not make this system to be deterministic, as well as the 
representation of a stationary random process a shift in the space of its realizations 
does not transform this stochastic process into a deterministic one.) 

If an interesting and important system does not allow a comprehensive analysis then 
it is natural to consider some simpler model which retains (some) principal features 
of this system. Such simplified Lorentz gas model has been introduced in [18]. In this 
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model scatterers (usually of two different types, e.g., left and right mirrors aligned 
along the diagonals of the square lattice) are randomly distributed on vertices of 
the square lattice. The point particle moves with unit speed along the bonds of this 
lattice and get reflected by the scatterers. These systems were naturally called Lorentz 
Lattice Gases (LLG). It is worthwhile to mention that this model is the generalization 
of another classical model in nonequilibrium statistical mechanics, which is called the 
(Ehrenfests') Wind-Tree model. In the Wind-Tree model a (light) point particle moves 
in an array of randomly distributed scatterers, which are identical rhombuses with 
parallel diagonals. The particle moves parallel to one of the diagonals of rhombuses 
and therefore after (elastic) reflection from the boundary of some scatterer, its velocity 
becomes parallel to another diagonal of the rhombuses and so on. 

The Lorentz Lattice Gases belong to the class of systems which can be naturally 
called Deterministic Walks in Random Environments (DWRE). Indeed the dynamics 
of these systems is generated by deterministic motion of the particle, where both the 
free motion and reflections from the boundary of scatterers are deterministic, while 
distribution of scatterers is random. 

It occurred that the Lorentz Lattice Gases were studied (without using this name) 
in lots of applications, e.g., in material science, superconductivity, chemical kinetics, 
information transmission and especially in the theoretical computer science. All these 
studies were exclusively numerical and these systems were included in the class of 
systems which are conventionally called "complex systems" (and are often discussed 
in the journal with the same name). 

In fact, in many applications there were considered so called flipping LLG, where 
the moving particle has impact on an environment as well. Formally dynamics of 
such models is defined by the rule that after reflection of the moving particle from a 
scatterer this scatterer instantly changes its type. Therefore in flipping LLG there is 
also a dynamics of an environment formed by the configuration of scatterers. Hence for 
such models it makes sense to consider dynamics of many particles moving along the 
bonds of a lattice rather than of a single one. Indeed, even though the moving particles 
do not interact directly they do, in fact, interact via changing the environment to each 
other. It allows to account for an "information exchange" between particles (signals, 
etc.) and environment (neurons, etc.), see. e.g., [1, 7, 9, 10, 12]. 

From the mathematical point of view all these models are dynamical systems. In 
fact, they belong to the class of deterministic cellular automata. However, this formal 
observation does not help much in studying these systems. In fact, it occurred that 
the much more productive approach is to consider all these models as Deterministic 
Walks in Random Environments. (To make clear distinction with purely stochastic 
models of this kind we mention that in the last ones a scatterer after colliding with 
particle "flips a coin" to decide whether it should change its type.) 

In the studies of DWRE the important role is played both by the structure of 
a lattice where particles move (which could be e.g., the square, triangular, cubic, 
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random, etc. lattice) and by the types of scatterers considered (e.g., there are 44 
types of scatterers in a square lattice). It is not surprising, of course, because a lattice 
defines a configuration space and the types of scatterers (together with a lattice) 
define the dynamics (equations of motion). 

The great majority of papers on DWRE are numerical. There are as well quite 
a few mathematical results on dynamics of DWRE. They usually use some specific 
features of the given model, which allow sometimes to come up with complete solution. 
For instance, it is possible to reduce a (purely deterministic) problem to a (purely 
probabilistic) percolation problem on some graph [4]. (It is worthwhile to mention 
that such graph is defined not only by the lattice but by the types of scatterers as 
well.) Sometimes it was possible to completely solve the problem by constructing 
some peculiar class of solutions and by proving that no other solutions exist (see 
e.g., [5]). However, in most cases the results were rather counterintuitive. Actually, 
in almost all cases when dealing with the hybrid (neither purely deterministic, nor 
purely stochastic) systems the authors confessed that they obtained results different 
from what they expected. 

This situation clearly calls for some kind of a general view at these systems, es
pecially the one which would allow to integrate the studies of DWRE in fixed and 
in evolving (e.g., flipping) environments. The corresponding approach has been de
veloped in [3] where these two classes of DWRE, were integrated into one class of 
dynamical systems called Walks in Rigid Environments (WRE). (Observe that R in 
DWRE refers to "random,1' while in WRE it refers to "rigid"). 

WRE is also a dynamical system generated by motion of point particles in some 
graph (e.g., in a lattice). For the sake of simplicity we will consider here only one-
particle systems. Some scatterers are randomly distributed along the vertices of this 
graph. (Again for the sake of simplicity we assume that the scatterers are distributed 
independently, even though one may assume that they interact via some potential.) 

The crucial feature of WRE is the new parameter r which is called a rigidity of an 
environment. The rigidity determines how many times the particle must collide with 
the given scatterer in order to change its type. In the other words, the scatterer at 
a given site changes its type at the moment after the rth visit of the moving particle 
to this site. It is easy to see that the LLGs with fixed environment correspond to the 
case r = oo, while the LLGs with flipping environment correspond to the case r — 1. 
Thus the twro studied so far classes of LLG form, in fact, two extreme sub-classes of 
WRE. 

Besides the introduction of Walks in Rigid Environments allowed to move rigorous 
studies of LLG to another level and to address the central problem of the theory of 
such systems which is the diffusion problem. Until [3] the mathematical papers on De
terministic Walks in Random Environments usually addressed the problem whether 
a typical path of a particle is bounded or unbounded. However, the most important 
question which one can ask about evolution of a system generated by a motion of some 
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object (particle, signal, etc.) is where this object is going to be at a sufficiently large 
moment of time t. The quantity of interest is the mean square displacement Ez2(t) 
(or, in other words, the expectation, taken with respect to the distribution of envi
ronments, of a (squared) position z(t) of the particle at time t). One distinguishes 
diffusive, subdiffusive and superdiffusive behavior which correspond to the linear, 
slower than linear and to faster than linear growth of Ez2(t) respectively. 

It has been shown in [3] that the asymptotic behavior of the particles' position is 
determined by an interplay between the symmetries of the lattice and symmetries of 
scatterers. 

The present paper deals with WRE where the problem of the particle's diffusion 
can be solved completely. We give the examples of all three situations, i.e., diffusion, 
sub- and super-diffusion. Moreover, in these examples it was possible to completely 
"separate" stochastic and deterministic elements of the evolution of these models. 

Qualitatively the situation is the following one. Stochastic evolution of the system 
takes place when the particle visits some site of the lattice at the first time, while 
between two consecutive visits to the new (nonvisited before) sites the particle under
goes a deterministic evolution. This deterministic evolution is completely defined by 
the types of the scatterers allowed in the model under study and by their symmetries. 
It is exactly this deterministic evolution defines the speed of growth of visited (exited) 
domain. 

Such separation of the evolution into random events and intermediate deterministic 
motion allowed to describe in one-dimensional case all three types of behavior in the 
same way. 

It occurred that the evolution of the particle can be broken into the qualitatively 
similar stages. Each such stage is characterized by deterministic motion of the particle 
in some box of a random size. In cases of diffusion and of subdiffusion the sizes of 
these boxes are growing in time, while in case of super-diffusion the sizes of these 
boxes fluctuate and the boxes are moving along the lattice in one direction, which is 
defined by the initial distribution of scatterers near the origin. 

Actually the analysis of all these three models is rather straight-forward and they 
could be used in the first courses of dynamical systems and/or random processes as 
completely solvable models which are neither purely deterministic nor purely stochas
tic to develop intuition on systems with such mixed type of behavior. 

The structure of the paper is the following. In Sect. 2 we give the necessary 
definitions and formulate the results. The proofs are given in Sect. 3. The last Sect. 4 
contains some concluding remarks. 

2. Définitions and main results 

Consider an one-dimensional regular lattice which, without any loss of generality, 
could be identified with the set of integers Z. We assume that at each site z G Z there 
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is a scatterer of some type. A particle moves with the unit speed along the lattice Z, 
i.e., v(t) = 1 or v(t) = — 1 at each moment of time t. Denote by z(t) position of the 
particle at time t. Then the position of the particle at the next moment of time is 
determined by v(t) and by the type of scatterer located at the site z(t). Certainly it is 
enough to consider a discrete time. To distinguish between two moments of time when 
the particle reached some site of the lattice but had not yet reflected by a scatterer 
at this site and the one when it was just reflected by a scatterer we will denote these 
moments by t and t+ respectively. Hence v(t) is the velocity with which the particle 
approaches a site z(t) and v(t+) is the velocity with which the particle leaves this site. 

It is clear that in dimension one there are 22 possible scatterers (or local scattering 
rules), which we will denote by BS, FS, LS and RS. Here BS is the backward 
scatterer, which changes the velocity of the particle to the opposite one. In other 
words, if BS is located at a site z(t) G Z then v(t+) = —v(t). F S is the trivial, or 
forward scatterer which does not change the velocity of the particle, i.e., v(t+) = v(t) 
if at the site z(t) was the forward scatterer. The last two types of scatterers, LS and 
RS, which we will refer to as the left and the right scatterer respectively, are the semi-
transparent ones. Namely LS (RS) sends all scattered particles to the left (right), i.e., 
if a LS (RS) is located at a site z(t) G Z then z(t + 1) = z(t) - l(z(t + 1) = z(t) + 1). 

Now we will define the dynamics of our system. In order to do it we introduce an 
integer r, 1 ̂  r $C oo, which we will refer to as a rigidity of an environment. Let S be 
a space of all possible scatterers on a lattice under consideration. (Recall that in this 
paper we discuss only WRE in one-dimensional lattice Z, i.e., S — {BS, FS, LS, RS}.) 

WRE is defined by three objects: 

(1) A subspace S C S of scatterers, which we will call a space of allowed scatterers. 
(2) An integer r > 0 (rigidity). 
(3) A function e : S S. 

Let Sr = S x {0,1, . . . , r — 1} and TT : Sr —>• S is the natural projection. Denote a 
function a : Sr —>• Sr as 

(i) a(S, i) = • (5,2 + 1), i f 0 ^ i < r - l 
(e(s),0), if i = r- 1, 

where s G S. We will call i an index of the corresponding scatterer. 
We will denote by s(z) a type of scatterer which is located at the site z G Z. The 

type of scatterer at z may change in the course of dynamics (if r < oo). By (s(z))t 
we denote the type of a scatterer located at a site z G Z at a moment of time t. The 
notation s(z(t)) will be referred to a type of scatterer located at a moment t at the 
site where the particle sits at this moment. 

The configuration space of our system W = Sf x Z, where Sf is a configuration of 
scatterers (together with a number of visits occurred to a site z G Z while a scatterer 
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of some fixed type was located there) and the second factor Z corresponds to the 
position of the particle. The phase space Q = W x { — 1,1}. 

Now we are able to write the equations governing the dynamics 

(2) 

v(t+l)=g(v(t),a(z(t))), 
z(t + l) = z(t) + v(t+l), 

«s(z))t+1,i) = ((s{z))t,i) iiz?z(t) 
((s(z(t),i) = a(s(z(t)),i) if z = z(t). 

The function g(v(t), s(z(t))) in (2) is completely defined by the type of scatterer 
s(z(t)). (The formal expressions for an abstract scatterer are rather cumbersome. It 
would become simple though when we consider concrete models of WRE.) 

We will introduce two such models. In the first model we will take semi-transparent 
scatterers LS and RS as the set S of admissible scatterers. The second model corre
sponds to S = {BS, FS}. 

We describe now the dynamics of these two models informally (but precisely and 
in more visible way than it is formally defined by the relations (2)). 

Each of the models under consideration deals with two types of scatterers. The 
particle moves with unit velocity along the lattice Z. At each integer moment of time 
t it comes to some vertex z(t) G Z and gets scattered by the scatterer located at 
this moment at z(i). (A function #(•,•) is immediately specified by the type of this 
scatterer.) If the particle was scattered r consecutive times by this scatterer located 
at z(t) (i.e., if particle returned to this site with this very scatterer r times) then this 
scatterer gets changed to another type. 

Now we need to specify initial conditions for our dynamical system. Without any 
loss of generality we can always assume that the particle starts at the origin with the 
initial velocity v(0) = 1. We take Bernoulli measure on space of scatterers' initial 
configurations, i.e., the types of scatterers at different sites are chosen independently 
and have the same distributions. 

Two models under consideration have quite different symmetry properties. The 
only nontrivial symmetry of the lattice Z is the reflection with respect to the origin. 
(Indeed the probability distributions on initial configurations of scatterers are trans-
lationally invariant.) Observe now that LS and RS do respect this symmetry, while 
BS and F S do not. It is the key point why dynamical properties of these models are 
quite different as we will see later. 

It is easy to see that an orbit of any WRE is completely defined by the initial 
configurations of scatterers. We will use sometimes the same notation u to denote 
an orbit of a dynamical system and the corresponding configuration of scatterers. 
Another remark is that initially (at t = 0) all scatterers have indices zero. 

For the sake of brevity we will refer to the model with S = {LS, RS} as to the 
model with oriented scatterers (OS-model) and to the model with S = {BS,FS} as 
to NOS-model (the model with non-oriented scatterers). 
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We start with the formulation of the results on the qualitative behavior of the OS-
and NOS-models and then turn to their quantitative behavior. 

The first simple remark is that the dynamics of both models is trivial (and similar) 
in case when the environment does not change in time (r = oo). Indeed the particle 
will with probability one oscillate between two closest to the origin BS (for the NOS-
model) with positive and non-positive coordinate respectively, or between the closest 
to the origin LS with positive coordinate and the closest to the origin RS with non-
positive coordinate in the OS-model. 

It is the characteristic feature of hybrid systems (intermediate ones betwreen purely 
deterministic and purely stochastic) that an exceptional set of orbits of measure zero 
can often be completely characterized. For instance, if r = oo this set consists of 
initial configurations of scatterers where all scatterers with positive coordinates are 
RS (for the OS-model) or FS (for the NOS-model) or/and all scatterers with non-
positive coordinates are LS (for the OS-model) or F S (for the NOS-model). The 
dynamics of the OS-model is characterized qualitatively by the following statement. 

Theorem 1. — In the OS-model for any value of rigidity r < oo the particle will almost 
surely visit each site of the lattice Z infinitely many times. Moreover, for almost 
every point UJ G Q of the phase space there exists a sequence of moments of time rn 
i = 0 ,1 , . . . , To — 0, r.j. < T7.+1, T; —> oo as i —» oc and a corresponding sequence 
of closed intervals BJ(UJ) = [a,t(UJ), bj(uj)} C Z, i = 1,2,..., at(uj) ^ 0, bt(uj) > 0, 
Bt(uj) C Bi+1 (uo), B.j(UJ) —• ( — 00,00), as i —» 00, such that within a time interval 
Ti-i < t < Ti, i = 1,2,... , the particle stays inside the interval Bt(uj) and visits the 
origin z = 0 2r times. 

Thus Theorem 1 shows that in the OS-model for any finite value of rigidity the 
particle will oscillate about origin with an increasing amplitude. We will say that a 
point UJ G Q has a positive (negative) tail of scatterers of some type if there exists 
z+ > 0 (z- ^ 0) such that all scatterers at the sites z ^ z+ (z ^ Z-) are of one and 
the same type. 

Corollary 1. — The exceptional set of measure zero in Theorem 1 consists of such 
points UJ EQ, where the corresponding configurations of scatterers contains a positive 
tail of RS or/and a negative tail of LS. 

Denote by zmilx(t) and znnU(t) the sites with the maximal and the minimal coordi
nates respectively visited by the particle to a moment t. The next theorem describes 
quantitative features of the dynamics of the OS-model. Namely, it says that the size 
of the region visited by the particle to a moment t grows diffusively. 

Theorem 2. — In OS-m,odel Ez^^t), Ez2nhl(t) and Ez2(t) grow linearly in t. 
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In the NOS-model the scatterers are invariant with respect to reflections. This 
is the reason why the dynamics of this model is quite different from the one of the 
OS-model. 

Theorem 3. — In the NOS the particle visits almost surely all sites of the lattice Z 
infinitely many times if the rigidity r is an even number. Besides for almost every 
LV G Q there exist sequences of moments of time rt, i = 0,1,2,..., and of closed 
intervals BI{UJ), i = 1,2,..., with properties analogous to the ones in Theorem 2. // 
the rigidity r is an odd number then for alleu G the particle visits all sites in [0, oo), 
[—1, oc), or ( — oo,l] and only these sites. Besides the particle visits each of these sites 
no more than 3r times. Moreover in this case there exist sequences of moments of 
time ?i(uj), i — 0,1, 2, . . . , and of closed intervals Bt(u)) = [av(u), bt(uj)}, i = 1,2,... 
such that TQ(LJ) — 0, Tt(iu) < TA+I(CJ), at(uj) < ay+i(cj) < bj(uj). at(io) - ^ 0 0 as i —•» 00 
or bj(uj) —> — 00 as i —» 00 and the particle stays inside BJ(UJ), within the time interval 
[TV.M,fi+i(u;)]. 

We recall that the particle always starts at the origin with positive velocity. This 
explains why in Theorem 3 the semi-interval ( — 00, 0) does not show up. 

By comparison of Theorems 1 and 3 one can immediately see that a parity of 
rigidity does not play any role in the OS-model wmile in the NOS-model it completely 
defines its qualitative behavior. 

Remark. — Observe that in case of odd rigidity Theorem 3 refers to the behavior of 
all (rather than of almost all) orbits. 

Corollary 2. — Let in the NOS-model the rigidity be even. Then the exceptional set of 
measure zero orbits in Theorem 3 corresponds to the configuration of scatterers with 
a positive tail of F S or/and with a negative tail of FS. 

The next statement immediately follows from Theorem 3. 

Corollary 3. - Let the rigidity r be an odd number. Then vn the NOS-model the 
particle will for all u G Q propagate in one direction with a random velocity. 

Indeed the particle at any moment of time is confined to some segment (box) B^cu) 
where it goes back and forth. These boxes move in one direction and the particle 
eventually propagates with them. At each first visit to any site of Z the particle 
can be scattered backward or forward according to a random initial distribution of 
scatterers. Therefore the particle propagates with a random speed. 

The next theorem gives the quantitative description of the dynamics of NOS-model. 

Theorem 4. — In NOS-model Ez2{t) groivs as const t2 if r is an odd number. Other
wise, if r is an even number, Ez2(t) grows as const log t. 
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Because of the deterministic evolution of WRE it is possible to give much more 
detailed description of the motion of the particle within random boxes in each of the 
models under study. On the other hand transition from one box where the particle 
gets confined for some time to the next such box is a random event. 

We describe now a geometric nature of typical orbits in the OS- and NOS-models. 
At first we introduce some notions and notations. 

We will denote by f̂ i and Vt2 the phase spaces of the OS-model and of the NOS-
model respectively. It is convenient to introduce the reduced phase spaces Q\ = 
{LS, RS}Z and ft2 = {BS, FS}Z. Thus Qi and Q2 refer just to a type of scatterer at 
any site of Z, without taking into account how many times the particle has already 
been reflected by this scatterer. Dynamics of the OS-model (NOS-model) we will 
define by f\ : Vt\ —> Vl\ (f2 : Q2 —> Q2). Let TT[ : —> Q\, TT2 : Q2 —» ̂ 2, 
TT'I : Q\ —-> { — 1,1}, TX'2' : ̂ 2 ~̂  {— 1,1} are the natural projections. 

For x,y G Çli (x,y G Q2) we define the distance d(x,y) as d(x,y) = 2~n if x} = yi 
for \i\ < n and xt 7̂  yl for i = nor i = —n, i.e., if configurations of scatterers restricted 
to (—n,n) coincide for x and y. 

Lemma 5. — In the OS-model for almost every point eu G fli there exists an infinite 
sequence of moments of time 77. = Tk(uj), k = 1, 2 , . . . , 00 as k —» oc, such that 

« <(/^(W)) = i 
(ii) (n[(f?(w)))i = (RS,0) ifO^i^k 
(iii) (7ri(/rfcM)). = (LS,0) if-k ^i<0. 

In other words, Lemma 5 states that a typical orbit of the OS-model returns into 
the smaller and smaller neighborhoods of the orbit, for which at t — 0 at all positive 
sites of Z were right scatterers with zero indices while at all nonpositive sites of the 
lattice were left scatterers with zero indices. 

Lemma 6. — Let the rigidity r be an even number. Then in the NOS-model for almost 
every point ou £ Q2 there exists an infinite sequence of moments of time = Tk(uo), 
k = 1, 2,..., TA < Tfc+i, Tk —>• 00 as k —> oc, such that 

(i) < ( / 2 ^ M ) = i 
(ii) <(/2TtM). = (£S,0)/Or | i | < * . 

Lemma 7. — Consider the NOS-model. Let the rigidity r be an odd number. Then 
for any point uo G ^2 and any z G Z there exist a moment of time r = r[uu,z) such 
that: 

(i) The type of scatterer at z never changes after the moment T(UU,Z). 

(ii) The type of scatterer located at z after the moment r(uu, z) is BS if at the next 
site of Z in the direction of propagation, it was initially FS, or F S if the next site of 
Z in the direction of propagation was initially occupied by BS. 
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Lemma 7 states that the initial configuration of scatterers gets flipped (each FS 
becomes BS and vice versa) and shifted on one site in the direction opposite to the 
eventual direction of the particle's propagation. 

3. Proofs 

We have already mentioned that a WRE in a fixed environment (r = oo) Z is 
always trivial, i.e., the particle will be moving forever back and forth in a segment 
between two closest BS (in NOS-model) or LS with a positive coordinate and RS 
with a negative coordinate (in OS-model). 

Denote by 77(z, i) a number of visits of the particle to a site z G Z, which occurred 
between the last moment of time r = r(z,t), 0 < r(z1t) < t, when a scatterer at z 
flipped and t. It is easy to see that rj(z,t) equals the index of the scatterer at the site 
z at time t. Thus, to make the scatterer at the site z flip requires another r — 77(2, i) 
visit of the particle to this site. 

Proof of Theorem 1. — Recall that we always assume that the particle starts at the 
origin z = 0 with velocity v = 1. Therefore the initial segment of any orbit is the 
motion of the particle with the unit speed until it will get to the closest to the origin 
site z = b\ > 0 with LS. At such site z (at the moment t = h\) the particle will turn, 
i.e., its velocity becomes v = — 1. 

Now (if r > 1) for some time the particle will be confined between the sites z = b\ — 1 
and z = h\. Indeed, both indices 77(61 — 1, 61) and 7/(61,61) equal 1. Then (if r > 1) 
there is RS at the site b\ — 1 and at the moment t = b\ + 1 the particle gets reflected 
back and hits again LS at 61 at the moment b\ -f 2 and so on. 

It is easy to see that those oscillations between z — b\ — 1 and z — h\ will be over at 
the moment t = 61 + 2r — 1. In fact at the moment b\ + 2r the particle will be in the 
site z = b\ — 2 and 77(61, (61 + 2r — 1)) = 77(61 — 1, 61 + 2r — 1) = 0, i.e., the scatterers 
at the sites 61 — 1 and 61 changed their type. (If r = 1 then the particle makes no 
oscillations in its way between z = b\ — 1 and z = b\. Instead the particle after the 
reflection at z — b\ goes back and passes at the next step the site z = 61 — 1.) 

Therefore at the moment t = b\ + (2r — 1) (61 — 1) -f 1 the particle will return back to 
the origin z = 0. If there was at t = 0 RS at the origin then at the moment t = 2rb\ 
it will start its travel from z = 0 into the positive semiaxis. In this case we set a\ = 0. 
Otherwise, the particle starts to move from the origin into the negative semiaxis. The 
same consideration can obviously apply to this piece of trajectory, where one only 
needs to change LS into RS and vice versa and to change v = 1 into v = — 1. Denote 
the site where the particle meets its first RS by z = a\ < 0. 

Observe now that at the moment of time when the particle goes through the origin 
with the velocity v = — 1 (i.e., at this moment there is LS at the origin) all scatterers 
at the sites z = 1,2,..., 61 are RS. Analogously, when the particle will cross the 
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origin next time with the velocity v = 1 at all sites z = 0, — 1, — 2, . . . , a\ + 1, a\ there 
will be LS. 

Therefore, at the moment of time t = 2r(b\ — a\) the particle will be again (as 
at t — 0) at the origin with the velocity v = 1. Besides at this moment all sites 
z = 1, 2 , . . . , bi will be occupied again by RS with the indices equal zero. Therefore, 
now the particle will travel into the positive semiaxis Z+ at least b\ + 1 consecutive 
steps, i.e., it will penetrate into Z+ farther than at its first excursion to Z+ when it 
was backscattered by LS at the site Z = b\. Denote the closest (at this moment of 
time) to the origin (positive) site with LS by z — b2 > b\ and the closest to z = 0 
negative site by z = a2 < a\. Then the same arguments as before are applied. 

It is easy to see that in the same way we can construct segments Bt = [aM6?], 
i = 1,2,..., with the properties satisfying to Theorem 1. Obviously these intervals 
as wrell as the corresponding intervals of time r2], i = 1, 2 . . . , when the particle 
is confined within Bz are completely defined by the initial distribution of scatterers 
UJ, i.e., rt = Ti(uj) and ax — ai(uj), hi = bl(uj). • 

Proof of Corollary 1. — It follows from the proof of Theorem 1 that the only case 
when there is no infinite sequence of closed intervals B1+\(UJ) D B7/(UJ) occurs when 
bk(uo) = oo or ak(uo) = — oo for some integer k > 0. But it means that the configuration 
of scatterers UJ has a positive tail (where z+ = bk(uj)) or it has a negative tail (where 
z_ = ak(uj)). • 

Proof of Theorem 2. — It follows from the proof of Theorem 1 that for almost every 
initial configuration of scatterers there exists a sequence T%{UJ) such that within the 
interval [T%(UJ), T1+I (UJ)}, i = 0,1,2,..., the particle moves (starting at the origin) 
inside the interval B-I+I(UJ) = [at+i(UJ), (UJ)]. Besides it follows from the proof of 
Theorem 1 that the length of the interval [TL(UJ), n+\(UJ)} equals 

ATHI = 2r(b,+i(uj) - a.i+i(u)). 

Moreover we know exactly how the particle moves in this interval. Indeed, the particle 
visits within the interval Arz+i each site in Bi+i(uj) exactly 2r times. 

Hence to prove Theorem 2 we need to evaluate expected length of an interval 
BL(UJ) — [ai(uj),bi(<jj)]. Let us note first that now it would be more convenient to 
use the probabilistic approach and language. Indeed, b\(uj), bt+i(uj) — bj(uj) and 
—ai(uj), at(uj) — at+i(uj), i — 1,2,..., are sequences of independent identically dis
tributed random variables. These random variables are the ones we need to analyze 
because the proof of Theorem 1 provided us with the complete description of the 
deterministic motion of the particle inside the (random) intervals BI(UJ). 

Let q ((1 — q)) be a probability that LS (RS) is located at any given site of the lattice 
Z. Recall that according to our assumptions the scatterers were placed independently 
at the different sites. Therefore both 6?;+1(u;) — b-L(uj) and at(uj) — ai+\(uj) have the 
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geometric probability distribution, i.e., for any i — 0, 1, 2, . . . , 

(3) Prob{6i+1(w) - 6 ,M = *;} = ( ! - q)k'lq 

and 

(4) Prob(q'\v') - di+iiLj) = k} = r / ' -^ l - q) 

where k ^ 1 is an integer and ao(u) = b{)(uj) = 0. 
Denote by f(t, z) probability that the particle will visit a site z > 0 at the first 

time at some moment t. Then one can write the following recurrence equation 

(5) f{z,t) = (ssssss\-q)f{z-\,t-\) 

+ (l-q)q 
OC 

k=l 
qk~l f(z-ht-l- \b(t - 1) - ait - 1) + k]2r) 

where b(t) and a(t) are the maximal, and the minimal coordinates of sites visited by 
the particle to the moment t. It is easy to see that b(t — 1) in our case equals z — 1 
and therefore we can rewrite (5) as 

(6) f(z,t) = s s s s s ( l - q ) f ( z - l , t - l ) 

+ (1 - q)q 
DC 

A:=l 
qk-lf{z-l,t-[z-a{t-lssssss) + k]2r) 

Similar equations can be written for 2 ^ 0 . Certainly b(t) = b(t,uj) and a(t) = a(t,cj), 
i.e.. both these quantities depend upon the initial configuration of scatterers UJ. 

Let m+(t,uj) be a number of LS located between the origin and b(t — 1) in a 
configuration UJ. Then there are two possibilities. Either a number m-(t,u) of 
RS located between 0 (including the origin itself) and a(t — 1) equals m + (t,uj) or 
m+(t,uj) — in ( / . = 1. Because we assumed that z > 0 the second possibility 
holds. 

It follows from Theorem 1 that at each moment of time r the particle almost surely 
is confined in some segment B{T.UJ) — [a(r, UJ), 6(r, UJ)]. 

We will now compute the expected values of a(r) and 6(r). It is enough to do it for 
b(r) because the procedure of computing a(r) is completely similar. One can write 

(7) 6(r,u) = b1(uj) + {b2(uj) - bi(u)) + • • • + {brn+{T^)(uj) - 6m+(r^)_1(u;)). 

The probability distributions of the terms in this sum are given by (3). Therefore we 
just need to find the expected value of m+(r,uj). 

It follows from Theorem 1 and Corollary 1 that for almost every orbit UJ of OS-
model there exist infinite sequences of moments of time (UJ) (r~ (UJ)), i = 1,2,..., 
such that at the moment (rA7) the orbit visits at the first time the right (left) end 
bk(uj) (ak(uj)) of the interval B^iuj). 
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We restrict the consideration to the set of orbits Q[ c Q\ of measure one described 
in Corollary 1. Then for any configuration uo G Q,\ and for any moment of time r > 0 
one can write the following identity 

(8) T = 2r 
m+ (T,UJ) — 1 

z=l 
(bi(u) - a.i(u))) + 7(r,o;), 

where 7(r, w) is the length of the interval of time between the moment when the 
particle returned to the origin with v = 1 after visiting 2r times all sites in the 
interval Bm+(T^)-i(w) and the moment r. 

Indeed, it follows from the proof of Theorem 1 that any orbit LU G Q[ has the 
following structure. First, it visits 2r times all sites in the interval B\(UJ) and occurs 
at the origin after that with the positive velocity, then it visits 2r times all sites in 
the interval B2(UJ) and returns to z = 0 with v = 1 and so on. 

Therefore we have 

(9) E1(T,uj)^2rE(b,n+{ +sz!ms+s 

Hence, we need to find Eb.m+(T^) and Ea17l+^T^). By making use of (3), (4) it is easy 
to compute 

(10) 
2 = X^Li^y + v]) 1 

vr Em+{T, uj) 

X^Li^y + v]) 1 
I- a' 

Ein+fr, UJ). 

Indeed, (3) and (4) imply that 

(H) 
Eb1(u)=E(bi.+l(u;)-bi(uj)) 1 

ss 
E(-di{oj)) = E(ai(uj) -a.,-+i(u;)) = 1 

1 - a 

where i = 1, 2 , . . . . 
Recall now, that b\(uj), (bl+i(uo) — bj(oj)), and — ai(uu), (a7(cj) — a/+i(^)), i — 

1,2,..., are two sequences of independent identically distributed random variables. 
It follows from (8) that 

(12) 2r 
m4. (T.UJ) — 1 

i=l 
(ra+(r,a;) - i) [(6/(a;) -2 = X^Li^y + v])+ (a7_i(cj) - at(uj))} ^ r 

^ 2r 
(r,aj) 

sssc 
(ra+(r,u;) - i + 1) [0*M - bi-i(u)) + (a*_i(u;) - a./(a;))] 

where again ao(cj) = 6Q(U;) — 0. 
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The relations (10)-(12) imply 

(13) 1 1 
q i-qj 

Em AT, UJ){ Em AT, LU) — 1) 
2 

ss+s 

ss 
Em+(T,u)(Em+(T,u) + 1) 

2 
1 1 

\q i-qj 
Therefore there exist such positive constants C\ and C2 that 

(14) G i t 1 / 2 ^ EmM,uo) ^ C2t1/2 

for sufficiently large t. 
It follows from (14) that there exist positive constants C[, C2, C", C'2' such that for 

sufficiently large t one has 

(15) 
C[t^EzLjt)^C't. 
C"t ^ Ezlhl(t) < Cit. 

It remains to prove that Ez2(t) has the same asymptotics. This fact immediately 
follows from (15) and Theorem 1. Indeed, it has been shown in the proof of Theorem 1 
that within the interval of time rt(uo) ^ t ^ T.;+I(Q;), i = 0,1,2,... the particle for 
any uo G Vt'i spends the same amount of time (equal 2r) at each site of the interval 
B>{u). 

Therefore, position of the particle is uniformly distributed within Bl+i(uo) in the 
time interval [rt(uo). r/ + i (a;)], and the last statement of Theorem 2 follows. • 

Proof of Theorem S. — Theorem 3 follows from Theorem 1 and Theorem 2 in [3]. 
Therefore we just outline the proof. 

Let us consider the NOS-model and assume first that the rigidity r is an odd 
number. Then the particle will travel from the origin till the closest to z — 0 site 
h\ — bi(uo) > 0 where in the configuration uo there is a back-scatterer BS. At 2 = 6, 
the particle will turn back and travel now in the negative direction until it readies 
the closest to z = b\ site z = Si (uo) with FS. Observe that if the rigidity r = 1 
then ai(co) = b\(uo) — 1, unless b\(uo) — 1 and a F S is located at the origin in the 
configuration uo. In this case the scatterer at the origin becomes BS after the particle 
pass z — 0 in the negative direction. Therefore, it is enough for r = 1 to consider only 
such cases when there was a BS at the origin at t = 0. 

We return now to the general case of an odd rigidity. According to the dynamics 
the particle will move back and forth in the segment B\(uo) = [a\(uo), b\(uo)} until it 
hits the BS located at the site z = b\ at the (L^)th time. Denote this moment by 
T\(UJ). Observe that to this moment of time the particle will visit all internal sites 
of B\(uo) exactly r times. Recall that initially at all these sites were located forward 
scatterers. Therefore to t — r\ all of those got substituted by BS. 

It is easy to see that at the moment t — T\(UO) the BS located at the site z = b\(uo) 
has the index (r + l)/2 while the BS at z = b\(uo) has the index zero. Therefore 
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the particle will move now for (r + 1) moments of time between z = b\ (UJ) and 
z = b\(uj) — 1. Finally, at the moment = T\(UJ) + (r + 1) the particle will pass the 
site z = b\(uj) with positive velocity and travel until the closest site z = b2(UJ) with a 
backward scatterer. At the moment t — T{ the BS located at z = h\(uj) — 1 will have 
the index equal (r -f l)/2. 

Therefore, after the moment £ = rx* the particle will move back and forth between 
the sites z = b\(uj) — 1 and z = b2(UJ) until the moment t = T2(UJ). when it will pass 
the site z = b2(uj) with the positive velocity. We denote a2(UJ) = b\(uj) — 1. 

In the same manner one can construct intervals Bt(uj) — [a.;(a;), bt(uj)} and the 
corresponding sequence of times rt(uj). i = 1, 2,. ... 

Let now the rigidity r is an even number. Then again the first segment of any orbit 
will travel till the closest to z = 0 site z = b\(uj) with a backward scatterer. Then 
the particle will travel from z — b\(uj) in the negative direction till the closest site 
z — (I\(UJ) ^ 0 with BS. After it reaches z — O\(UJ) the particle continues to move 
back and forth within the segment B\(UJ) = \a\(uj), bi(uj)}. 

The crucial difference with the case of odd rigidity is that at all internal sites of 
BI(UJ) will appear BS (with index 0) at the moment TI(U;), when the particle will 
return to the origin at the rth time. At t = T\(UJ) the indices of BSs at z — a\(uj) 
and z = b\(uj) equal r/2. 

Therefore it will take now a very long time for the particle to get out of the segment 
BI(UJ). Indeed, all scatterers located in the internal sites of this segment must change 
their type before that back to FS. 

At the moment T[(UJ) when it happens the particle will start again to move back 
and forth in B\(UJ) from its left end (1\(UJ) till its right end b\(uj). It is easy to see that 
at the rth visit of the particle to the origin z — 0 in the process of these consecutive 
trespassing of B\(UJ) at all internal sites of B\(UJ) will be BS with the index 0 while 
at z = a\(uj) and z = b\(uj) will be F S with the index 0. 

Therefore after the next repetition of the same process of turning all BS at the 
internal sites of B\(UJ) into F S the particle will get out of B\(UJ) and will become 
confined to some interval B2(UJ) = [a2(uj), b2(uj)}, where the similar process will take 
place. Here z — a2(uj) (z = b2(UJ)) is the closest to a\(uj) (bi(uj)) site with negative 
(positive) coordinate where there is a BS. In the same way one can construct a 
sequence of closed segments Bt(uj), i = 1,2,..., with the required properties. The 
corresponding sequence rh(uj), i — 1,2,..., is naturally defined by the condition that 
the particle remains confined to Bt(uj) until the moment t = rt(uj) + 1, when it leaves 
this segment at the first time. • 

Proof of Corollary 2. — Consider the NOS-model with an even rigidity. Then it fol
lows from the proof of Theorem 3 that the particle will visit the origin infinitely many 
times unless at(uj) = — oo or/and bj(uj) = oo for some positive integers i, j . • 

Proof of Theorem 4- — The case of an odd rigidity r has been considered in [3]. 
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Let the rigidity r is an even number. Consider any site z G Z, z > 0. Denote by rz 
the moment of time when the particle visits the site z at the first time in such state 
that there is a forward scatterer at z. In other words rz = TZ(UJ) is the moment of 
the first visit of the particle to the site z if there was a F S at t = 0 at this site, or it 
is the moment of the first visit of the particle to the site z after a BS at this site has 
been changed to a FS. 

It has been shown in [3] that the expectation of the random variable TZ(UJ) equals 
(16) Erz = 2r + 1 + (z - 1)[(1 - q) + r(l + 4q + qz)] + q(r~l - z) 
The analogous formula holds for z ^ 0. The statement of Theorem 4 for even rigidity 
immediately follows from Theorem 3 and (16). • 

Lemma 5 is the immediate corollary of Theorem 1. 
Lemma 6 is the immediate corollary of Theorem 3. 
Lemma 7 follows from the proof of Theorem 3. 

4. Concluding remarks 

One may get the impression that the phenomena discussed and results obtained 
in this paper are essentially restricted to the one-dimensional case. It is, certainly, 
the simplest possible situation, when one studies walks in Z and, perhaps, it is not 
feasible to hope that the same type of comprehensive analysis would be possible for 
deterministic walks on some sufficiently general class of graphs. 

However, various regimes of anomalous diffusion were observed in computer ex
periments with WRE (see e.g., [8]). For instance, the phenomenon of propagation 
in a random environment has been proven to exist [13] in the triangular lattice as 
well. It is worthwhile to mention that this propagation reminds very much the famous 
gliders in the Conway's Game of Life [9]. Observe though that the glider is just a 
particular solution to this dynamical system, while propagation in WRE takes place 
for any orbit of a certain deterministic walk in the triangular lattice. Moreover, this 
propagation occurs with random velocity, while in the Game of Life gliders always 
move with one and the same velocity. This and other features of WRE are currently 
explored in the theoretical computer sciences (see e.g., [11]). 

We believe that the rigorous theory of Walks in Rigid Environments could be devel
oped much farther. Although these dynamical systems demonstrate various features 
of stochastic (chaotic) behavior, their behavior is quite different from the one which 
we encounter in familiar classes of chaotic dynamical systems. For instance, these 
systems are nonexpansive [5]. 

On the other hand WRE provide clearer models than probabilistic models of various 
types of random walks and they do not require detailed assumptions about probability 
distributions involved on contrary to the purely probabilistic models (see e.g., [15, 
16, 17]). 
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