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SHALIKA GERMS ON GSp{4) 

THOMAS C . HALES 

This paper calculates all of the Shalika germs of the group GSp(4) and its inner forms over 

a local p-adic field of characteristic zero. As a consequence we conclude that the conjectures of 

Langlands and Shelstad [LS2], relating linear combinations of germs on a reductive group G to 

germs on the endoscopic groups of G, are valid for G = GSp{4) or one of its inner forms. More 

generally, when G = Sp(4) or one of its inner forms we show that the germs associated to the 

regular and subregular unipotent classes satisfy the conjectures of Langlands and Shelstad. 

§1 A Review of Igusa Theory 

§2 Background on Shalika Germs 

§3 A variety which computes Shalika Germs 

§4 The symplectic group 

§5 The transfer of subregular germs of Sp(4) 

§6 The transfer of 2-regular germs of GSp(4) 

§7 Spurious divisors and some technical details. 

§1. A REVIEW OF IGUSA THEORY 

The approach to calculating Shalika germs used here was introduced by R.P. Langlands ir 

[L]. This paper fixes the group GSp(4) and studies all of its germs. This should be contrasted 

with [H] which studies a particular germ, that associated to the subregular unipotent classes, for 

all reductive groups. The essential ingredient is a theorem of Igusa on asymptotic expansions. 

For the sake of completeness we restate the theorem. 
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1. Let X be a smooth vaxiety over a curve V (X T) with X, T and (p defined over a local 

p-adic field F of characteristic zero. 

2. Suppose that there is a point x0 on T(F) such that X is smooth outside (p~1(x0) and v?_1(xo) 

is a divisor with normal crossings with the property that any irreducible component of <p~1(xo) 

with an F-rational point is defined over F. Let £ be the set of irreducible components of <p~l (x0) 

defined over F. Let a(E) for E G £ be the multiplicity of E in (p~1(x0). 

3. Let u be a form of maximal degree on X which is defined over the algebraic closure F of F 

which is nonvanishing and regular outside £>_1(xo)- Write the divisor of u as Z}-fEES (b( 1)-^ 

with b(E) G Z. We may ignore the term D having no F-rational points. 

4. Suppose that there is a torus T over F which is split by a Galois extension E/F and 

rational functions ta £ T(KE) for a G Gal(E/F) and the field of rational functions on 

X Xspec(F) Spec(E). Suppose that ta defines a cohomology class [ta]p of H1 (Gal(E/F),T(E)) 

for F-rational points p in a Zariski open set of X and that p [ta]p extends to a locally constant 

function on the F-rational points of X\ip~1(xo). For any character K of Hl(Gal(E/F),T(E)) 

and divisor D G S we define a character /ĉ > of Fx (K^ : -Fx —• Cx) as follows. Pick local 

p-adic coordinates fix,... ,fin over F at po G F)(F) such that /xi = 0 defines D locally. Choose, 

if possible, K,& so that /c(tcr)//C£)(/ii) extends to a function constant in a neighborhood of po If 

Po lies in no other divisor of £ then such a character exists and is independent of p0 G D(F) 

and the choice of local coordinates. 

5. If 6 is a character of finite order of Fx and /3 G Q let £{0^fi) be the set of divisors in £ such 

that 6a(E) = ACs and b(E)/a(E) = /?. Let e(0,/?) be the maximum number of divisors of £{6,P) 

with non-empty intersection. 

6. Let / be a locally constant function on X whose support is proper over T. 

7. Normalize the valuation on F by the additive Haar measure dx so that d(ax) = \a\dx and set 

m(A) = —logq\X\ where q is the order of the residue field of F. Extend, whenever necessary, | • | 

to extensions E of F. Normalize the Haar measure dx so that J*|ac|<:i ^x ~ Finally let A be a 

local F-parameter on T such that A = 0 defines the point XQ. 

196 

file:///a/dx


SHALIKA GERMS ON GSp(4) 

PROPOSITION 1.1. In the above situation, for |A| sufficiently small there is an expansion 

F(X) def 

P*(d\) 
P*(d\) M 

\<P*(d\) 
= \<P*(d\) 

*(d\) 

r=l 
m(\y-lFr(e,p). 

The first sum runs over (0,/3) with 8(0, fi) nonempty. Fr(9,/3) is independent of A but depends 

on r,0,/?,/,/c. 

PROOF: See [L] for a proof and details. The only difference in our presentation is that [L] 

incorporates K(ta) directly into the definition of / which is not assumed to be locally constant. 

We also need the explicit formula for Fr(0,/3) when e(0,/3) — 1,2. Begin with e(0i/3) = 1. 

By construction /c(t(T)/^(A) extends generically to E G £. Let TUQ^E be its restriction to E. By 

construction oj/(\P~1d\) extends generically to E. Let OJE be its restriction. Since /3 is rational 

OJE is defined up to a root of unity. Then we have 

(1.2) \<P*(d\) 

\<P*(d\) 
PV 

E 
mdiEf\^E\-

A principal value integral is required since OJE may have poles and TYIQ^E might not be locally 

constant. Now let e(0,/3) = 2. We proceed as before but along the intersection of two divi­

sors E,E' in £(#,/?) the forms OJE and OJE' have simple poles, and the principal value integrals 

PV lEme,Ef\ujE\ diverge. The difficulty stems from the fact that the form dx/x is scale invari­

ant. The problem is overcome by truncating the integral on E and E' near the pole and adding 

a principal value integral on E fl E'. We continue to write F\(d,f3) as a sum of integrals over 

divisors but when e(6,{3) — 2 the integrals must be regularized in this manner. 

LEMMA 1.3. Suppose that A = oc^1 •^nn m ôcâ  p-adic F-coordinates on a patch U 

containing p G D(F),D = EiH E2, that fi{ = 0 defines Ei, i = 1,2, a\ — 0,2 = 1, 61 = 62, and 

Ei e £{0,P) i = 1,2, for some {0,0). Set 

OJE 
uD = Residue DuEl = -j^ — Residue DuE2, and rriQ^D = metEx |D = mefE2\D • 

M2 D 

Suppose that U is chosen small enough that \ct\ is constant on U. Suppose that the integrals on 

E{ are truncated by |/zt-| > q~mi, i = 1,2, then the contribution to the term Fi(0,/3) from the 

pole D is given locally by 
a -

1 
s 

SUHD 
m^D(l - M)f\ojD\. 
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where M — ra (a) + aimi + a2m2 + Z)t->2 at^(Mt)-

PROOF: This is a special case of the general formula found in [L]. 

§2. BACKGROUND ON SHALIKA GERMS 

Let G be a reductive group over a p-adic local field F of characteristic zero, and let T be 

a Cartan subgroup over F. For every unipotent orbit O in G(F) let /x0 denote an invariant 

measure on O. Let dg be an invariant measure on T(F) \ G(F). Shalika [Sh] has shown that 

there exist functions r0(7) called germs defined on the regular elements of T(F) for all unipotent 

classes O in G(F) such that for every / G C%°(G) , the space of locally constant functions of 

compact support on G(F), there is a neighborhood Vf of the identity element in T(F) in which 

the expansion 

fT(F)\G(F) 
f(x 1'yx)dg = 

o 
Mo(/)ro(^) holds for 7 regular in Vf. 

lige{T\ G)[F), then a{g)g-1 for o G Gal(F/F) defines a cocycle of H1(Gal(F/F),T). Now 

let dg denote an invariant measure associated to an invariant form on T \ G. Similarly normalize 

measures fio on unipotent classes belonging to the same stable conjugacy class by fixing an 

invariant form on the stable conjugacy class. For h G G(F) such that o(h)h~x gives a cocycle 

of Gal(F/F) in Z the center of G, define fh by //t(x) = f(h~1xh). Let K be a character on 

H^GaliF/F)^). 

We form a /c-orbital integral and take its germ expansion: 

\<P*(d\) def 

'(T\G){F 
K{<r(g)9 l)f{g 1ig)dg = 

0 
M/)r0T'K(7) 7 in Vf. 

Comparing the /c-orbital integrals of / and fh it follows easily that 

(2.1) u o* 
j 

= (d\) (o(h)h-i). 

The character K restricted to H1(Gal(F/F), Z) depends only on the endoscopic group H 

defined by (T, /c) and not directly on T (see for instance [H]). For background on endoscopic 

groups see [L2]. We may therefore write for an adjoint conjugacy class O (that is, the inverse 

image of an F-orbit in the adjoint group) 
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SHALIKA GERMS ON GSp(4) 

(2.2) gd 
* 

dej \<P*(d\)\<P*(d\) 

The sum runs over all F-classes O' in the adjoint class, and h is determined by O' = Of for 

a fixed F-class 0\ in O. Using this fixed choice 0\ C O write for r^'*. Then the germ 

expansion becomes 

(2.3) $T'K(7,/) = 
O adjoint 

ßE(f)rToKd). 

All ordinary orbital integrals may be recovered as linear combinations of /c-orbital integrals. 

One advantage of considering /c-orbital interals instead of ordinary orbital integrals is that one 

is able to group F-classes belonging to the same adjoint class together in this way. In all that 

follows a germ is associated to an adjoint unipotent conjugacy class using the measures ¡1Q. 

We will make use of the following results from Harish-Chandra and Rogawski. Say that an 

orbit O is r-regular if r = (dim CG{U) — rank G)/2 for u G O , If r = 0,1 the classes are also 

called regular and subregular respectively. Let ZQ be the connected center of G. For details on 

normalizations of measures and proofs we refer to [H-Ch] and [R]. 

PROPOSITION 2.4. (1) If z e Z%{F) and 7 e T(F) lie sufficiently close to the identity then 

TToK(zi) = r£K(7). 

(2) If X G Lie G(F) is regular and exp(X) is sufficiently close to the identity then 

r%K(exp(t2X)) = \t\^-^TT0<K{exp{X)) 

for t 6 Fx sufficiently small for every r-regular class 0 , r0 = (dim G — rank G)/2. 

(3) Let M be the connected centralizer of a semisimple element 70 in T. Then for every 

f E CC°°(G) there exists fM e CC°°(M) such that 

* S ( 7 , / ) = ' 
\<P*(d\) 
\<P*(d\) 

for regular elements 7 in a sufficiently small neighborhood Vf of 70 in T(F). 

(2.5) Statement (2.4.1) tells us that the centers are mostly irrelevant to the study of germs. 

By passing to the derived group and then to the simply connected cover we may assume that G 
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is simply connected or semi-simple. Notice that the function K,(cr(g)g~1) on (T \ G)(F) always 

pulls back to the simply connected cover G8C of the derived group and that T6C \ G3C —> T \ G is 

an isomorphism over F. Also (T8C, K8C) defines an endoscopic group H' of G8C which differs from 

the endoscopic group H of G defined by (T, /c) only by a central factor. The simply connected 

semi-simple group is more difficult to deal with than say the adjoint group because there are 

more endoscopic groups associated to the simply connected groups. 

(2.6) By combining (2.4.3) with (2.4.1) writing T = TXZM where Tx C Mder for sufficiently 

small 7 i G Ti(F), and sufficiently small Z\,z0 G Z^F) we have 

o* 
d 

[llZlZoJ) = sd 
ds 

\<P*(d\) 

provided CG(ZO) — M. Thus we may consider the germs of the expansion of $ ¿ ( 7 , / ) near z0 

as functions on T\ alone instead of T. 

(2.7) Langlands and Shelstad [LS2] have defined transfer factors A^'^(7) and have conjec­

tured that for every / G C£°(G) there exists a function fH G C^°{H) on the endoscopic group 

H associated to (T, AC) such that identifying Cartan subgroups in H and G we have 

(2.8) s 
sq 

•K<f>T,K 
( 7 , / ) 

?= 

h H 
\<P*(d\)vc 

for all (T, AC) associated to H. The integral on the right is a stable orbital integral on H (that 

is, the character K is trivial). We define A^'* for 7 regular and sufficiently close to 1 for G 

quasi-split by the condition 

(2.9; A G fd 
T 
G K ( 7 , / ) = M o H ( / ) 

for 0 the regular adjoint unipotent class and / supported on regular elements of G. The factor 

A ,̂flt is defined similarly. Implicit in our definition of transfer factors is a choice of measure 

[iff. In [LS2] the factors A^'* and A J8t are combined into a canonically defined single factor 

but they show the definition by (2.9) is equivalent to theirs (up to a scalar). For the reduction 

of this problem (2.8) to the problem of matching germ expansions of AT,K$T,K and A^'st$T'st 

near the identity element see [LS3]. 

Proposition (2.4) remains true with minor modifications when the transfer factor is included. 

From this point on we shift notation to let TQ'K be the germ of AT'K$T,/C. By (2.9) we conclude 

that (2.4.1) holds for G quasi-split. More generally, [LS2] shows that there is a character 6 of ZQ 
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such that A(z^) = 0(z)A(i). By the explicit description of the transfer factor in [LS2] (2.4.2) 

holds with r0 = 0. A version of (2.4.3) with transfer factors is proved in (2.11). 

Statement (2.4.1) gives a necessary condition for the transfer of germs to an endoscopic 

group. Identifying the connected center Z0H of H with a subgroup T C G it says that the germs 

of /c-orbital integrals on G associated to H should be invariant by Z^. 

The rest of this section shows, roughly speaking, that to prove (2.6) for a fixed (T, K) when 

H is a product H = Hi x H2 it is often enough to prove that the germs of AT'/C$T''C(7, / ) have 

a decomposition of the form TQ'* = Y^ai^i where at- are functions on T O (Hi x {1}) and b{ 

are functions on I n ({1} X iJ2)- Since the germs on a product of groups equal the products of 

germs on the individual groups it is clear that such a decomposition is a necessary condition for 

(2.8) to hold. This section does not show that the choice of fH can be made independently of 

(T,/c). This will be shown later in the special case G = GSp(4). 

For any reductive group G let Gq3 denote a quasi-split inner form of G. It is unique up to 

an isomorphism over F. There is an injection of stable conjugacy classes of Cartan subgroups 

in G to stable conjugacy classes of Cartan subgroups in Gqs. If T is a Cartan subgroup over 

F in G, write Tqs for an image in Gq3 and for 7 £ T write 7ga for the corresponding element 

in Gqs. T and Tqs are then isomorphic over F and this isomorphism may be used to identify 

characters on H1(Gal(F/F),T) and H1Gal(F/'F),Tqa). 

If S is a torus over F in G let C(S) denote its centralizer in G. 

DEFINITION 2 .10 . The K-orbital integrals on G are said to have quasi-split reduction (QSR) 

if for every triple (5, T, /c), 1 ^ S C T, S torus over F, T Cartan subgroup over F, K, 

character on H1(Gal(F/F),T) and for every function f £ C£°(C(5)) there exists a function 

fq3 e C™{C{S)q3) such that 

sd 
ds 

d\) 
7(5) \<P*(d\) (T08,K) 

C(S)QA {iqsi fqs) 

for every 7 £ T'(F) (the regular elements ofT). We note that this condition is independent of 

the choice of Tq3. 

PROPOSITION 2 .11 . Suppose that G is quasi-split and the K-orbital integrals of G have quasi-

split reduction. Let (5, T, K) be a triple as in the definition of QSR. Let f £ C^°(G) and let 

s £ S{F) be an element sufficiently close to the identity such that CG(S) = C(S). Then there 

exists a neighborhood V (depending on f) of s in T(F) and a function fqs in C^°(C(S)qs) 

(depending on s) such that 
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/1 T 
G wx wxw 

G (7 , / ) = x x 
x 0 »K wx 

x \<P* 
\<P* 

\<P*vv for 7 G 7 f l T'{F). 

PROOF: This is no more than (2.4.3) combined with the definition of QSR. A few details will 

make this clear. 

Set M = C(S). The map i :T ^ M gives t. : Hl(Gal{F / F),T) -> Hx{Gal{F'/F),M). 

If Tg e{T\ G)(F) then the cocycle ^(a^y"1) ,a G Gal(F/F) belonqs to Hl{Gal{F/F),M). 

Let gu...,gr G G{F),Tgu ... ,Tgr G (T \G)(F) be such that ^(a^)^"1) , t = l , . . . , r are 

representatives of the classes in H1(Gal(F/F), M) so obtained. Then M9i is an inner form of 

M. Set Tt = Tgi Mt- = Mgi, Yi = 7^. 

It is easy to check that (T \ G)(F) is a disjoint union of X{ = gi{(Ti \ Mi)(F))G(F), 

i = 1 , . . . ,r. The /c-orbital integral on G is an integral over (T \ G)(F) which breaks up as a 

sum of integrals over the Xt. First we prove a version of the proposition for each X{, i.e., that 

there exists {fi)qs G C^°(Mqs) such that 

(or1**) 
Ki{ogg nflg1 ng)dg = $ To.,*, 

mu* {l»{fi)QE) 

where /ct- is the character on H1(Gal(F/F),T{) obtained by identifying T and Tt by the isomor­

phism 7 i-> 7{. 

Let ei , . . . ,ej be the elements of the image of (Tt- \ Mt)(F) in Hl{Gal(F/F),T1) and let 

m\ , . . . , m\ be representatives in(Tt\Mt)(F). Then dropping super and subscript i's on mij ej, Tt-

we have, using the definition of X{ 

\<P* 
c 

3 
\<P* 
\<P* lTmj{F)\G{F) 

f(g-1lTJ9)dg 

d 
d 

/Ct-(Cy) 
Tmo {F)\Mi (F) 

fi(m-17™jm)dm (by 2.4.3) 

s d T,/c 
Mi (Tft, fi) 

d d \<P* 
cvv (̂ qsj (fi)qs) bv the definition of QSR . 

Thus combining the X{ and (/t)qs 

A T 
G vc T,/c 

v 7 , / ) = 6 A \<P* 
xc c \<P* 

Mq9 
\<P*vv\<P* TQ9,K 

c c \<P* 
cvc 

(lqs,Sf,qs),S = A c 
G 

/ A TQ8,K 
Mqs 

Fix s small enough so that (2.9) holds, then this equation becomes fx^ (/) = Sfj,Q, {fq8) where O' 

is the regular unipotent class of Mqs and (TQS,K,) defines the endoscopic group Hf. Thus 6 and 
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hence fqs = Sfqs depends on 7 G T(F), iq3 G Tq3(F) only through s G S(F) in a sufficiently 

small neighborhood of the identity and sufficiently near 5. The proposition follows. 

As above let G be a reductive group over a p-adic field F of characteristic zero, and let H 

be an endoscopic group of G. Suppose that up to a finite center H is a product Hi x H2 over 

F. Then we associate to G and H an intermediate group M as follows. 

Select a Cartan subgroup T over F in H. Corresponding to Hi x H2 we write T = TiT2 

with Ti n T2 finite. Identify T = TiT2 with a Cartan subgroup in G. It is determined up 

to stable conjugacy. Let M = (CQ(TI) x CG(T2))/{(X,x-1) : x G T}. For example, if G = 

Sp(2n), H = Sp(2i) x SO{2(n - *)), then M = Sp(2i) x Sp(2(n - *)). 

LEMMA 2.12. Mgs is independent of the choice of T CH. 

PROOF: It is enough to check that T and X" = XiT2 give the same Mq3. Select g G Q(-F) such 

that Tf2 = T'2 where Q = CG(Ti). CCG(T2){TIT2) = CG(TiT2) = T i ^ so T i ^ is a Cartan 

subgroup of CG(X2). It follows that there is a Cartan subgroup Tder of CG(T2)der contained in 

Ti. 

Erne CG{T2)der o G Gal(F/F) then a ( m ) ^ ^ = a(m»), a(^)^"1 = wa e NQ{T2). 

By the definition of Q, two = £ for t G Tder(F) (C Ti(F)). Since Tder is a Cartan sub­

group, wa G Tder{F) so that Cc^lder and CG(T2)der are inner forms. Using TCG(T2)der = 

CG(T2), TCG(T^)der = CG(T£ the result follows easily. 

The following simple lemma is the key to what follows. 

LEMMA 2.13. Let k be any held. Let X,Y be sets endowed with decreasing hltrations 

X = X0 D XI D . . . , Y = Y0 D Yi D Let Jx? ̂ y be k-vector spaces of k-valued functions on 

X and Y respectively. Suppose a function <p on X xY has the form <p = XiP=i at'&i> ai £ ?x5 &i G 

Jy, i = 1 , . . . ,p. Suppose further that there exist functions a\ G Jx? G Jy, i = 1 , . . . , q and 

an integer n > 0 such that for every x G XN there is a jx such that 

\<P*vv 
xw 

¿=1 

a[(a:)6j- as functions on Yjx. 

Then there exists a positive integer N such that <p — Y^i=i aiK ON XN X Y^. Moreover, if the 

a[,..., a'p are linearly independent over k on X, and if 61?.. . , bq are linearly independent over 

k on Y, then there exists a matrix of constants ê - G k, i — 1 , . . . ,p j = 1 , . . . , q and a positive 

integer NF such that 
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in = 
p,q 

\<P* 
\<P*A' = (a'j(xi)) 

PROOF: Choose rii > n so that the dimension of the span of the functions {at-}f=1 or {a(.}?=1 

(resp. {b{} or {bf{}) is constant on X{ (resp. Yi) for i > m. By combining terms in the sum we 

may assume that the {6t} (resp. the {a[}) are fc-linearly independent for all Y{, i > rii (resp. 

XT-, % > rii). Assuming now that a[,..., a'q are linearly independent on XT-, i > n1? we may select 

xi,...,xq G XNI such that the matrix A' = (a'j(xi)) is invertible. Then if A — (ay(xt)),6 = 

(61,. . . ,bpY, b' = (6'15... ,6')* it is clear that Ab = A'b' on Yj for j > n2 d— max(yz), S — 

{XI . . . xq} or that b' = A'~~1Ab. Set a = (a1?... , ap), a' = {a'x,..., a'q). Suppose there exists 

x G XNI such that a(x) — a'(x)A'~lA 7̂  0. Then by the assumed linear independence of the 

6's we have on Yj, j > max{jx,n2) 0 ^ («(2) — a'{x)A'~1A)b = a(x)b — a'(x)br = 0. This 

contradiction shows that a = a,A'~1A on XNI. Consequently for N = raax(ni,n2) and on 

XN x X jv , V5 — Sat^t = ab = a,A'~1Ab — a'b' = YlaiK' For n̂e second statement of the 

lemma we take ct-y = (A' 1A)ij. 

Suppose that up to finite center H is equal to Hi x H2. Let (T, /c) be a pair associated to 

H and let / G C™(G). Write T = TiT2, Ti n T2 finite as above. Let Au. ..,Aj be the germs 

of (Tqs,/c) on C{T2)q8 normalized with transfer factors as in (2.9). These may be considered 

functions on T\. Let B\,..., Bk be the normalized germs of (Tqa, /c) on C{T\)qa, again considered 

as functions on T2. 

PROPOSITION 2.14. Suppose G is quasi-split and that the K,-orbital integrals on G have 

quasi-split reduction. Suppose further that K-orbital integrals have the form 

def 
<p = sd T 

SD sd j(xi)) 
x A' = (a'j(x «1(71)^(72) 7 = 7i72 A' = (a') 

in a small neighborhood of the identity 1 G T(F). 

(1) There exist constants eij such that 

ID = 

dsf 
Ai(-)1)eijBj(i2) 

in some possibly smaller neighborhood of the identity. 

(2) ip = ATM(I)T,k Mqo(/M) for some function fM G C™(Mqs) on a sufficiently small neighborhood 

of the identity. 
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PROOF: (1) Proposition 2.11 shows that for every 71 G Ti(F) such that CG(li) = G(Ti) there 

exists a function F = Flx such that 

<p = A TAE,K 
C{TT)QT 

= ( T « , i c ) 
C{TT) l7<?s> ^71 ) 

expanding the right side in a germ expansion 

<P = 
i 

C{TT)C{TT) 

where \X{ are measures on unipotent orbits of C(T\)q3. These expansions hold in some neigh­

borhood V C T2(F) depending on 7x. Thus Lemma 2.13 holds with a(-(7i) = Hi(Flx) b\ — B{, 

so that 

cp = A'iBi for some A[ 

on some neighborhood of the identity. Interchanging the roles of T ,

1 , T 2 we apply the lemma 

again to conclude 

<P = C{TT) for some B[ 

on some neighborhood of the identity. By combining terms we may assume that the A{ are 

linearly independent on every sufficiently small neighborhood of the identity. Likewise for B{. 

We apply the last part of the lemma this time with 

C{TT)X vC{TT)VCV hi = Bi9 
C{TT)VX 

to obtain (p = A{e{jBj in some neighborhood of the identity. 

(2) The germs on Mq3 are A{Bj. The result is immediate. 

§3. A VARIETY WHICH COMPUTES SHALIKA GERMS 

This section reviews a geometric approach to Shalika germs. If X is a variety over F we 

often write x G X instead of x G X(F). 

Fix a curve T in T whose tangent direction at the identity does not lie in a singular hyper-

plane. Let A be a local parameter on T such that A = 0 gives the identity element of T. Suppose 

that T(A) is regular for A 7̂  0, and let T 0 = T \ {0}. There is a variety Yr over T which fits into 

the diagram 

r ° x T \ G i Yr 
df 

r. 

7T 
G 
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The following properties of Yr are known [H],[L]. 

(3.1) If T and r are over F then Yr,<p,7r, { are also defined over F. 

(3.2) 7r : Yr —• G is proper. 

(3.3) t embeds r ° x T \ G as an open subvariety of Yr. 

(3.4) If G is made to act on T0 x T \ G by translations on the second factor, on G by 

inner automorphisms and trivially on T then there is a G action on Yr which makes i,(p,n into 

G-equivariant maps. 

(3.5) 7T o ¿(7,0) = I9; <P° i{l,g) = 7-

(3.6) Let E be an irreducible component of <£>-1(0). Then TT(E) is the closure of a stable 

unipotent class O in G. Call £" an 0-divisor. If O is regular (resp. subregular) we also call E 

a regular (resp. subregular) divisor. There is exactly one irreducible component £"0 such that 

TT(E) coincides with the unipotent variety in G. E0 is isomorphic to the Springer resolution 

{(u,B)\u G B, u unipotent in G, B a Borel subgroup } of the unipotent variety. Identifying Eq 

and the Springer resolution, 7r becomes TV(U,B) = u. 

(3.7) A Zariski open patch of Yp may be described in local coordinates as follows. It depends 

on a choice of opposite Borel subgroups (I?oo,£o)- Let $ be the root system of G with positive 

roots $ + , let p = |$ + | be the number of positive roots and let A be the set of positive simple 

roots. Consider the afflne space A2p+1 the coordinates being labelled 

^(7) 7 6 $ + \ A 

zia) a £ A 
C{TT) 7 G $ 

A (identifying A with its pull-back to Yr). 

There is an open set Y\j — Yc/(J5oo, #0) of Yr which is isomorphic to an open set of the product 

Ap x Z where Z = Z& is the Zariski closure in A2p+1 of the variety defined for A ̂  0 by the 

equations 

Aw(7) = x(7)nz(e*)m(a) 7 = m(a)a a G A, 

where w(a) — 1 for a G A. 

We write v(i) 7 G $ + for coordinates on the factor Ap of Ap X Z. 

(3.8) There is a G-invariant differential form of maximal degree wy which is non-vanishing 

for A 7̂  0 which on Yu equals 

C{TT)C{T 

C{TT) 

dx(i) 

YE(I) 
¿^(7). 
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(3.9) Let E be a splitting field of T and suppose that T is defined over F. Then the function 

o{g)g~l for o e Gal(E/F), g e {T \ G)(F) pushes forward to a function t'a e T{KE), KE 

the rational functions on Yr xSpec(F) Spec{E). There is a cocycle S^fx in T(E(X)) C T(KE) 

such that ta —def 6^\t'a satisfies condition (4) preceding Proposition 1.1. The factor 8F X is 

determined for quasi-split groups by the condition that K,(ta) extends generically to the regular 

divisor E0 and 

#0 
**{f)K{ta)\UEO\ i H 

df if) V/ € CC°°(G) 

with O the unique adjoint regular unipotent class and jj,Q determined as in (2.2). 

(3.10) F(X) = 
C{TT) 

C{TT)C{TT) 
Iwyl 

\<p*(d\)\ op AT>K$T>K{T{\)J) 

for A sufficiently small and non-zero. 

(3.11) The variety Yr, form cjy, functions ta, 7r*(/),etc, satisfy all of the conditions of 

Proposition 1.1 except that Yr is not in general smooth, and the irreducible components of 

(p~L(0) are not in general divisors with normal crossings. By blowing up Yr one obtains a 

variety Fr proper over Yr for which all of the conditions of Proposition 1.1 are met. 

It is often convenient to consider all possible tangent directions at the identity in T simulta­

neously rather than fixing one direction. We introduce parameters T\,... ,Ti I = dimT, and 

let the vector (T1?... , Ti) denote the tangent direction (in Lie T). Let R be the field of rational 

functions in T i , . . . , Tt over E. There is then a natural action of the Weyl group on R fixing F. 

We often consider the varieties Yr, G, T, over R instead of F. Set KR = KE ®E R. 

(3.12) Another system of coordinate patches are Y1(jBoq, B0, E) parametrized by pairs 

(BOQ^Bq) of opposite Borel subgroups together with a map E : A —• W where W is the set 

of Weyl chambers. As B^^Bo and E vary, the patches Y\(J3oo? Bo, E) cover Yp. We also let 

^i(^oo) denote the union of these patches for a fixed B^. The coordinates on Yi(500, B0, E) 

are 
XCC{TT) 

z{a) 
vC{T) 

C{TT) 

A 

w E W 

a E A 
C{TT) 

I e $4 

a £ A where 2i(E(a),a) = 
C{TT) 

A 7 = T(A). 

The relation between r0xT\G, Y\j and Yi(500, Bo, £) is the following. Let To be the intersection 

of Bq and JBqo- Let Nq and NQQ be the unipotent radicals of Bq and BOQ. Fix a Borel subgroup 
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def 

B containing T. The other Borel subgroups containing T are then B(W) = Bu, where W — 

u)~1W+ G TV and W+ is the positive Weyl chamber with respect to B. Then for g G T\G(F) 

such that B(W)9 is opposite B^ for all W we may write for t — T(X) regular 

{t>,B(W)>) = (t0-n,B0™)v, with 72w, v G iVoo, t0 G T0, n e JV0. 

Fixing an order on root vectors X~ we may write 

n — TTexp(x(7)X7), v TTexp(x(7)X7)X-y 

nw = expizictkjZ] (Wk,ak)X_ak) • • • c x p ^ a i ) * ! ^ ! , ai)X_ttl) 

where W = cj w-1 W+ with cj — o~&k '' '^Qi 5 3, wall of type Qjy separates the chambers PV̂ -j-i and 

Wi and Wi = W+. This gives the relation to T° x T\G. 

To relate this to the patch YUf pick the function E : A -> W E(a) = W+ Va G A. Select 

g0 so that T9° = T0, B(W+)9° = 50,B(W)go = B0{W), and set tgo = t0. The set goToNoN^ 

is open in G. If g lies in this open set we have the decomposition g = got'on'v which implies that 

t9 = t% v. We obtain 

(t0-n,B™y = TTexp(x(7)X7) 
TTexp(x(7)X7) 

Define 2(7), z(a) and 17(7) as above and set r^1^ = II exp((w(^)\)/(Tlz(a)rn(a)X1) where 

7 = Em(a)a. By the relation BQw = B0(W)n we may consider the 1̂ (7) as rational functions 

of the variables zi(W, a). The variables 10(7) turn out to be independent of z(a). We identify 

the variables £(7), ^(7), z(a) on Y\j — Yt/(^oo,#o) and Yi(B00,Bo,E) and relate 1̂ (7) on TU 

to zi(W, a) on 1^(^00,^0,5]) through these relations. 

(3.13) When G is split on an inner form of a split group, the action of Gal(F/F) on the 

variety Yr is given as follows. Fix a choice of (£?oo,i?o); we assume that To = B0 H .Boo is a 

Cartan subgroup defined over F. Let G* be a split inner form of G. Let E1 be a Galois extension 

of F which splits T0 and T. Let <p : G —• G* be an isomorphism defined over I£ carrying T0 to 

T*. We may assume that T* is split and that T9° = T0 for some #0 G G(.E). We identify Weyl 

groups and Weyl chambers of To,Ti T* by <7o and <p. 

Since G* is an inner form of G we may assume <p~x o a~l 0990a is an automorphism of G 

of the form ad A~l, Aa G NcAdi (To) and that Aa — 1 if <j G Gal(F / E). In other words, we may 

take i^-i to be a cocycle of Gal(E/F). 
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Let B be a Borel subgroup containing T, for a G Gal(E/F) define OT in the Weyl group 

W of T by cr(Bw) = 5u,CTr for all u> G W. Notice that OT exists because G is an inner form of 

a split group. Also o i—• oT is a homomorphism. Let WT be the image of Gal(E/F) inW. It is 

often convenient to identify WT (using go) with a subgroup of the Weyl group of T0. A different 

choice of #o will lead to a conjugate subgroup of the Weyl group of TQ. 

Define an action of a G Gal(FfF) on Yu by 

TTexp(x(7)X7) def 
TTexp(x(7)X7) = T Idf 

df 
cr(v) 

. 

This extends to an action on Yr . Notice that if gv = tg\ and BQwV = Bwg> with t G r°(.F) 

g'e (T\G)(F) thena(tg\{Bwg')) = {^\[a{B)WTRRA^)) = (tg\{Bwg')) is an F-rational point. 

This action may be more conveniently described by twisting an action which is independent of 

T. To this end, define an action <r* of a G Gal(F/F) on Yu by 

TTexp(x(7)X7) 
def 

<p 1oao<p(g)i T)<p x oao<p(nw) 
<p 1 oacxp(v) 

T* is split and (p 1 o a o (p(B0) = B0. Then by the definition of A& 

TTexp(x(7)X7)TTex 9, (B0 
n<r-lW 

vAtr 

The action of Aa- by conjugation commutes with the action of OT by permutation of Borel 

subgroups. 

The action of o through OT may be expressed as a WT action on KR. If we wish to make 

the dependence of the coordinates x(^) on the elements 6 G Bo explicit we write x7(6) for 2(7). 

When Aa is trivial and OT is a reflection aai through a simple root a' then aai acts on the 

coefficients xy(6) of b by 

aai : xy (6) TTexp(x(7)X7)vcv 7' a positive root. 

TTexp(x(7)X7) ( * ( a > i ( ^ + , <*')*-*')• 

This together with cr(A) = A and (3.7) determines the action of Gal(F/F) on Yu through OT-

To calculate the effect of Aa when oT = \ and Aa maps to a simple reflection, write 

vAa — bov' with bo G BQ, v' G N00 by using the matrix identity 

1 
T 

o 
o 

0 
—a 

-Ça 
0 = I 0 

a 
I/* 
0 -Cx 

1 

i / c * 

0 
1 . 
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(3.14) We consider cocycles on W X A instead of Gal(F/F) whenever convenient (meaning 

almost always). (We should warn the reader that sometimes we treat W x A as Galois groups 

and even apply results of class field theory to W x A with the understanding that the map 

from Gal(F/F) to W x A may be used to give precise meaning to our statements.) We have a 

function tn given on generators by 

o~q7 x 4̂̂ '' 
TTexp(x(7)X7) 

z{a') 

-a'v 

ac (*(«'))Q" a' simple 

where AŒi is an element of A in the normalizer of To which maps to the simple reflection era/ 

in the Weyl group. Here fa/ is the element such that v — exp(£a/X_a/)t;a', va> G iV_a/ the 

unipotent radical of the parabolic subgroup containing BOQ associated to the root —a1 . Also 

oj'(T) is the root evaluated on the tangent direction. Using the cocycle relation baT = a(bT)ba 

we have 

Aofi ( e«0°" , aq (z(a')r". 

We have ta = t"ba where ta is the cocycle of (3.9) and ba depends on points of Yr only 

through A. To determine ba for quasi-split groups we use the fact that the cycycle ta restricted 

to the divisor E0 becomes constant (3.9) on each regular unipotent class. 

LEMMA 3 .15 . Define b'a by oa, \—• (l/A)a'", Aa> \—> 1. Then there is a factor b" which is 

independent of A with values in T(E) such that b'ab"t" = t^. 

PROOF: t'éb'r is given by 

OQ,} (l/*(a'))a'\ Aa, TT)X7) a simple. 

So it is enough to verify that the action of W x A on x(a'), fa> is independent of the tangent 

direction. For o G W the action is given by (3.13). But nw{<RA) = I on E0 so that by 3.13 

cra(£(«')) = x(ct'). By (3.13) the action of a G W on v is given by a : v i—> nA-Iw+v = v (since 

NA~1w+ — 1 on Eo). The action of A is given by (3.13) as [b,B0)v h+ {b,B0)vA" where Aa 

is an element of the normalizer of T0 independent of the tangent direction. So on #0 we have 

(u,Bo)v 1—> (u,Bo)vA(T which is clearly independent of the tangent direction. 

A factor b" G T(E) may be needed to make ta agree with the cocycles of the transfer factor 

[LS2] for various reasons. The boundary of t" G T(KR) lies in T(E) but is not necessarily zero. 

Thus b" is needed to make b'ab"t" a cocycle. Also the choice of measure p,Q is made by selecting 

an F-class Oi in O the regular class unipotent orbit for split groups. A factor 6^ will be needed 
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to insure that /c^&^fc") = 1 on 0\ C O fl EQ. Finally when G is not quasi-split, our analysis 

has not been complete: the factor b" will be chosen by the normalization of measures /Xq for 

an orbit O which contains an F-rational element. At any rate, to prove the transfer of orbital 

integrals to an endoscopic group all that is needed is that b" is constant which has been shown. 

§4. SYMPLECTIC GROUPS 

The argument in the remainder of the paper is divided into the following steps. 

(1) List the endoscopic groups H of G and the pairs (T, /c) associated to each H. Determine the 

stable and adjoint unipotent orbits of H and G. 

(2) Show that the patch Y\j is regular in codimension 1 and determine its divisors. 

(3) Obtain an explicit resolution of singularities of Y\j. 

(4) Fix a stable unipotent class O and look at all divisors E meeting YJJ which are O-divisors. 

By looking at the data defining the principal value integral 

PV 
E 

fmotE\uE\ 

on E either show that the principal value integral is zero or show that there is a decomposition 

on Y\j D E of the type described in the hypotheses of (2.14). The following simple implication 

of (1.1) and (2.4.2) is often used. If E is an 0-divisor, O is r-regular, and if b(E)/a(E) — 1 ̂  r 

then E makes no contribution to the germ of O. Also by (2.4.2) no logarithmic terms appear 

in the expansion so that Fr(0,P) = 0 for r > 1. 

(5) Show that the decomposition on YJJ of step (4) extends to all points of the divisor E. 

(6) Resolve the singularities on the rest of Yr and show that the principal value integral 

f f mejE\ojE\ is zero for any divisor not meeting Y\j. 

The remainder of this section carries out steps (l), (2), (3) (step (2) for an arbitrary 

symplectic group). Sections 5 and 6 carry out step 4 for the subregular and 2-regular unipotent 

classes. Section 7 contains the arguments needed to extend the decomposition obtained in §5, 

§6 to points outside of the patch YJJ. The fact that the principal value integrals considered in 

this paper are not birational invariants means that it is not enough to restrict ourselves to the 

patch YTJ. However, the arguments become much more technical outside of YTJ and these details, 

including steps 5 and 6 are relegated to the final section. 

We ignore the regular unipotent class in all that follows. By (2.9) we see that the transfer 

factors are chosen so that the matching of regular germs on G and if is a triviality. We also 
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ignore the identity element. By [R2] the germ associated to the identity element is known 

explicitly. In particular, it is zero for a /c-orbital integral if /c is nontrivial. 

We begin with the simply connected semi-simple symplectic group Sp(2n) of arbitrary rank 

(or its inner form) and specialize to the rank 2 case toward the end of the section. If all of the 

Cartan subgroups of H may be identified with Cartan subgroups in a Levi factor M of G then 

(2.4.1, 2.4.3) shows that the Ac-orbital integrals on G may be realized inside M (since M êr is 

then also simply connected). We may then inductively assume that H is cuspidal, that is, the 

L-group of H is not contained in a parabolic subgroup of LG. The possibilities for H have been 

computed [H]. They are: 

(4.1) FHi = Sp(2i) x SO(2(n - i)) 

EHi = Sp(2i) x ESO{2{n-i)). 

FHn is the quasi-split inner form of G, FHn-\ degenerates to a Levi factor and may be excluded. 

EHn is also degenerate and may be excluded. Here E is the quadratic field extension which 

splits the endoscopic group. Fixing t, the Cartan subgroups T in Gqs associated to FH{ are all 

conjugate to a Cartan subgroup of 

Mi = Sp(2i) x Sp(2(n-i)) C Sp{2n) 

and every Cartan subgroup T in Af» C Sp(2n) is associated to an endoscopic group EHi for an 

appropriate choice of quadratic field extension E. Given T, E is determined as follows. 

Identify Wffi with the product of Wsp{2%) and the subgroup of Wsp(2(n-i)) generated by 

short reflections. Then if T C Mt- and T is a split group in Mt-, pick Tm = T and let 

E be the quadratic extension associated to the homomorphism Gal(F/F) —• cr(m)ra_1 £ 

^Mi/Wiii—* { ± 1 } - Then T may be identified with a stable conjugacy class of Cartan sub­

groups in EH{. H1(Gal(F/F),EHi) has two elements. Fix the non-trivial character K on 

Hl(Gal(FjF),EHi). Then pulling /c back to T, (T,/c) is associated to the endoscopic group 

EH{. (This is the only possible choice of K because for anisotropic T one is guaranteed a non-

trivial character on Hl{Gal,T) which must be trivial in Hl(Gal{F / F),E H{). When n - 2 w e 

have EH0 = ESO(4), and EH\ = SL(2) x UE{1). where the letter E indicates the quadratic 

extension splitting the group and UE{1) is a one dimensional torus. 

Next we determine some prime divisors of £>-1(A) in Z = Z$ for $ = Cn. See (3.7). Label 

the simple roots A of $ by 
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cdf 0C2 of 

def 
Recall that the positive roots have the form I(K,L) = AK + CTK+I + ••• + «£ T > K or 

de f 

7+(/c,£) = AK + CTK+I + ••• + CTN-I + CTN + CTN-I + + alT > K. Let 5 be the set 

of possibly empty pairs (SI,S2) C A x A, SI = {a t l , . . . , atr} (t'x < ¿2 < ••• < IR), 

S2 = {^ju-'-jCKy,} (ii < •*• < i<?) satisfying IR < J\ and JQ ^ n. For each (SUS2) G S 

we define an open patch Z(sl5s2) of Z by 

(i) z(a) ^ 0 if A £ Sx U S2 (write z(atJ - 4 TTexp(x(7)X7) 

(ii) x(a) 7̂  0 if a G SX 

(iii) Z A: 
sdf TTxww(x(7)X7)vcv TTexp(x(7 

ds def TT(x(7)X7))X7) 

(iv) xc 
DEJ TTx(7)X7)TTex K ^ Q 

Wq 
de J TTx(7)X7)TTvb 

Then on ^(slfs2) if ^2 7̂  0 we have by (3.7) 

(i) w{6) = 
TTx(7)X7)TTTTx(7)X7) 

wx 
wx 

if xM ^ 0 and 8 — 7 + Em(a)a m(a) > 0 

(ii) Aiu (7) 
Aiu (7) 

Il2(a)m(a) 
if 7 = Em(a)a A £ S1! U 52 

(iii) A = 
x 

ccx 
z,2 (n«(a)m(a0 2 ay + £m(a)a — Aiu (7) 
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(notice that xq ^ 0, n2(a)mW ^ 0, so A = 0 if and only if zq = Q). 

(iv) Zk = Zk + 2 
n>g(a) 

n>g(a) 
wf 

wwf 

n>g(a)m^) 
n>g(a) 

where Em(a) n>g(a)n>g(a) 1\3k+U3k+2) and ayfc -f- Em'(a)a = l{jk,3k+i) 

ĝ—1 — £g 
Wq_iXq ng(a)mw 

Xq-iWq n2(a)m'(°) 
where 2ay<? + Em(a)Q = 7+Uq,ig) and + Em(a)Q = 7+Uq,ig) - lUq-UJq). 

(v) 4 = 
A 

+ Em(a c 
(a)Q = 7+Uq,ig) 

(a)Q = 
where 2ay + Em(a)oj = 7+ (a)Q = (a)Q = (a)Q 

Notice that (iv), (v) give z(a) — fazq for some fa regular and non-vanishing and e G 

{0,1 ,2} . 

(vi) Suppose 7 = Em(a)a with nz(a)m(a) (a)Q = (a)Q regular and non-vanishing then 

(a)Q = 
xqzq(TLz(a) m (a))tx;(7) 

f^q 
2ajq + Em'(a) a = 1+Uq,3q)> 

Z is defined by p equations and is consequently p + 1-dimensional. A count of the equations in 

(i) ... (vi) reveals p independent equations. In fact for 7 = T,m(a)a G $ + let «(7) G Z be the 
n2(a)m(a) 

exponent which makes -̂ —̂  regular and invertible on Z(slfs2) by (iy) sucn an exponent 
Zq 

exists). Let g' = #{7 G $ + | «(7) = 0 or l } . Then the above equations show that z(et), 

a G A \ {Si U 52); 10(7), (efr) = 0,1); 2(7) (e(7) > 2) are p + 1 = (n - r - </) + (l) + (<?' -

+ q + r) -f (p — q!) variables which generate the ring of Z(sx ,s3)- Hence Z{$x ,sa) 1S regular. The 

divisor A = 0 on Z(Sl,s2) has the form (A) = a(E(Sl ,s2))E(sx ,s2) with a(E(Sl}s2)) = 2 where 

E{S!,s2) 1S the prime divisor given by zq = 0. 

If 52 = 0 then on Zis 0) we have by (3.7) 

(i) w{6) = 
x{S)w(^)Jlz{a)rn^ 

x(i) 
if XÍ7) ^ 0 and 6 = 7 + Em(a)a a > 0. 

(iii) £(7) = 
Aiu(7) 

Hz(a)m(Q!) 
7 = Em(a)a a ^ Si. 

(un A = z'rx(air). 

(iv) 4 = < 
x(air) 

Maú. 
i + r ait e s1. 

For 7 = Em(a)a 6 $ + define e'M G Z to be the exponent which makes 
nz(a)m(a) 

(a)Q = 
regular and 
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s 
( I I ) 

vi 
( I ) 

1U1J2) 
df 

( I I ) 
(VI ) 

d 
OLN-2 

(a)Q = 1U1J2)v 

s 

NIL 

7+(i2,y2) 

This diagram illustrates the p equations for S\ — 0 and | ̂ 21 = 2 

invertible on Z(Sl,<f>)- Let q1 = # { 7 G $ + | ^'(7) = 0}. Then (i)-(iv) show that the coordinate 

ring of Z^Sl,<f>) is generated by z(a), a G A\5X; 2̂ ; 10(7), (^'(7) = 0); £(7) (e'(7) > 1) and hence 

by p + 1 = (n — r) + (1) + + r — n) + (p — <?') variables. Again by a dimension count we see 

that Z(SI,Q) is regular and that the divisor A = 0 on Z(Sl1Q) has the form (A) = a{E(Sl$))E{sl,®) 

with a{E(SliQ)) — 1 and E(Sl$) prime. 

We extend the prime divisors E(slts2) ^° a^ OI" Z by taking their closures. Given one of the 

divisors E above, Si is determined as the set of simple roots for which x(a) ^ 0 generically on 

E, and 52 is determined as the set of simple roots not in Si for which z(a) = 0 on E. Hence 

the map from pairs (5i,52) to divisors is injective. 
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LEMMA 4 .2 . (1) The codimension of the complement of 
(SLTS2)ES 

Z(SX S*) m Z JS a* least 

two. 

(2) Z is regular in codimension one. 

(3) The divisor (A) on Z is given by 

(A) = 
1U1J2) 

a(£'(51,52))^(51,52) 

with a(E(Sl,s2)) = 
1 S2 = 0 
2 otherwise. 

PROOF: By the preceding remarks (2) and (3) follow immediately from (l). Z is clearly regular 

for A ̂  0 so we study A near points of A = 0. 

Consider a point p in Z where A = 0. Let Si be the set of simple roots such that x(a) ^ 0. 

Let Sm\n be the set of positive roots such that 2(7) ^ 0 and such that whenever 7 = f3 + Y,m(a)a, 

m(a) > 0 then x(j3) = 0. Clearly Si C Smin. We may write $ + = Smin U 5 + U S " , where 

S + = {6 : S = 7 + Em(a)a m(a) > 0 for some 7 G Smin, (5 £ Smtn}. S~ = {/? : x{/3) = 0}. 

We have equations 

(i) x(/3) = 0 /3es~ 

(ii) 1U1J2) u;(7)x((?)n^(a)m^) 
x(7) 

£ G S + , 7 G Smin, 6 = 7 + Em(a)a m(a) > 0. 

(iii) if 7 = f ( M ) or 7 + ( M ) G Smin\Si. 

IU(7 - ak)z(ak) = 
w(7)x(7 - ajfe) 

£(7) 
= 0 by the definition of Smjn 

(iv) z(a) = 
A 

x(a) 
= 0 if a G Si 

(v) A = 0. 

Counting the number of equations we have at least p + 1 independent equations. For the proof 

of (1) we may exclude sets of codimension 2. Thus we may assume that (i)-(v) give exactly 

p + 1 independent solutions. In particular, we may assume that S~,S + and Sm\n are disjoint 

and that in (iii) if iu(7 — ak) — 0 then z(ak) ^ 0. 

Suppose that 6 — i(k,£) or 7+ (k,i) G Sm\n \ Si, i > k. Then as in (iii) we have w(6 — 

ai)z(at) — 0. Suppose that z[at) ^ 0. Then w{6 — at) = 0. This gives p + 2 equations unless 
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S' = 1(k-1,1-1) or 7+(& - 1,1- 1) e Sm'm \ S\ and the equation (iii) associated to 6' is 

wiS' — afc-i) — wiS — aA — 0 (and so z(ak-i) ^ 0). But then 

w(S) = 
x{S)z(ai)w{Sf) 

xiSnziak-i) 

gives p + 2 equations. This contradiction shows that z(ccf) = 0. 

Now if 7+(r, t) G *Smin \ Si then z(o^) = 0. This must be a consequence of (iii) so that 

7(£,m) or 7+(£ , m) G 5min. But this contradicts the definition of 5m-m unless r — t — m. 

Also by the definition of minimality there is at most one t such that 7+(£,I) G S'min \ S\. 

Let 7 ( j ! , J2) ^min \ 5i, then z(aj2) = 0 so there exists a 7(72,73) or 7+(72,72) G 5min \ SV 

Continuing this way we obtain a chain 7(71,7*2)5 7(72,73) • • • 1+UqiJq) ^ Sm\n\Si, which we may 

assume to be maximal in length. If also 7(^1,/C2) G Sm\n \ Si we see that a new chain could be 

formed which must also end in 7+(A;(7', kq>) kq> = jq. But then 7(Arq/_1, kq>), l(jq-i,jq) G Sm\n\Si 

and by the definition of 5mtn ^{kqi-i,kq>) = l{jq-i,jq). Continuing in this manner one finds 
def 

that 7(^1,^2) = 7(7<?-<?'+i,7g-g'+2). Thus {7(71,72), ••• l+{jq,jq)} = ^min \ 5 i = 52. Since 

1+Uqijq) & Si, jq 7^ n. Since (i)-(v) give all equations which hold identically at p (excluding 

sets of codimension 2) the inequalities defining Z(sx,s2) hold at the generic point of the variety 

defined by (i)-(v) together with 2(7) ^ 0, 7 G Smin. This completes the proof. 

Turn to the case G = C2. We introduce new notation for thse divisors. Set a — a1? /3 = a2. 

(4.3) 
$1 
$1 
$1 
$1$1 
V 
VV 
$1 

4> 

S2 

<t> 
4> 

4> 

{a} 
<t> 

$1$1$1 

E0 
Ep 

Eoe 

E2 
Eid 

7 r l g ( g i , 3 i ) ) 

regular 
subregular 
Richardson class of Pp 
subregular 
Richardson class of Pa 
2-regular 
identity. 

The projection of each divisor to G is the closure of a stable unipotent conjugacy class. The 
def 

final column lists that conjugacy class. Write 7 = a + /3, S = 2a + /3. 

There are 4 stable unipotent classes in Sp(4) [Sp]: the regular, the subregular, the 2-regular 

and the 4-regular (the identity element). For a complete discussion see [Sp]. There is only 

one adjoint regular class, one adjoint 2-regular class, and one adjoint 4-regular class. The 
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adjoint subregular classes are in bijection with quadratic extensions (or elements of Fx/Fx2). 

To determine the quadratic extension associated to a subregular unipotent element u G G(F), 

conjugate u by an element of G(F) so that it has the form 

h 
0 

X 

h 
I2 = 

1 
0 

0 
1 

xe m2{f), 

where Sp(4) is defined using the skew form Jo = 
0 

— J 
J 
0 

, J = 
0 
1 

1 
0 

Then 

det X G Fx/Fx2 depends only on the adjoint conjugacy class of u. Equivalently, SU, the 

variety of Borel subgroups containing u, is a union of three projective lines. The lines of type P 

are defined over a quadratic extension of F depending only on the adjoint conjugacy class of u. 

When G is the inner form of Sp(4) the regular, 2-regular, and 1-regular adjoint class associ­

ated to the trivial quadratic extension Fx2 C Fx/Fx2) do not exist. If u G G{F) is unipotent 

regular then there is a unique Borel subgroup over F containing u. If u G G(F) is 2-regular 

unipotent, then the line of type /3 in Bu is defined over F giving a parabolic of type /3 over F; 

but the minimal parabolic of G is of type a. If u G G(F) is 1-regular corresponding to the 

trivial extension then the Borel subgroup corresponding to the intersection of a line of type a 

and a line of type /3 in Bu is defined over F. Thus such unipotent classes do not exist for the 

inner form G. 

LEMMA 4.4 . (1) The variety Z (I)$ — G2 is regular except possibly at points p such that 

7r(p) is the identity element of G or at points p where 

X = x(a) = x(¡3) = x(-Y) = w(7) = w(S) = Z(OL) = zip) - 0. 

(2) The singularity at X = x(a) = x(P) — x(i) = it;(7) = w(6) = z(a) — z(p) — 0 may be 

resolved by blowing up once along the subvariety x(ct) = x(P) = 2(7) =1^(7) = w(S) = z(ct) — 

z(P) = 0. Let EB he the divisor introduced by blowing up. 

(3) The divisors on the desingularized variety and their Igusa constants are given as follows 

(assume nip) ^ identity). 

E 

Eo 
EA 

EP 
E2 
EB 

a(E) 
1 
1 
1 
2 
2 

HE) 
1 
2 
2 
6 
5 

n(E)-
0-reg 
1-reg 
1-reg 
2-reg 
2-reg 

x(-Y) = w(7 

0 
1 
1 
2 

3/2 

PROOF: The divisors E0,Ea,Ep,E2,Eid are defined by 
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E0 : z(a) = zip) = wh) = w(S) = 0 

Eo, : x(a) = z{P) = 0, z(a)xh) = w (1)x{/3)iw{S)x{1) = w(i)x(6)z(a) 

Ep : x{P) = z{a) = 0,z{l3)x(N) =w (l)x(a),w(6) = 0 

E2 : z(a) = x(a) = x(p) = x(N) - 0 

Eid : x{a) = x{f3) = x (y) = x[6) = 0. 

We consider several patches, showing that the coordinate ring on each is regular, and at the 

same time we identify the divisors on each patch. The defining relations (3.7) of Z are used 

repeatedly. The expression A = z(j3)x((3) (E0Ep) indicates that z(/3) — 0 defines the divisor 

EQ, that x(P) = 0 defines the divisor Ep, and so forth. 

(If x(a) + 0) X = z{P)x{P) {E0Ep), z(a)=z(fi)x(P)/x(a), 

w(i) = x(i)z(P)/x(a),w(6) = x(S)z(a)z(p)/x(a) 

generators of local ring: z{0),x[P),xh),x(6),x{a). 

(If *(/?) JK 0) A = z(a)x(a) (EoEa), z{P)=z{a)x(a)/x{p), 

W(y) = x(i)z(a)/x(P),w(6) = x(6)z(a)2/x(P) 

generators of local ring: z(a),x(a), x(P),£(7),x(S). 

(If xh) ^ 0) A = x(a)x(P)w(<i)/x(i) {EaE0Ep),z{a) {EaE0Ep),z{a) 

zip) = w(i)x(a)/xh), w(S) = w(i)x(6)z(a)/x(i) 

generators: x {P). x(a) >w h), x (7), x{6). 

(If z(a) ^ 0 ) X = z(P)x(P) (EaEid), x(a) = z(P)x(P)/z(a), 

xh) = wh)x(p)lz (a),x(6) = x(P)w(6)/z(a)\ 

generators: {EaE0Ep),z{a){EaE0Ep),z{a) 

(If to (5) ^ 0 ) > = z(a)2z(l3)x(6)/w(S) (E2EaE\d) 

x(a)=z(a)z(P)x(S)/w(6),x(P) = z(a)2x(6)/w(S)i xh) = z(a)wh)x(S)/w(S) 

generators: z(a),z(P),x(6)w(h), 

Since we are assuming n(p) ^ 1 and since the variety has now been shown to be nonsingular for 

x(a),x(P) or £(7) 7̂  0, we may assume in the remaining cases that x(6) 7̂  0. 

(If wh) / 0 ) X = xh)2w(6)z{P] /(wh)2x(6)) (EtEpE*) 

z(a) =w(6)xh)/(wh)z(t))> x(a) = zlp)xh)/wh),x(p) = xh)2w(*)/(™h)2x(6)) 

generators: 2(7), x(S), z(P), 1 (̂7), w(S). 

219 



T. C. HALES 

(If z(ß) ? 0) A = w(6)x(a)*/{z(ß)x(6)) {EßEl) x{ß) = w(S) w(6)x(a)*/{z(ß)x(6)) 

x(i) — 1 w(i)x(a)/z(ß), z(a) =w(S)x{a)/(x(ö)z(ß)) 

generators: w(6)x(a)*/{z(ß)x(6))vcv 

This completes the proof of (l). The validity of (2) is easily checked using the same seven 

patches. Details are omitted. 

The only points that are not clear in (3) are the value of the constants b(E) and the value 

of CL(EB)- b(E) — 1 is given as the order to which the form (3.8) 

uy = dXdx(a) dx(3)dxMdx(6)dv 

dv = dv(a)dv\ (ß)dv(1)dv(6) 

vanishes along E. For example, the form when expressed in terms of the coordinates on the 

patch (w(i) 7^ 0) becomes 

W y = x(i)5w(6)z(ß)/(x(6) \'w(i)4)dz(ß)d{l/w{i)) dw[ö)dxH)dx(6)dv w(6)x(a)*/{z)x(6)) 
(Ef-1^-1^-1). 

Thus b(E2) = 6 , 6 ( £ » = 2,b(Ea) = 2. The Igusa constants b(E) for E = EB,E0 are similarly 

calculated using a blown up region. Introduce projective coordinates X a , Xp, X 7 , Za, W§, Zp, W1. 

On Xa = 1 we have Xpx(a) = x(fl), X1x{a) = x(i). The patch (x(a) ^ 0) becomes (dropping 

the assumption that x(a) ^ 0). 

X = x{a)2ZpXp (EßE0Ep), Za - ZpXp, W1 — X1Zp, 

W6 = x(S)ZaZp so that aiEß) — 2. 

Lüy = x(a)5-1 Zp p dZßdx[a)dXßdX~dx(6)dv 

so that b(Eß) — 5, b[E0) = 1, MEß) = 2. 

This completes the proof. 

§5. T H E SUBREGULAR GERMS ON G = SP(4) 

We begin with a summary of the results of this section. Let G be Sp(4) or its inner form. 

By (2.5) we will have determined all of the germs of GSp(4) once we have calculated those of 

5p(4). Details on normalizations of measures are found below. Let a' be a root of Sp(4), let E be 

a quadratic extension (possibly trivial of F), and let H be an endoscopic group. Let T(a') be a 
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Cartan subgroup corresponding to the homomorphism Gal(jF/F) —> W given by o £ Ga\(E / F) 

(a / 1) a h o-ai £ W (or let T(a') be split if E = F). Let £/#(1) be a one dimensional unitary 

group split by E. 

Let Oe> be the subregular adjoint unipotent class associated to the quadratic extension E' 

of F (see discussion following 4.3). Let r(E",E,a') be the germ of Oe> for the pair (T(a'),st) 

where st is the trivial character on H1(Gal(F / F),T(af)). Set T{E', E, a') = 0 if T(a') does not 

exist. The function Ti(E',E", f3) is defined in (5.18). Set 8q = 1 if G is quasi-split, 0 otherwise; 

set €g = 2̂ c? ~ 1; and set S(E,Ef) — 1 if £" = E' 0 otherwise. Then we have for various (T,k) 

in (2 associated to the nondegenerate cuspidal endoscopic groups H (4.1) 

(5.1) 

H 

EH1 E ^ F 

EH0 E^F 

FH2 

FH0 

T 

UE„(1) x UE{1) 

arbitrary 

T/(±l) = 

UE»{1) x UE(l) 

arbitrary 

Germ of QE, E' ^ F 

6{E,E')SGY1{E',E'\P) 

0 

T{E'9E,a) 

+eGT(E',Eff,1) 
eGT Tg St 

0 

Germ of Op 

0 

0 

T(F,E,a) 

+eGr(F,E,,,7) 

Sal • T0-,st 0F 

Quasi-split reduction will be useful in identifying the germs of the subregular unipotent 

classes. For a group of semi-simple rank 2, quasi-split reduction is a statement about the 

matching of inner forms of rank 1 groups. This situation is well understood. See for example 

[LS]. In particular it follows immediately from the well-known matching of orbital integrals on a 

rank 1 group with orbital integrals on its quasi-split inner form that G has quasi-split reduction. 

The variety of Borel subgroups containing a given subregular unipotent element in a group 

of type C2 is a union of three projective lines and is called the Dynkin curve. There is one line 

corresponding to the short root and two lines corresponding to the long root. If u is contained 

in G(F) then GB1[F/F) permutes the lines tp^t'p corresponding to the long root. We say that a 

subregular class is distinguished if the quadratic extension associated to it is the trivial extension, 

that is, all three lines are defined over F. Most of the analysis of this section will be devoted to 

the classes which are not distinguished. 

LEMMA 5.2. Suppose that H is an endoscopic group of G which is split by a nontrivial 

quadratic extension E of F. Let (T, /c) be a pair associated to H. Then the subregular germ 

of the unipotent class 0E> associated to the quadratic extension E' for the pair (T, ac) is zero 

unless E' = E. 
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PROOF: Let Z be the center of G. Let u £ 0(F) and let CG(u)red be the reductive centralizer 

of u. If K is nontrivial on keT(H1(Gal(F/F), Z) H1(Gal(F / F),CG(u)red)) pick /1 so that 

Oh = O, K,(a(h)h-1) ^ 1 so that by (2.1) r£'K = 0. It was mentioned in (2.1) that /c restricted 

to Hl(Gal(FIF, Z) depends only on the endoscopic group associated to to (T, AC). We see this 

directly as follows in the case that G is the inner form of a split group and Z = { ± 1 } and H split 

by a quadratic extension E of F. Directly from the definition of endoscopic groups we see easily 

that E — F if and only if H (up to a central factor) is an endoscopic group of G which in turn 

is true if and only if AC restricted to H1(Gal(F/F), Z) is trivial. If E is a nontrivial extension 

then AC is nontrivial but trivial over the quadratic extension E of F. In other words, /c is trivial 

on the image of the corestriction map from H1(Gal(F/E), Z) to H1(Gal(F/F, Z). Identifying 

Hl(Gal(FIF), Z) with Fx/Fx2 it follows that /c may be identified with the nontrivial character 

on Fx/NE where NE is by definition the group of norms of nonzero elements of E. To complete 

the proof it is sufficient to show that keT(H1(Gal(F/F),Z) -+ H1(Gal(F/F), CG(u)red)) is 

NE'/Fx2 CFX/FX2. Note that Z fixes the lines I09 1'0 so that the image of H1(Gal(F/F), Z) 

lies in Hl(Gal(FIF), CG(u)rTed) where GG(u)'Ted is the subgroup of CG(u)Ted which fixes the 

lines lp,l'p. In the situation at hand it is known [Sp] that CG(u)'Ted = CG(u)®ed the identity 

component of CG(u)red, so that it is sufficient to work with GG(u)®ed. 

The connected reductive centralizer is computed when G is split as follows. Let B be a 

Borel subgroup over F in the line of type a in the Dynkin curve of u. Conjugating B to the 

upper triangular matrices we see that 

u = 
h 
0 

XJ 
h 

where X = tX £ GL2(F) and J = 0 
1 

0 
1 . It follows immediately that 

GG(u) = 
ftA 

0 
B 

JA~lJ and CG(u)Ted = 
*A 
0 

0 
JA~lJ 

where lAXA = X. Thus CG(u)^ed —> 17^(1) a one dimensional torus split by E1. ker(H1(Z) —• 

H^C^u)0red)) is then identified with NE'/Fx2 C Fx/Fx2 and the lemma follows for G split. 

When G is not split we make the following modifications. G contains a parabolic subgroup 

Pa over F which is identified modulo a Borel subgroup B with the line of type a in the Dynkin 

curve of u. Thus we may assume that u has the same form. Over the quadratic extension E' of 

F G splits and u becomes distinguished so that over Ef it follows that CG(u)®ed —> G M . But if 

GG(u)®ed were isomorphic to G M over F we would have a split torus in ^ ^ JM~lJ ) ' w^ere 
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det M — 1, which would contradict the hypothesis that G is not split. Thus Cc?(u)J?ed —• UE'{1) 

as before, and E' ^ F. This completes the proof of (5.2). 

We have seen there are two divisors which contribute to the subregular germ. On the patch 

ru given by (3.7) 

A = z(a)x(a) 

A = z{ß)x(ß) 

\w{l) = z(a)z(ß)x(i) 

\w{6) = z(a)2z{ß)x(S). 

Ea is described by the equations x(a) = zIß)=xIß)w 7 — z{a)x[i) = x{ß)w{6) -z(a)zx{S) = 0 

and E/3 is described by the equations x(ß) = z(a) = w(S) = x(a)w{i) - z{ß)x{1) = 0. 

LEMMA 5.3. If u0 is not distinguished then Ep contains no F-rational points over uo and 

consequently makes no contribution to the germ associated to uo. 

PROOF: The lemma is an immediate consequence of two facts. First, if (uo, (B(W))) G Ep 

then every Borel subgroup B(W) lies in the same line tp of type /3 in the Dynkin curve. For 

select local coordinates as in (3.12) such that BQ lies in tp and lp contains B{W+). Then 

B(W) = B wvu 
) 

where nw has the form 

(5.4) nw = exp(z(ct)zkX-a) exp(z(ß)zk_1X^ß) exp(z{a)ziX_OL) 

for appropriate values of zi,...,zk. So z(a) = 0 implies that the product (5.4) collapses to 

nw = exp(z{P)z'X-p) for some z'. Also B% = B{W+) G tp and B0, B(W+) C Pp where 

B\Pp = tp so Pp — Pp which implies that v G IVoo H Pp or v — exp{£ X-p) for some £, 

where N^ is the unipotent radical of B^. Thus nwv G Pp and B(w) = B™WV G Pp. Thus if 

tp and t'p are the lines of the Dynkin curve of u0 we may separate points (uo, (B(W))) of Ep 

into ^-points and ^-points according to where the Borel subgroups lie. Second, the action of 

Ga\(F/F) on the points of Ep interchanges ^-points with ^-points. For the action (3.13) is 

given by (u0, (B{W))) ^ (u0, (O{B(OT1W)))) for a G Gal{F/F), u0 G G{F). If B(W) lies in tp 

then B(a^1W) lies in tp and a(B(a^1W)) lies in o{tp) — t'p provided a has nontrivial image 

in Ga\{E/F) where E is the quadratic extension trivializing the action on the lines tp,t'p. 

We now devote our attention to the divisor Ea. We fix UQ a subregular element which is 

not distinguished and let B0 be a Borel subgroup at the intersection of the line of type a and 
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a line of type ¡3 in the Dynkin curve of UQ. AS in the discussion of the divisor Ep we find that 

if (U,BQW)V lies in Ea over the subregular element u0 then uv = uo and v E Pa n iVoo so that 

t> = exp(fX_a) for some f. 

Select a Cartan subgroup To C Bo over F such that if cra is the simple reflection associated 

to the simple root a, BQ" is equal to the Borel subgroup at the intersection of £a and I'p (the 

second line of type /3 in the Dynkin curve). Such a Cartan subgroup may be found by selecting 

any Cartan over F in B0 and in a Levi factor over F of Pa where B \Pa = la Let jBoo be 

the Borel subgroup opposite BQ through To- We consider the patch YJJ — YU{B009BQ) for this 

choice of (Boo, BQ). 

The choice of BQ forces UQ to have the form UQ = h 
0 

X 
ds 
sd 

x = x 
0 

y 
x 

. The choice 

of .Boo forces GAILOON,1 to have the same form which implies that y — 0 so that 

(5.5) UQ = 
h 
0 

xl2 
h 

We choose a B[aar measure on Ou. as follows. We select coordinates v1 = N 
n 

0 
h 5 

y = 
h 
0 

Y 
Lo •,N = 

n1 
ns 

rip 
N g Y = 2/7 

VP 
ys 
Ys 

so that yv describes points on an open 

set of Ouo. Then 

(5.6) 
1 

2 
dy dv'd— 

1 

2 
Iypdy1dy§dnpdn1dn6 

is an invariant measure on 0Uo. 

We consider the patch 2(7) ^ 0 on Yy so that the equations (3.7) take the form 

(5.7) A = 
x(a)x(fi)w(i) 

x{l) f 
z(a) = 

x[P)w(i) 
fg fg z(B) = 

c(a)iy(7) 

r(7) g 
c(a)iy(7 xjPM^XJ(S) 

c(a)iy(7 

2 2 4 
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By (1.1), (3.8), and a change of variables 

c(a)i 
wos 
c(a) 

c(a)iy(7 
c(a)iy 

dx(/3)dx(i)dx(6)dv = WY 
\2dx(a) 

w(a) 

We divide by the Haar measure ^ouo — (l/2)dx dvf = (l/2)dy dv' (dx = dx(fi) dx(i) dx[8)) 

to obtain a differential form WEA{U0) on the fibre E^uo) over u0. Making use of the fact that 

v = exp(£X-a) on Ea(uo) this gives 

(5.8) c(a)iy(7 2x(-7) 
2x rt 

dw 
w2 

De c(a)iy(7tyty 

Next we note that if (u, B{W))V is a point of Ea(uo) with coefficients xp{u) = x{(3) x1(u) = 

x(l), xs(u) = x{8) we must have uv = UQ> with v — exp(£X-oc). By (5.5) this implies that 

x(S) = 0, and z(i)/x(P) = l/2£ so that (5.8) becomes 

(5.9) c(a)iy(7 
dw 
w2 

di 
E 

Note that it is always possible to recover the action of Ga\{F/F) from the action of W x A and 

the action cr* for a split Cartan subgroup and BQ over F. The equation aat(xn{b)) = x7(6;) of 

(3.13) gives for an arbitrary divisor. 

(5.10) 

0a{x{a))/x(a) - 1 

0a{x{a))/x(a) - 1 1 + 2(Tj - T2)u»(-y) + (Tl-T2)2w{8) 

ff<*(.x(.l))/x(l) = 1 + (Ti - T2)z(a)x(6)/x{i) = l + (T1-T2)w(6)/w(1) 

aa(x(S))/x(6) = 1 

<70(x(a))/x[a) = 1 - 2T2w(<7) 

op{x{p))l*tf) = 1 

0 { x { a ) ) / x ( a W ^ ) ) / ^ ) = i 

a0(x(S))/x(6) = 1. 

Here Ti, T2 represents the tangent direction of the curve r in T at the identity and aa and 

op are simple reflections associated to the simple roots a and /3. From the choice of B0 made 

following lemma 5.3 the image of the group A in the Weyl group is the subgroup of order two 

generated by the reflection oa, Let o~0 be the representative of aa in A. Then (3.13) and (5.10) 
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specializing to the divisor Ea give 

(5.11) 0a{x{aMO = e 

0a{x{a))/x(a) - 1 

0a{x{a))/x(a) - 1 

^ (w) = w/wB 

aa(w) = W/WA 

o~o(w) = -w/wA 

where we introduce abbreviations 

(5.12) wA = 2{Tt - T2)w + 1 

wB = -2T2w + 1 

wD = 2Txw + 1. 

and f is an element of Fx. Since cr0,cra and ap generate W x A we easily deduce the following 

charts: 
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(5.13) 
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wB 
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wB 
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wB 
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/ £w2 WA 

wBx{i)' wB 
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. —w —w 

WDX{I)' wBx(i) 
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vWDXWDX 

WDX{I) ' 
vwBxWDX( 

df 

00 

(JßVotOQ 

(JßVotOQ 
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wB 
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wA 
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wD 

wB 

wD 

wB 

wA 

1 
wA 

WJB_ 
wD 

wB 
wD 

o{wB) 

Wp 

wA 

wD 

WA 
wB 

1 
wB 

wB 

wB 

wA 

1 
wD 

WA 
wD 

o(wD) 

wB 

W A 

wB 

dsd1 
wB 

W_A 

wB 

wD 

wD 

WA 

WA 

wD 

1 
wD 

wB 

wB 
W A 

1 
$WA£ 

wB 
{CwD¿) 

wB  
(ÇwAwD£) 

wB  

{çwAwD£) 

wB 

(<T™D0 

1 
(ft"A0 

1 
sd 

ta 

( e . r 1 ) 

( — , — ) 
W A W 

WD ™D 

wAwD ' WDf 

/_w2_ wA  
wAwD ' х(7)к;Б 

. wf lu 
X(7)WB'WDX(7)$ 

/ Wí WA \ 
XÍ7) ' tu 

(JßVotOQ 
(JßVotOQ 
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f is a constant in Fx. It is a norm of an element in the quadratic extension E (associated to 

the unitpotent element Uo) if and only if G is split. To see this we argue as follows, w = 0 

defines the intersection of E& with E0. By (3.6) the fibre Ea(u0)) n E0 may be identified 

with a subvariety of the Springer variety. This fibre is 1-dimensional, closed, and consists of 

(u0, {B(W))) e Ea{u0)nEo with B{W) = B(W+) e ta for all W, and hence it is isomorphic to 

ta with coordinate f. Pull the action of W x A back to Gal(F/F) (3.13) and note that since when 

w — 0, then lu^ = u>B = it;£> = l i t follows that £ is a coordinate over the quadratic extension 

E of F whose absolute Galois group maps to the identity of A. The condition a2 — 1, for 

1 ^ o e Gal(E/F) together with tfo(f) = 1/EE forces <; e Fx and the elements of Ea(u0)C\E0 ta 

are in bijection with elements of E with norm f. Also £a has F-rational points if and only if 

B\Pa contains a Borel subgroup over F which is true if and ony if G is quasi-split. Thus f is a 

norm if and only if G is quasi-split. This fact will account for the signs €Q (5.1) that enter into 

the formulas for the germs. 

It is shown in [H] that /c is trivial on the cocycle 

(5.14) <7A Aa" (70 1 o-C 1. 

and K, is trivial on the cocycle aa i-> 1 OQ \-+ Â " a0 1 if and only if Ü" is split. 

Let E be the quadratic extension associated to the fixed unipotent element uo. We define a 

cocycle taking values in the 1-dimensional torus £/#(1) split by E as follows. For a fixed w = WQ, 

the fibre over w, which is isomorphic over F to P1, does not necessarily have any F-rational 

points. It does if and only if the cocycle depending on w 

(5.15) aa : a 
(JßVotOQ(JßVotOQ(JßVotOQ 

is a coboundary when evaluated at w = w0. The germ, being a principal value integral 

over Ea(uo) may be expressed as a double integral over f and then w if we integrate only 

over those points for which (5.15) is a coboundary. Let YJE be the non-trivial character on 

Hl{Gal{FjF),UE{1))- Then the subregular germ is equal to 

(5.16) s 
ds EA(U0] 

dw 

w2 

xc 
xc x 

(JßVotOQ(JßVotOQ 

NML 

x 

LEI P!(F) 

(JßVotOQ(JßVotOQ 

2 

du; 

w2 
K,(ta) 

w 
w 

2 JVml 

w 

xx (JßVotOQ 

(JßVo du 

u;l2 + 1*1 
2 TVml 

wx 
x 
lexi PJ(F) 

(JßVotOQv(JßVotOQ( 
ss 

hi2 
. 
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Here £ ranges over the set of norm one elements in E: Nml = de/{£ g E | <?(£)£ = 1 for 

o G Gal(E/F) o ^ l } . (In particular fNml is independent of the tangent direction.) Notice 

that in (5.16) we integrate over P1 x P1. To justify integration over P1 x P1 rather than over 

the rational surface Ea(uo) we must consider coordinate patches other than Yu and check that 

the principal value integral is unaffected. This is done in [H]. It is also a simple consequence of 

calculations done in section 7 on other coordinate patches. 

Identify roots in ESO(2n) and Sp(2n) as in the beginning of §4. 

PROPOSITION 5.17. Let (T,/c) be a pair associated to the non-split group ESO(4). Then the 

subregular germs on G for the pair (T, /c) are zero. 

REMARK: The group ESO(4) has no F-rational subregular elements. Proposition 5.17 gives 

the transfer of the subregular germ in this case. 

PROOF: By (5.2) we may assume that ESO(4) is split by the quadratic extension E' associated 

to the unipotent class OE> (that is E'=E). Thus the group WT x A is equal to a subgroup of 

WT x A C 
1, CTA, OaOQ (TaO0, OQO^OQ 

^ G0(Jo, O-0O-aOO, oaO0aaoo, oaO0Oo 

(TaO0, 
(TaO0, 

where WT = {oT \ o G GalyFJF)\. 

We introduce the new variable £' = wp£ and remark that a(£') = £' or l/Ç£' if o G Hi (by 

the chart (5.13)) so that the cocycle aa is trivial if G is split and non-trivial if G is not split. 

The factor ^ ^^{UO) ^ (5,15) js then identically 1 if G is split, 0 otherwise. This proves the 

proposition when G is not split. 

Let t = ( ,1), ba — c{t)t~l. It is given on generators of Hi by <ra 
Wn 

1 w ' ^ } 

O-0O-Q H-> (-WD,1). ta and bata have the same class and bata is given by 

WX (TaO0,(TaO0, 
(TaO0,(TaO0, 

(TaO0,(TaO0,+ 

It follows that bata for <j G Hi is independent of w. We may integrate in (5.16) first over w. But 

f-PWJT̂  T~To = 0 [LSI] so that the germ is equal to zero. This completes the proof. We remark 

that the proof does not use the fact that K is a nontrivial character. 

Next we consider the endoscopic group H — SL(2) x 17^(1). By (5.2) the subregular germ 

for pairs (T, /c) associated to H are zero except when H is split by the quadratic extension 

associated to the unipotent class. We assume that E splits H. We identify the nontrivial 

element of the Weyl group of H with the simple reflection op and the automorphism which 
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twists the torus £/#(1) with the element o^o^opOo,. The factor CQ reflects the fact that by (5.2) 
def 

we may assume E' = E. Then we have WT x A C {1, op, o^o^opo^ aoaaapc^op) = Hi. 

PROPOSITION 5.18. (1) Let (T,K) be a pair associated to the non-split endoscopic group 

H — SL(2) x £/#(1). Then the nonzero subregular germ on G for the pair (T, /c) considered as 

a function of the tangent direction (Ti,T2) of the curve T at the identity element depends only 

on T2 not T\. 

(2) The subregular germ of the unipotent class OE on G for pairs (T, /c) associated to SL(2) x 

UE{1) are given by the first row of (5.1) where 

T1(E,E",P) = \\\ 
JVml 

dt 
Ze P1 

RJE(rV2/wB) 
dw 

H2 

Here the action of Gal(F/F) on w is determined by the rule &p(w) = W/WB, O^O^Opcrotop(w) — 

—w. Nml denotes the group of norm 1 elements of E. 

(3) The transfer (2.8) of subregular germs near the identity is compatible for various choices of 

(T, /c) associated to SL(2) x U#(l). (In other words the function fH may be chosen independent 

of(T,K).) 

PROOF: The character K of H1(Gal(F/F),T) may be identified with the nontrivial character 

on H1(Gat(F/F),UE{l)) under the projection T C H = SL{2) x UE(1) -> UE(l). We then see 

using (5.13) that K(ta) equals TJE applied to w2/w^wr) G Fx. (We use TJE indiscriminately for 

the nontrivial character on UE(1) and the nontrivial character on Fx trivial on the norms of 

E.) Again by (5.13) r]E{aa) of (5.15) is equal to rjE applied to WaWd $ e Fx. By (5.16) the 
WB 

germ is equal to 

(5.19) I* 
2 

sD 

SDS VE 
w2 

wAwD 

dw 

w Is 
+ 

SD 

2 

SD 

lei 
+ D 

W2Ç 

WB 
) 

dw 

W2' 

wB = —2T2w + 1 depends only on T2 not T\ and by (5.13) O{W)^G{WB) for a G Cl\ depend only 

on T2 not T\. Thus the second term of (5.19) depends only on T2. 

To show that the first term of (5.19) is independent of T\ we introduce the variable 

w' = wl2T\w + 1 = wIWJJ. Simple calculations give 

(5.20) 
dw 

w2 
D 

dw' 

w'2' 

w2 

WAWn 
+ 

w'2 

{-2T2wf + 1) ' 

and writing w'B = —2T2W' + 1, 

(5.21) 

op 

OQOOLOpo-ao~p 

a[w) 

W/WB 

—w 

o{w') 

w'/w'B 

-w' 

o{w') 

l/wB 

wB 

o{w') 

l/w'B 

w'B 
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We see that the first term is independent of T\ (because w' wB,o{w') and o{wB) are). 

In fact, the second term of (5.19) is equal to nE(^) times the first. In particular, if G is not 

quasi-split the germ is zero; if G is quasi-split then the germ is 

DF 
dF 

DDF + { 
w2 

WE 
) 

dw 
M2" 

(3) To prove compatibility it would be easy enough at this point to identify the principal value 

integrals with those of [LS]. But instead, we use the fact that the subregular germ is invariant 

in the direction of Tx. Thus a function supported on regular and subregular elements satisfies 

Aj,K$g,,c(7,/) = A^''c$^',c(^o7,/) (assuming that z0 — exp(zTi) and 7 are sufficiently small), 

so that the germ expansion at the identity coincides with the germ expansion at z0. By (2.11) 

A^K^T^(z0lJ) = A^$^J' ; 'C(7 , / ) . K is trivial on (T\M)(F) and Mder^ Hder so the result 

follows. 

Next we consider the case that H = Sp(4), G is not quasi-split and the integrals are all 

stable. 

PROPOSITION 5 .22 . If (T, 1) is a Cartan subgroup of G and G is not quasi-split, r^I'1) is the 

germ on the quasi-split inner form and r ^ ' 1 ) is the germ on G. Then T^'1) = —Tq^'1^. 

PROOF: The factor K,(ta) of (5.16) is constant so that by the result fRI^FJ DW!|W|2= 0 it follows 

that the first term of (5.16) is zero. The cocycle aa for G and a%3 for the quasi-split inner form 

differ only by the factor f. Thus we have 

r(r,i) = D 

2 
DE 
DF /P1 (F) 

o{w') dw 
M 2 

X I'M 
2 o{w') 

C 
C 
C 
C 

riB{aV\ 
dw 

W 2 

o{w')o{w') (TA) 
qs 

= - r (TA) 
X 

since T)E{<;) = —1 because £ is not a norm if G is not quasi-split. 

Finally we consider the endoscopic group H — 50(4) . Since H is split we must consider 

all subregular unipotent classes including the distinguished one. The Weyl group of H may be 

identified with { l , cra, OQO&OQ, o^opo^op). The group WT x A is a subgroup of 

o def 1, 0"co o-poaap, oaopaaop 
[cr0, o-ao0, o-0O-ao-0O-o, oaopoaopo0 ; 

PROPOSITION 5.23. (1) Let (T,/c) be a pair associated to the endoscopic group H = 50(4) . 

Then the germ on G for the pair (T, /c) and a subregular unipotent class associated to a nontrivial 
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quadratic extension E of F breaks into a sum of two terms. The first term depends on T\ + T2 

but not Ti-T2. The second term depends on T\ - T2 but not Tx + T2. 

(2) These germs are given as in (5.1) and the transfer (2.8) to the endoscopic group SO(4) is 

valid for those germs. 

PROOF: As in the discussion of the endoscopic group H = ESO(A) we use coordinates f' = wD£ 

and w instead of fand w. We have by (5.13) <7a(f) = f, crao-paao-p(£f) = 00(f) = 

.IDBWD w_j_\ Thus rjE evaluated on the cocycle aa of (5.15) equals T}E(WBWD) WBWD ^ j?x^ 
£' wAc WA$ 

H = SO(4) is an endoscopic group (up to a central factor) even if G is of adjoint type, so 

we may calculate the cocycle in the adjoint group. We form a cocycle in UE>(1) (where E' is the 

invariant field of o~a and <7O) by replacing the cocycle ta : a >—• (tia,t2a) by ea : o h-* t\Gt2cr G 

UE'{1)- The fact that WT X A is a subgroup of Hi insures that this is well-defined. By (5.13) 

we find that ea is given by 

(5.24) as 1. o{w')o{w') w2/x(^)2wBwD G .FX, 0̂ 1. 

Thus K,(ta) = r)E'{eo)- Since 2(7) G Fx, 2(7)2 G irx2 and it may be removed without affecting 

^'(e^)- Write e'o for the cocycle so obtained. 

We make the change of coordinates w — w'/(2T2w' + 1). Then e'a becomes aa \-+ 1, 

o^apc^ap ' • w'2/(2{Ti+T2)w'-\-l) € Fx, a0 1. The action of Cti on the variable w' is easily 

seen to be aa(w') = w'yo0{w') = -w'/(2{Ti + T2)w'+i), a «0 pa P(w') = u//(2(ri + T2)u;'+l). 

Also dw/w2 — dw'/w'2. It follows that the first term of (5.16) is — / ^J- / r)E'{efa) ^ which 
2 |f| \w \z 

is independent of T\ — T2 because the action of Hi on wf and the cocycle e'a are independent 

of T\ — T2. Moreover the action of cra on ti/, (T\ + T2) and 2{T\ 4- T2)w' -f 1 is trivial, so 

the data defining the principal value integral is the same for = (o'OCCTPA^ap) as for Wr = 

(o-aapaaap, aa) and (o~paacrp), and the same for P r̂ = (<7a) as for V r̂ = { l } . 

To prove that the second term of (5.16) is independent of T\+T2 we return to the coordinates 

(tu, £'). Note that kwB/w lies in the quadratic extension E" which is invariant by o(XapaOTGPOO, 

opo^opOo where k is a constant chosen to satisfy o~a(k) = A;, aaapo-ao-pa0(k) = — k. Also if o 

is a nontrivial element of Ga\(E"/F) a(kwB/w)(kwB/w) = \a(k)k)wBWD/w2. Thus up to 

a constant WBWD/W2 modulo the norms of E' is trivial or nontrivial according as WBWD/W2 

modulo the norms of E. The result is that K,(ta) = r)E'{e'a) = r)E{ea)> aim ^[t^VE^a) = 
2 w2 

VE(e'aaa) = r)E{ef~1aa) (rjE has order 2) = rjE( ) = VE{ )• Special argument 
wBwD wA$ wA 

is required if E' or E" — F but it is easy to check that the conclusion K,(ta)r)E{aa) — VE{W2/wA) 

232 



SHALIKA GERMS ON GSp(4) 

still holds. Thus /c(̂ (T)r7̂ (acr) depends only on T\ — T2 (through WA = 2{T\ — T2)w + 1) and not 

on T\ -f- T2. Furthermore an examination of (5.13) shows that the action of Hi on w and wA 

depends only on T\ — T2 and not 7\ + T2. Moreover the action of opo^op on w, T\ — T2 and 

WA is trivial, so the data defining the principal value integral is the same for WT = {oaapoacrp) 

as for WT = {ppo^op, Oaopoaop) and WT = (o"a)» and the same for WT = {opo^op) as for 

WT = {1}. Consequently, the second term of (5.13) depends only on T\ — T2 and not T\ +T2. 

We conclude that the germs are given by the entries of (5.1). 

Compatibility of (2.8) for various pairs (T, /c) is known in the special case that T lies in a 

parabolic subgroup of G. Since we have expressed the subregular germ in terms of the germs 

associated to T lying in a parabolic subgroup compatiblity for all pairs (T, K) associated to 

SO{4) follows. 

The following proposition will complete our study of the subregular germs. 

PROPOSITION 5.25 . (1) Let (T,/c) be a pair associated to the endoscopic group 50(4) . Then 

the germ on G for the pair (T, /c) and the distinguished subregular class breaks into a sum of 

two terms. The first depends on T\ + T2 but not T\ — T2. The second term depends on T\ — T2 

but not Ti +T2. 

(2) These germs are given as in (5.1) and the transfer (2.8) to the endoscopic group 50(4) is 

valid for these germs. 

PROOF: In the analysis of the distinguished subregular class (5.2) does not apply so that there 

are two divisors to consider. We select BQ, BQQ as before, noting that B0,B^ are now over F 

so that the group A is trivial (ao does not occur). Recall that Bo was selected to lie in a line 

¿0 of type /3 in the Dynkin curve of u0 and that the points (uo, (B(W))) of Ep{u) are such that 

B(W) e ip for all W or B(W) e t'p for all W. Let Ep(ip) or Ep(tp,u0) denote the points of 

Ep{uo) for which the first condition holds. 

The function K,(ta) is seen to be identically 1 on Ea(uo) and Ep(uo) as follows. By definition 

ta is given by (3.15) 

o (l/ziP))*3" 

AB (l/ziP))*3" 

Since H is split, K evaluated on the cocycle o~a »-»> 1, op \—> x@v, (x £ Fx) is trivial (5.14). Thus 
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we may take t a to be given by 

aa (l/*(a))« 

°0 (l/*(a))«(l/*(a))«(l/*( x{a)w{i) 

xcv 

xc 

c 

We adjust this by the coboundary ca = o(t)t~l t — (l,x(a)) to obtain taca given by a a »-> 1, 

op w/(wBx(a)x(i)). By (5.10) together with the fact that w(6) — 0 on Ea[uQ) fl Yu and 

Ep(u0) H Yf/ we see that iu/(u;jB^(«)^(7)) £ F x . Thus by (5.14) /c(£a) is identically 1 on the 

open patches Ea(uo) n Yu and Ep(uo) n Yy- and so identically 1 everywhere: /c(io-) = 1. 

We turn to the form on Ep. Recall that Ep is given by the equations x(/3) = z(a) = w(8) = 

x(a)w(i) — z{P)x(^f) — 0. For 2 ( 7 ) / 0 we use coordinates given on the patch 2 ( 7 ) ^ 0 in the 

proof of (4.4). The form WEP on Ep is given by 

(5.26) (l/*(a))«vv ( w y / A 2 ) = Res 
dX 
A 2 

dx(a)dx(P)dx(^)dx(6)dv 

dx(a) dw(i) dx(a) 

w(i)2 x(a) 
•dxMdx(6)dv. 

We take an invariant measure on the subregular class O to be 

uj0 — dxia) dxi^) dx(6) dv(a) dv(i) dv(8) 

where we use coordinates x(a), x[i), x(6), v(a), ^(7), on an open set of the double cover of O. 

Set 

m(w,x,y,z) = 

(1 x y z 
1 w * 

1 * 
1 

€ 5p(4), J0 = 

1 
1 

- 1 
, - 1 

Then (x(a),2(7),v(a),v(/3),v(6)) are coordinates for the element m(0,x(a), 2 ( 7 ) , X(6))^P, 

where \p = J0~
1m(0,v(a),v(^)iv(6))J0. 

We take the quotient W ^ / W Q to obtain the form on Ep(ip) 

(5.27) 
x(7 

dx(a) 
¿1^(7) 

iu 7 ) 2 
dip where £p is given as follows, 

If (U,BQw)v e Ep(lp) then e Ip, B0 e Ip which implies that v £ Pp D so that 

v = exp( — £p X-p). Also recall that u 0 has the form (5.5) u0 = ra(0,0,x,0) provided B0 is 

taken to be upper triangular and B^ lower triangular. Thus 1 = u — m(0, f, x, 0) so that 

on ^ ( ^ ) 
x(7) 

z(a) x 
1 

xc 
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Finally we must normalize the form of (5.27) so that it is compatible with form on Ea(u0). 

The compatibility condition is 

ResEfiuEa = ResE<xojEf3 

and provided the forms on Ea(u0) and Ep(ip, U0) are defined with respect to the same invariant 

form CJQ on O 

ResEa(Uo)wE/3 = ResEa(Uo)wE/3^). 

This condition forces the normalization 

(5.28) Efi^tfi) = 
Efi^tf 

Efi^tf 

deb 

eb 

for then ResEa^0)U)Efi^tfi) = 
dw(i] 

w(pf)2 

Write WQ for the restriction of w(i) to E(ip). Then by (5.10) 

(5.29) 

" 0 

a(w) 

a{wA) 

<J(WB) 

o(wD) 

Efi^tf 

G{WQ) 

G{WP,A) 

°(W0,B) 

°{W0,D) 

1 

£ 

w 

WA 

WB 

WD 

CP 

WQ 

W0,A 

W0,B 

W0,D 

O PL 

Efi^tf 

w/wA 

l/wA 

WB/WA 

wD/wA 

ds 

U>p/wp,A 

1/W0,A 

W0,B/™0,A 

W0,D/w0iA 

Efi^tf 

wDi/wB 

w 

WA 

WD 

WB 

wpIBC0/w0fD 

WQ 

W0,A 

W0,D 

W0,B 

0QL°00OL00 

WAWDÇ/WB 

w IWA 

l/wA 

wD/wA 

wB/wA 

W0,B£0/W0,D 

w/wQiA 

1/W0,A 

W0,D/W0,A 

W0,B/W0,A 

where wpjA — 2(Ti - T2)wp + 1, WQJB = -2T2wp + 1, and tvp,D — ^Tiwp + 1. 

We must also consider coordinates patches with BQ^B^/F such that BQ13 is the point of 

intersection of lp and £a (resp. t'0 and la). On this patch zc —de^ z(/3) and £c —de^ v(f3) serve 

as coordinates on E(ip,uo) (resp. z'c1 £'c on E(t'p,uo)). 

To distinguish coordinates on various patches we add subscript a's to coordinates on 

E(la,uo) and subscript /?'s to coordinates on E(ip,uo) (resp. E(l'p,uo)). On E(ip,uo) we have 
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(5.30) 

^ = 2 c / ( fc + 2r22c)T2zc, iß = -We 

sdd -Wßl£ß(\-2T2wßV ic = - l / f r . 

On jE(£a,uo) we have 

(5.31) 

-lif -life wa = -w'J{2{Tl - T2)w'a + 1) 

£« = - l / £ a , «>' = - w a / ( 2 ( ^ - ^ ) ^ + 1). 

On E{t'g, uo) we have 

(5.32) 

df = ^ / (e j + 2r 2 Z j ) , £/#(l-2r2«£) 

df = - « £ / # ( l - 2 r 2 « £ ) , £/#(l-2r2«£) 

The form on E{iß, u 0) is -dzcd£c/z% = dwßd^ß/w^ß and the form on E(l'b,uo0) is -dz'cd£'c/z'c

2 = 

dw'ßdi'ßlw'2i'ß. 

Truncate near E{tß,u0) n E(ia,u0) in ^(fy.uo) (The £a-pole) by 

-2T 2 u; ö + 1 

(Ti -T2 ) wb+ 1 
eb >q~m. 

By (5.29) 
-2T 2 u; ö + 1 

£/#(l-2r2«£)£/#(l £3 is a variable over F. Since by (5.30) 

1 

ic + {Ti + T2)zc 

wx 
(-2T2Wß + l)Zß 

(Tx - T2)wß + 1 
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£/#(l-2r2«£) 

£/#(l-2r2«£) 
£/#(l-2r2«£) 

W0 

x 

to 

Zc 

xcv 

ia 

xc 

xc 
cx 

cc 

xc 
xc 

cxx 

PV1 

PV2 PV3 PV.N 
4 

P V 5 

V T 2 s d d 0 
V T 2 s d s 

0 
0 

This diagram should help to clarify coordinates patches. It also ident,hes how the 

principal value integral will be broken into five pieces by truncating the integrals 

near the poles. 

this region is the same as | 6 +(T1 + T2)zc\ < qm. Let £e = ic + {T, + T2)zc. Then zc and £c 

are variables over F and 

pv1 
dffg J\£A<QM 

dec 
T>1 

dzc 

k2l 
= o. 
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Truncate in E(ifg, u0) near the £^-pole by 
-2T2w'0 + 1 

(Ti - T2)W'Q + 1 ft 
> g~m. Then similarly PV5 = 0. 

Truncate near the £«-pole in E(Ea,u0) by |(2Tiu;a + 1)£<J > q m and near the £'fl-pole in 

E(ta,u0) by 
(2(Ti - T2)u>a + 1] 

( - 2 r 2 < + 1) 
d > g"m. ( 2 7 > a + l)£a and 

( 2 ( r 1 - T 2 K + l ) 

( - 2 r 2 < + 1) 
Ea are 

variables over F. Then since 
sd1 

(2rlWa + i)ea 
s 

; -2 (T! - r 2 ) < + 1 ) 

( - 2 T 2 < + 1) 
& let £a = {2Tlwa + l)ia. 

£/#(l-2r2«£) 
£/#(l-2r2«£) 

2etw 

ZE 'pi 

dwa 

K l 2 
= o. 

The contribution PV4 to the germ at the pole t'0 Pi ia is given by (1.3). The function M is 

given by m(ao) + 2m where «o is defined by: 

a0 = lim 
A—0 

A 

enea 
= lim 

x{a)x(ß)w{i) 

i h ) 

r 2 ( T i - r 2 x + i 
- 2 T 2 < + 1 

-2T2u;J, + 1 

[T1-T2)w'ß + 1 £c*ft 

Here fâ  and Eb are variables over F. Their definitions - if not clear - may be read off from the 

denominator of this limit. On Ea(u0) x{i)/x{(3) = 1 / 2 ^ (5.8), on E(i'0,uo) x(i)/x(a) = 

(5.27) and w'^ = w'p = tu('y) on their intersection so that 

ct0 = lim 
2x(^)w;(7)| ((Ti - TaM-y) + 1) 

(2(Ti-r2)ti;('y) + l ) 
= 

2x(7)w;3 

( i - C T i - T . ) ^ ! ) 2 w 2 3 

where ws = wfa/((Ti — T2)w'a + 1) is a coordinate over F. Thus M and hence PV4 depend only 

on Ti — T2. 

Similarly the factor a at the (¿3 n £a)-pole is up to inessential factors is 

w 

-2ToW + 1 

[T1-T2)w + 1 

2Tlw + 1 

-2T2ti; + 1 

W4 
[i-iTr + TïYwD 

where w4 = w 
fTi - T o W + 1 

is a variable over F, so that PV2 depends only on T\ + T2. As 

in the proof of (5.23) we see that PV2 is expressed in terms of the corresponding terms PV2 

associated to a Cartan subgroup T' contained in a parabolic subgroup (WT> = (aa) or { l } ) 

for which compatibility is known. The term PV4 is analyzed similarly. Hence the proposition 

follows. 
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§6. T H E TRANSFER OF 2-REGULAR GERMS OF G S P ( 4 ) 

There are no 2-regular elements in G(F) if G is not split. Consequently, we assume in this 

section that G is split. We also take G = Sp(4) but since we only prove the transfer of germs 

(2.8) for GSp(4) we assume that the endoscopic groups of G are cuspidal and split. This leaves 

the group H = SO(4). We may make this assumption by the remark of (2.5) and the fact that 

all the endoscopic groups of GSp(4) are split. (They are split because the derived group of the 

dual of GSp(4) is simply connected.) 

Recall that all unipotent 2-regular elements are conjugate by PSp(4,F) or equivalently by 

GSp(4, F). We have seen that there is one divisor E2 of the Igusa data which contributes to the 2-

regular germ. On the patch Yjr/, E2 is described by the equation z(a) = x(a) = x(/3) = 2(7) = 0. 

On the smaller patch where x(6),w(i) ^ 0 the equations become 

(6.1) \ = x{~t)2w(6)z{f3)/\ £/#(l-2r2«£) 

x(a) £/#(l-2r2«£)£/#(l-

x(a (w(n)2x(6)) (w(n)2x(6)) 

z(a) = 
x(i)w(6) 

w(i)x(6) 
and E2 is described simply by a;(7) = 0. Coordinates on E2 on this patch are x(6), 10(7), w{6), 

z{{3),v{a), v{0), vfr), !;(*). 

By [Sp, p. 148] BUo the 2-dimensional variety of Borel subgroups containing a given 2-regular 

element uo, contains a unique projective line lp of type j3 and BUo is a union of lines of type a 

which intersect the line of type /3. We consider the variety E2(uo) of all points p of E2 above 

UQ — 7r(p) G G. We fix a Borel subgroup Bo in the line tp (whose points are Borel subgroups) 

and select any B^ opposite BQ- Then by the choice of BQ xa(u0) = xp(uo) = x7(u0) = 0. Also 

if in the notation of (3.12) we have [U,BQw)v £ E2(uo), then xa(u) = xp(u) = x1(u) = 0 and 

uv — UQ. This forces v — exp(£x_p) for some f. It follows that x(6), v(a), ^(7), v(S) serve as 

coordinates on an open set of the conjugacy class Ouo of UQ while z =def z((3), f =def v(j3), 

w =def w{i) and w =def w(6) serve as coordinates on an open set of the fibre E2(uo). We also 

set 

(6.2) wA = 2 ( r i - r 2 ) u ; + l, wB -2T2w + 1, wD = 2Tiw + 1 

t = W/WB 
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The differential form on E2 is U>E2 =def Residue E2(UY I Yb) P = b(E2)/a(E2) = 3. Using 

the coordinates of (6.1) we obtain 

OJY/A3 = -x(6) 
dz 
z2 

dw 
w2 

dw 
dw 
dw dx(6)d£dv(a)dv('~i)dv(8) 

and 

(6.3] UE2 = ~x{6) 
dz 
z2 

dw 
W2 

dw dx(8) d£ dv(cc) < dv(i) dv(6). 

We separate this form into two parts: an invariant form on the conjugacy class OUO and a form 

on the fibre E2(UQ). w0 = —x(6)dx(6)dv(a)dv(i)dv(6) is easily seen to be an invariant form on 
dz dw 

OUO and WE2(U0) — —5 ̂ r^dwd^ is then the form on the fibre E2(UQ). 

Next we consider the action of the group W x A on the variables. By our choice of Borel 

subgroup B0, as with the subregular germs, A has two elements {l ,<7o}. 

Equations (5.10) give the first two rows of (6.4) 

(6.4' 

GA 

dfs 

sf 

sdf 

<?0 

w 

W/WA 

w/wB 

r£w + z)l(£ + 2T2z) 

l 

* / ( l + / r f l 
l 
l 

z 

Z WA 

z 

(w(n)2x(6))vvx 

e 
e 

2T2z + £ 

- i / e 

Tx 

T2 

Ti 

t1 

T1 

T1 

Ti 

-T2 
T2 

We have used the abbreviations t = W/WB, w = w + (Ti — T2)wA = wA + {Ti — T2)2w. The 

last row of (6.4) as well as the relation <7o(x(a))/x(a) = c£_1 (for some immaterial constant c 

depending on the representative A„ in the normalizer), used below in the calculation of cCT, is 

found by the method described at the end of (3.13). The cocycle %& is given by oa {l/x(a))a", 

op » {l/x{P))Pv,a0 (ie)^ • We adjust ta by ca d <j(t)t~l, t = (l,x(a)) 

Ca ai ( x ( a ) ) ° v , c 0 a a (wBx(a)2) , a0 eB 

As Oct 1, °& (wBx(a)2x(P))-PV,G0FDG 1. 

K is trivial on dy. df 1, OQ (w(n)2x(6)) 1. So we may consider 

(6.5) Cvtfjdv vtfjdv 1, (?C) vtfjdv1, ( 
vtfjdv 

wBx(P) 
vtfjdvvtfjdv 

^(^CT) = ^(^a) depends only on l 

We recall the fact that a(E2) = 2 implies that there is a term of the asymptotic expansion 

Fi(0,3) for every character 0 in Fx of order 2. 
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PROPOSITION 6.6. ^ ( 0 , 3 ) =0 if 0 is non-trivial. 

PROOF: Let To be a split Cartan subgroup. Then the action of G on Yr gives an action 

of To Ç G on Yp. To make this explicit select two Borel subgroups B0,Boo over F with 

B0 n Boo = T0. Then the action of t0 G T0(F) is given on YI(JBoo, B0, £) by 

{b,B^w)vto {b,B^w)vto. 

In particular it acts on the fibres tp 1(X) in Yp. Supposing to G CG{U>O)(F), it is not difficult to 

see that the action on points E2(u0) above u0 G G(F) in E2 is given by 

z sz 

d df 

w XL 

t t 

where 5 = P(t0). By (6.4) this morphism from E2{u0) to £"2(^0) is defined over F provided 

5 G FX. Call this morphism <pa. 

The morphism (p3 is easily seen to carry the form 

UE2(u0) = 
¿2 
*2 

DW 

w2 
dw d£ to itself. 

The action of <P3 on M$}E is also easily calculated. By (6.4) O(X(I))X(RY)~1 for <r G Gal(F/F) 

evaluated on E2 is a function of w,i and the tangent direction of T but not of £ or 2. By 

Hilbert's 90th we write £(7) = X(^)A with a a function of w,i and the tangent direction, and 

2(7) a variable over F. Then 

A = 
x(i)2wz 

w2x(6) 
+ 

£(7) wz 

a2w2x(6) 

and 0(A) = 0 wz 
a2u>2 rhus 

™>e,E 
def 

lim 
to 

0(A) + 
K(t<r) 

0 
5 

wz 
i2w2x(6) 

) 
) 

ia depends only on I so that £>s carries me^ to 

tz so 

0SD sûd> z s 
a2 w2 x(6) ) 

= "10,E 
0(s) 
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A change of coordinates does not change a principal value integral. Changing coordinates on 

E2(u0) by the automorphism ipa gives 

Fi (0,3) = 
E2(u0) 

Fi (0,3) =Fi (0 = Fi (0,3) = x 
1 

0(s) ™0,E\UE2(UO)\ P>\ 
H 
o 

(fi-

So that if 6(s) / 1 for some s 6 Fx we must have ^(0 ,3 ) = 0. 

We turn to the Cart an subgroups associated to the endoscopic group S 0(4). We define a 

birational map from E2(UQ) to (P1)4 by 

(6.7) 

W2 = 
-TxwB + ¿1 

T2wB li 
def 

[l + r2(r1 + T2)£)(r1 + T2) 

¿2 = 
¿2 = 

h i + 2 
wB def (-2T2w + 1) 

¿2 =¿2 h 
def {TÎ-T?) 

Z<Z = Z + PZ 
p 

def 2T2ti 

-TiWB+li 

where iu2,£2, £1, f2 are coordinates on (A1)4 Ç (P1)4. The map is birational, for it may be 

inverted by inverting the relations for £2, fi,iu2 and £2 in that order. The form OJE2(U0) m these 

coordinates is found to be 

[6.81 
T22 - T2) 

2 
dl2 
d 

dw2 

w2 

dixdi2 
¿2 =¿2 =v c VE2(u0) 

Transferring the action of W x A via (6.7) to the coordinates w2,l2i fi, f2 gives: 

(6.9) 

W2 

¿2 

6 

6 

1 

iy2 

¿2 

tl 

Î2 

Oct 

W2IP 

-I2 

kil3 

cw 
Î2 

OßOaOß 

l/u>2 

-12 

Ì2 

Ìl 

ero 

( 6 / 6 ) w 2 

¿2 

- 1 / 6 

¿2 = 

where / = l + £2 

1 - ^ 2 . m 

sd is given by an 1, aa li °ß I? = 
2£2 

/ r 

1 

1 - / 2 

sd The factor 2£2//r lies 

in Fx so that K,(tCT) = ^(t'a) where t'a is defined by ̂0 ¿2 = 1, op (1 -l2)-P\ This 
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implies that OQO^O^ —• ((1 + T2)~L, (1 — ̂ 2)_1,1 — ¿2,1 + ¿2) so that as in the proof of (5.23) 

K,(TA) — 77^/(1 — ¿2) where E' = 7nt;(cro, cra) the field invariant by aa and GQ. 

We may always choose the homomorphism Ga\(F/F) —> A so that £1, £2 — 0,oo are not 

rational points. Thus f2/fi 7^ 0, 00 and is well defined. Assume that such a choice is made. 

Also if Im((Gal(F/F) C W) = (oaoQOao¡3) then t2 = ± 1 , / = 0,oo are F-rational points so 

that the action of O^O^O^OQ on w2 for / = 0,00 is not defined. But this has an effect because 

the integrals are principal value integrals. 

The following lemma is proved in section 7. 

LEMMA 6.10. The principal value integral fE2^Uo^i^K,E\(JJE2{uo)\ Is preserved under the bi-

rational map (6.7). 

COROLLARY 1. The 2-regular germ is zero if K is trivial and WT C (l,oa,apoAOQ). 

PROOF: For 5 G Fx the automorphism of E2(UQ) sending w2 to w2, l2 to si2, fi to £1 and 

£2 to £2 is defined over F. It takes the form WE2(u0) to OJE2(u0)/s so that changing coordinates 

using this automorphism 

E2(u0) 
\UJE2(u0)\ s 

1 

\s\ E2{u0) 
fE2^Uo^i^K,E\(JJVCV 

COROLLARY 2. The 2-regular germs have the form \T? — T2 |c(T, K) for some constants c(T, K) 

depending on (T, AC). 

PROOF: The data (6.9) is independent of TUT2 and \UE2(u0)\ = |?\2 ~ T%\ |c*/| where u/ is a 

form independent of Ti,T2. 

COROLLARY 3. The transfer of orbital integrals in (2.8) holds for a function fH independent 

of (T, /c) associated to H = SO(4). 

PROOF: To prove the compatiblity of functions fH for various choices of (T, /c) associated to 

50(4) we reason as follows. We find it convenient to pass to the adjoint group G/Z, Z = Z(G) 

in which T/Z becomes a product of two tori. Germs are not affected (2.5) but we must replace 

50(4) by the product H = PSL(2) x PSL{2). We write T/Z = Sx x S2 where the tangent 

direction in Sx is Tx - T2 and Tt + T2 in S2. Fix a function / G C~(G) such that ^ ( / ) = 0 

if O is not 2-regular. Using transfer factors AH' we fix normalized subregular germs As1,B$2 

on H. Asx are functions on S\ of the form A|Xi — T2\asx, asx a constant independent of S2 (see 

[LS]). Similarly Bs, = A|Ti + r2|&s2. By (2.9) 

A r 
G 

K 
>L \2\T .2 

1 7 2 
2 c ( 2 » = A|ri-r2|a5lA* (fash 

243 



T. C. HALES 

It was argued in (2.9) that fqa is independent of T\ — T2. The choice of fqs may also be made 

independently of S\. To see this we use the explicit formula for }M in [Rj and note that the choice 

of fqa in the definition of QSR (2.10) may be chosen independently of S\. Thus we conclude 

that fj,Q,'(fqs) = X\T\ + T2\b's^ or c(T,K) = a^ft^ for some constants b's^. Reversing the roles 

of S\ and S2 we have C(T,/c) = a's1bs2 for constants a'Sx. We conclude that c(T,/c) = aias1bs2 

for some constant o^. Thus the 2-regular germ is cci\2\T2 — T2\as1bs2 = OI\As1Bs2 which up 

to scalar a\ is the 2-regular germ on H. 

§7 SPURIOUS DIVISORS AND SOME TECHNICAL DETAILS 

This final section contains the remaining details of the proof of the transfer of orbital 

integrals on GSp(4). It is shown that the construction in the preceding sections satisfies the 

conditions of (1.1), none of the divisors outside of YJJ contributes to the germ expansion, any 

amount of blowing up along subvarieties of divisors outside of Y\j has no effect on the subregular 

germs, and the birational map E2(uo) —• (P1)4 of (6.7) preserves principal value integrals. 

To obtain coordinates outside Yy we construct the variety Yp from scratch. The variety of 

stars is defined on an open patch S(B00,Bo) by 

(7.1) e_a(,S4)e_^(r4)e_<> (s3)e-0(r3)e-a (s2)e-j3(r2)e-ol (3i)e_/9(ri) = 1. 

where e_a(s) — 

1 

s 1 
1 

—s 1 > 

and t-p(r) = 

1 

3 
r 1 

1 

s 

Multiplying out the relation (7.lì we obtain 

(7.2) 

<si + s2 + 63 + 54 = 0 

fE2^Uo^i^K,E\(JJ 

r2si + r3(si + s2) + r4(Sl + 5o + So) = 0 

r2s\ + r3(si -hs2)2 + r4(si + s2 + s3)2 = 0 

There is a Gm x Gm action on S(BOQi Bo) given by (st-, rt) 1—• (ss{, rrt). There is an action 

of the cyclic group of order four given by (5t-,rt) »-»• (st+i,rl+i) with indices read modulo 4 

and an action of an involution given by (<st-,rt) *-> (—«i-i, — r2-i). They combine to give an 

action of the Weyl group on S(Boo,Bo) which commutes with the Gm x Gm action. 

We note for future reference that the equation (7.2) imply 
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(7.3) 7*25152 = —r45453 pins identities obtained by permuting the indices cyclically. 

There is a proper morphism S\ ^ S where Si(Boo, B0) — (P~1S(B00, B0) is covered by 

coordinate patches U(m,n) m, n G {1,2,3,4}. The coordinates and relations on U(m,n) are 

(7.4) 

r, s, Ri, R2, R3, R4, Si, S2, Ss, S4 satisfying the relations 

Rrrr = S„ = 1 
S, + So + 53 + S4 = 0 

JRi + #0 + 12a + #4 = 0 
#2Si + #3(Si +S2) + i?4(Si + 52 + S3) = 0 
/22S12 + JR3(Si + 52) 2 + i?4(Si + S2 + S3)2 - 0 

The morphism <p from U(m,n) to S(Boo, Bo) is given by (St-, Rj,s,r) »-> (sS{,rRj). It is 

proved in [H] that <p is a proper map from Si to S. 

LEMMA 7.5. (a) Si is covered by patches isomorphic to U(l,l) 

(b) Si is nonsingular. 

PROOF: (a) The patches S(Boo,Bo) as (BOO^BQ) vary are all isomorphic. So we may fix 

(Boo, B0)-

Let Z = {Ri,R2,R3,R4,Si,S2,S3,S4} and for p G U(m,n) set Zp = {z G Z \ z(p) = 0}. 

The possibilities for Zp are calculated in [H]. Up *to a symmetry of the Weyl group acting on 

the indices they are 

(7.6) a + 6 + c = 0,T/^0. If a = 0 then be ̂  0. 

y 

0 

- V 

a 

b 

0 

c 

0 
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(7.7; a + 6 + c = 0 x ± 0. It 6 = 0 then ac 7̂  0. 

a 

0 

b 

0 

x 

c 

- X 

0 

(7.8) x ^ 0. If y = 0 then 2 ^ 0. 

V 

0 

-V 

X 

- X 

z 

0 

- L. 

(7.9] y ^ 0. If x = 0 then z ^ 0. 

y 

Z 

0 

x 

- z 

0 

- X 

-y 

where the variables are arranged around the squares as follows: 

s 2 

R3 

s 3 

R2 

R4 

S i 

Rl 

S4 

Notice that (7.3) now states that the product of variables along an edge is the negative of the 

product of variables along the opposite edge. 
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By examining (7.6)-(7.9) it is evident that there are always two adjacent variables on the square 

that are non-zero. By the action of the Weyl group, we may take the adjacent variables to be 

Ri,Si. Such a point is contained in a patch isomorphic to 17(1,1). This proves (a). 

(b) By (a) it is enough to prove that c7(l,l) is nonsingular. We consider two patches A 

and B. 

(A) Let x = 54, y = S3R4. Then inverting the relations (7.2) we find 

(7.10) 

5i = l 
S2 = xy + y - 1 
S3 = -x - y - xy 

S4 = X 

i2i = 1 
#2 = -xyl{xy + y - 1) 

Rs = x/ ({xy + y + x) (xy + y - l ) ) 

A4 = ~Vl (xy + y + x) 

We see that x and y are local coordinates, unless (x,y) = (0,1) or (0,0). (Unless the 

numerator and the denominator of R2,R3, or R4 simultaneously vanish, x and y describe a 

point in Si(BOQ,B0) although not necessarily a point in £/(1,1)). By (7.10) it follows that 

(7.11) t def 
V X = 

S3R4 

s4 
d 

— R4 
S2R3 

d 
R2 

R3S3S4 

Near (x,y) = (0,0) we may select coordinates (x,t) or (y, 1/t) unless R2 — R4 = S4 = 0, Ri = 

5i = 1, S2R3 = 0. But the list of possible patterns Zp in (7.6)-(7.9) shows that this never 

occurs. We conclude that patch (A) (together with the variants (x,t) or (y,l/t)) covers points 

such that (x,y) ^ (0,1), i.e., 54 = 0,S3R4 = 1. 

(B) Let Si = Ri = 1, a = 52, b = R3. Then inverting the relations (7.4) we find 

(7.12^ 

5, = 1 
So = a 

S3 = (1 + a] I (ab-I) 

SA ~ —ab Il + a) I lab- 1) 

Ri = 1 
R2 = -6(1 + ay / ( l + 6a2) 
R3 = b 
R4 = ~{ab - l)2 / ( l + 6a2) 

We see a and 6 are local coordinates unless ab = 1 and 1 + a = 0, i.e., a = —1, b = — 1 

(S2 = - l , S i = l,fl3 = - l ) . 

Points in the complement of both patches must satisfy 54 = 0; Ri, S\, S2i R3, S3, R4 ^ 0. This 

is impossible by the list of possible patterns (7.6)-(7.9). 

Next we turn to a calculation of t~1n~1t n G N for n G iV, t G T. Using the notation following 

(5.26) we let 

2/ = m(yß,yoc,y1,y6) (n;7 = rc7 - nan^) 

2/ = m(yß,yoc,y1,y6) 2/ = m(yß,yoc,y1,y6) n, y G iV 

2/ = m(yß,yoc,y1,yoc,y1,y6) 
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LEMMA 7.13. 

y CL = (l-*2*i )»« 

yb = (l-t^)nß 

Vi = (l-^2-1^1)n7 + 2/ = m(yß,yoc,y1,y6) 

y'. = ( l -*2 V ) nl *+" (*2 2 — l)na^ 

y* = (l-*-2)nfi + (¿2 1*i 1 - ¿2*1 1)^o^ 

provided y — t 1n lt n. 

PROOF: Elementary matrix computation. 

Identify Bo with the group of upper triangular matrices and fix an ordering on the positive 

roots a choice of root vectors by the condition 

7' 
m(x(ß)ix(a)ix[n m(x(ß)ix(a)ix[n)ix{6)). 

By definition (3.12) w(a) = w(ß) = 1, w(i) = ^y^/yaVß and w(6) = * YS/YIYß so that with 

a — tit -l 2 
m(x(ß)ix( — tit2,6 = t2 we have: 

(7.14) 

w(7) = ( 1 - 7 - M A 
( l - a - » ) ( l - / 9 - i ) 

71™ 
nann + 

m(x(ß)ix(a)ix[n 
( l - a - i ) ( l - / ? - > ) 

m(x(ß)i 
)ix(a)ix[n 

( 1 - «-1)2(1 -ß-l) 
US 

nlnß + 
A2(7"1 - a"1) 

( 1 - - / J ( 1 - - / J - i ) 
er 

nanb 

To complete the description of 10(7) and w(S) it is necessary to compute n7/(nanß)) and 

n5/(nan/?) m terms of coordinates on the star variety. The functions ncx,nß,n1 and are 

determined by the relation Bnvyn-1 £ Bu; for all u; E W (the Weyl group) with W = W(u) (a 

Weyl chamber). 

LEMMA 7.15. nUnanß = S4/Su n7/(nan£) = (S4/Si) + l, n6/(nlnß) = (RiS4)/(R4S3), 

z(a) = -s4\/(l - a"1), z(ß) = riX/{l - ß~l). 

PROOF: The final two relations are found in both [L] and [H]. By nwa 1 6 Bcj we have (by 

writing out these matrices) 

na = -l/s4in0 = l / r i ,^ = -nß/si = -l/risi. 71̂  = 71̂  + nan/? = -l/risi -

l/ri54, r4s4ns = na + r4n7 = —l/s4 - r4/ris1 - r4/r1s4 = -{riSl + S4r4 + r45i) /risis4 
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-r3S2/{ris1s4) = -r3S2/{-S2r3S3) = I/53, ns = l/{s3r4s4) = -l/(r25l52). We have made use 

of (7.2) and (7.3). This completes the proof. 

Now combinine (7.14) and (7.15) with A (1--/J(1--/J B = ( l - / ? - 1 ) ^ , C = ( l -
(1--/JJ L> = ( l -^-M/A we find 

(7.16) 
(1--/J C 

AB 
s4 
f + 1 + 

( A - C ) 
AB 

dff 
C 

AB 
54 
df + 5 

(1--/J x 
A2£ 

(ris4) 
{r4sz) + 

( A - C ) 
(A2S) 

s4 
si 

xc 
(s4Tl) 
(r4s3) •)( 

D 
A2B 

risi 
risi 

4-
( A - C ) 

A2£ 
7-4-S3 
risi 

j 

We are now in a position to identify all divisors and calculate their associated constants a(E), 

b(E), (5(E). By (7.5) we may assume that Rx = Si = 1. 

Begin with the assumption that g =def (-̂ Fg + ^ ^ 4 ^ 3 ) ^ 0 at p, a point on the divisor 

E. We consider several patches. We begin by using (7.15), (7.16) to rewrite the equations 

Xw(S) = z(a)2z{f3)x{6) 

x(a) X 
z(a) 

x(0) = X 

x{l) = 
Aw (7) 

z{a)z{0) 

in the form. 
(7.17) 

A = 
R4S3S4s2rx{6) 

A2Bg 

x(a) = -S3R4rx{S)s 
ABg 

x((3) = 
S3R4S4s2x(S) 

A2g 

x(i) = 
-S3R4sx(S) 

A2g 
C 

AB S4 + 
1 
B 
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[g^O, Patch A (x,y) ^ (0,0) x = S4iS3R4 = y) 

(7.18) A -
yxs2rx(6) 

(A2Bg) 

The form OJ ~ dX dx(a) dx(/3) dx(^) dx(S) dv in these coordinates becomes (we may treat 

A,B,C,D as constants as À —> 0) 

(7.19) 

io — dX d 
XA 

-S4s 
d 

XB 

r 
d{ 

Xw(i)AB 

— Ò4Sr 
dx(8) dv 

sd 
Xsx(8) 

92 

CD 

AZB 
dy 

ds 

s 

dr 

r2 

dx 

sd 
dx(8)dv 

We obtain the divisors on this patch 

Ea defined by x = 0; a{Ea) = 1, P(Ea) = 3, S4 = R2 — R3 — 0, 

(1--/J x(a) = 
-yrsx(6) 

fABg d 

xfo) = 
-ysx(8) 

A2g 

C 

'AB 
54 + 

5 

Eo defined by y = 0; a(j£6) = 1, P{Eh) = 4, R2 = R4 = 0, x(a) = x{P) = x(-/) = 0. 

E2 defined by s = 0; (1--/J(1--/J /?(£2) = 3, x(a) - *(/?) - xh) = 0. 

£"a defined by r = 0; a{Ea) = 1, fl^) = 2, x(a) = 0, etc. 

E id defined by x(8) = 0; x(a) = x(P) = x(i) = x(8) = 0. 

Now we drop the assumption that (x, y) / (0,0) and introduce the assumptions g ^ 0, 

Patch A, coordinates t = y/x, x (y — tx). 

(7.18) and (7.19) become 

X = 
tx2s2rx(8) 

A2Bg 

SD 
X3x{8)CD 

ASB 
dt 

ds 

s 

dr 

r2 
dx dx(8) dv 
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We have previously considered the divisors given by t = 0, 5 = 0, r = 0. xlb) = 0. We 
obtain the new divisor given by x — 0. 

EC given by x = 0; a(£c) = 2, 0№c) = 7/2 

Nov/ we drop our previous assumptions and introduce the assumptions g ^ 0, Patch A, 

coordinates u — x/y,y (x = uy). 

Equation (7.18) becomes 

A - uy2s2rx(6) 
A2Bg 

It is easy to see that all of these divisors meet a patch previously considered. 

Again we drop our previous assumptions and assume that we are on patch B with coordi­

nates a, b and that g ̂  0. We have by (7.10) and (7.12) 

x = 
-ab(l + a) 

ab-1 V = -
(l + a)(l-ab) 

l-h&a2 

Since a = S2 and b = R3. If ab = 1 then S2R3 = 1. But 1 = S2R3 = 
T. 

xy + y + x so that 

(x,y) ^ (0,1). Likewise if 1 + 6a2 = 0 then S^RS = - 1 . But -1 = S^R3 = x(xy + y - 1) 
xv 4- v + x so 

that again (x, y) ^ (0,1). Since we have already investigated the divisors for g 7̂  0 (x, y) ^ (0, l) 

we may assume ab — 1 ̂  0 and 1 + 6a2 ^ 0. (7.18) and (7.19) become 

A = 
ab{l + a)2s2rx{6) 
(l + ba2)(A2Bg) 

sd Xsx{6) (1 - ab) 
ab(l + a) 

d [l + a)(l-a&) 
l + &a2 

ds 
s 

dr 
r2 

d ab(l + a) 
1 - ab 

dx(8) dv. 

The three divisors s = 0, r = 0, and z(<!>) = 0 have already been considered. If (1 + a) = 0 

then i?2 = £3 = S4 — 0. Thus (x,y) = (0,0) and we find that (l + a) = 0 defines the divisor 

EC considered above. If b = 0 then 54 = R3 = R2 — 0. (x,y) = (0, -1 - a) and we find that 
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6 = 0 defines the divisor Ea. Finally if a = 0 then S2 = S4 = 0 and (x,y) = (0,1). Call 

this divisor Ed- We have a(Ed) = 1. Moreover, writing (1 + a)(l — ab)/(l + 6a2) = ami + 1, 

6(1 + a)/(l — a6) = ra2 we have 

d 
(1 + a)(l - a6) 

l + 6a2 d a6(l + a) 
1 -a6 

— d(ami) d(am2) = 5(ami, am2) 
d(a,6) ia d6. 

Clearly a-1 d(ami,am2)/d(a,6) is regular at the generic point of Ed- Consequently 

/3(Ed) > 3. At this point we drop the assumption that we are on patch B with g ^ 0 with 

coordinates a, 6. 

If g — 0 at p E E then by the definition of g we have S3R4 ^ 0. Also the assumption that 

the tangent direction is regular implies that S3R4 / 1, or that (x, y) ^ (0,1), (0,0). Thus we 

are on Patch A. Also the assumption that E does not meet Y\j of (3.7) together with S3R4 7̂  0, 

S3R4 =̂  1, Si = i?i = 1 implies that S4 — 0 at p. In fact, using (7.3) twice we have 0 = 

SjS2S3S4RiR2R3R4 — —S2S2S2R2R2R4 — (SiR2S3R2)Sz hence S4 — 0 (Si, Ri, S3i R4 ^ 0). 

Since w(i) = -XQSA + ^ we have that 1̂ (7) ̂  0 at p. The relations (3.7) 

A = 
tx2s2rxtx2s2rx 

it; (7) x(a) = 
tx2s2rx 

tx2s2 tx2s2rx 
tx2s2rx 

w;(7) g x(7)iu(£) = iy(7)z(a)x(^) 

become using (7.15) and (7.16) 

A = —xsrx(i) 
wAB x(a) = rx(i) 

wB ' x(B\ = 
—X5X(7) 

16>A sfate = 
—ywsx(S) 

x x 

If 2(7) 7̂  0, then this last equation, together with the definition of a, yields 

1 
y 

BA2 
D 

—wsx(S) 
Ax(^i) 

(A-C) 
A2B 

This is non-zero on patch A so that y is given by the reciprocal of the right hand side of this 

equation. If x(S) ^ 0, then we obtain 

5 — -Asfate 
ywx{6) 

If 2(7) = x(6) = 0 then x(a) — x(P) — 2(7) = x(6) = 0 and we obtain the divisor Eid which is 

irrelevant for our study of subregular and 2-regular germs. The only possible new divisor on this 

patch is that given by x = 0. But x = 0 implies x(P) = 0, and by (7.6)-(7.9), R2 = R3 = S4 = 0. 

We recognize this as the divisor Ea. 

We summarize the results in the first part of the following proposition. 
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PROPOSITION 7.20. Let V be the open subvariety of elements in Fi(I?oo) which do not He 

over the identity element. Then 

(a) V is non-singular, 

(b) divisors have normal crossings in V, 

(c) divisors which do not meet Yy-nV make no contribution to the germ expansion of K-orbital 

integrals for K, nontrivial, 

(d) If E is a divisor which does not meet Yu, P{E) < 3, and T is an elliptic Cartan subgroup 

then E has no F-rational points. 

PROOF: (a) and (b) have been verified on each patch. 

(d) Up to conjugacy by the Weyl group the only divisors not meeting Yu are: 

Ea P(Ea)-l = 2 
Zs 0{Eb) - 1 = 3 
sD (3{EC) - 1 - 5/2 
Ed (3{Ed) - 1 > 2. 

The condition that 0(E) < 3 forces E = Ea on which S4 = R2 = R3 — 0. The corresponding 

pattern is (7.7). Let p be an F-rational point of a divisor under the action defined in (3.12). It is 

clear by (3.12) that if Zi(W, cti) = 0 at p for some W and simple root oti then Zi(a^LW, a{) = 0 

at p. In other words the set Zp of (7.5) is invariant under the Weyl group elements OT 6E WT- The 

symmetries of pattern (7.7) fix a chamber wall, hence the elements OT of WT do as well. This 

chamber wall corresponds to a proper parabolic subgroup over F and WT may be identified with 

a subgroup of the Weyl group of P. It follows that T is stably conjugate to a Cartan subgroup 

of P and hence that T is not elliptic. 

(c) The germ expansion, excluding the germ of the identity element, has terms of homogeneity 

0,1, and 2. A divisor E contributes a term of homogeneity /3(E) — 1 (1.1). The only possiblity 

then is Ea and homogeneity /3(Ea) — 1 = 2 . But we have seen that if Ea has F-rational points T 

is not elliptic. If T is not elliptic, the germ expansion reduces to an expansion on a Levi factor 

for which the terms have homogeneity 0 and 1 but not 2. The proposition follows. 

PROPOSITION 7.21. The morphism defined by (6.7) preserves principal value integrals. 

PROOF: First we remark that the morphism extends to #2(1*0) ~* P1 x P1 (£i> f2) with f 1, £2 

defined by (6.7). In fact, this morphism has a simple geometric interpretation. Let (6, (B(W))) = 

(bo,BQW)v. By the discussion following (6.1) nwv = exp(zwX-p) for appropriate choices of 

zw for points of #2(^0)- £1 and £2 have been chosen so that £1 = zw+ and £2 — zw_ where 
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W -is the Weyl chamber opposite W+. Thus E2(UQ) —• P1 xP1 (£1, £2) may be identified with 

the morphism E2(u0) -> P1 x P1 = B0\Pp x B0 \ Pp, (b, (B(W))) ^ (B(W+), B(W-)). From 

the definition of £(= £x) following (6.1) it is clear that fx = zw+- But f2 — VOTOPOAVPD 1) — 

aA<7/?crA<7/?(̂ vv+) = zw- by (6.9) and the fact that oOLopoolop(B{W+)) — B(W_). 

Next we prove that the birational map E2(uo) —• P1^) extends to Yi(Boo,Bo) fl E2(uo). 

Up to a linear fractional transformation (6.7), (7.16) l2 is equal to (S1R1)/(R4S3). By (7.3) 

SiR] 
R4S3 

R3S3 
R2Si 

—R1S4 
R2S2 

—R3S2 
R4S4 

The morphism does not extend only if all the numerators and denominators in (7.22) simul­

taneously vanish. But if S{ ^ 0 then i2t-,i2t-+i = 0 which implies that i2T+2, Ri+3 ^ 0 so that 

Si+i = 5l+2 = Si+3 — 0 contradicting Si + 52 + S3 + S4 = 0. Thus the map extends. 

Next we check that the birational map E2(u0) —» P1 (IVB) extends to Yi(BOQ) D E2(u0). 

Up to a scalar wB equals (7.16), (7.3) 54/5i = -R2S2/(R4S3). By the patterns of (7.6)-(7.9) it 

is not possible for 54 = Si = R2S2 = R4S3 = 0 so that the map extends. 

By considering the zero patterns of (7.6)-(7.9) and assuming that T is elliptic (T is elliptic 

when the 2-regular germ is non-zero) we may assume that we find ourselves at an F-rational 

point so that one of the following holds: 

(0 S{ ̂  0 Ri^O V» 
(n) 5, = 5q = 0 Si, Rj 7̂  0 otherwise 
{iii) S2 = 54 = 0 Si,Rj ^ 0 otherwise 
(tv) R, = Po = 0 Si,Rj 7̂  0 otherwise 
[v) Ro — RA — 0 Si,Rj 7̂  0 otherwise 

Next we check that the birational map E2(uo) —• P (w2) given by (6.7) extends to E2(uo)C) 

Yi(BOQ). Up to a linear fractional transformation it is enough to consider ii/ws or even 

def , 0 = 1 - s\ri 
•)/( 

54. 
«1 

On the patch (B) of (7.12) q is calculated to be q = \ —<T5~- On patch B (a, b) ^ (—1, —1) 
6(1 + a)-4 

so that this gives a well-defined point in P1. If WB = 0, then 54 = 0 so that we fall into case 

(iii). But in case (iii) Ri = Si = 1, 52 / — 1 so that points of case (iii) lie in patch B. This case 

has already been treated. If WB = 00 then Si = 0 so that we fall into case (ii). But in case (ii) 

1 - siri 
siri 

= 1 + 
R1S4 
R2S2 

254 



SHALIKA GERMS ON GSp(4) 

is finite, so that the map to P1 extends to such points. Finally, if WB =fi 0, oo it is easy to see 

that the map extends. 

We consider coordinate transformations from one chart to another. We compare coordinates 

for the pair (Boo, Bo) with those for the pair (B'^^BQ) — (B^^BQ) with n G N0. We have 

(7.23) sirisirisiri (bn,B^w)v"n 

where nw,v G N^, n'tf, v"n G B^, b"n G B0. Write vn~l = b8v". Then 6fe< = b". Write 

bs = sy, s = diag(slìs2ìs2-1ìsì1) y = m(yp,ya,y1,y6). Then 

(7.24) 

x(a)" 
x(a) 

bn,B^w)v" 
bn,B^ 

dlf 
d 

bn,B^w)v" 

s2 df 
s\ypz 

s\ D 
s\ypz + w 

S\S2W Ì 
x(S)" 
x(6) 

= sr2 

s\ypz WB 

(2T2zsly0 + lY 
s\ypz 

DF 
(2T2zslyp + 1) 

£" = £ 

where doubly primed objects are the corresponding variables on the new coordinate patch. Also 

z" = 
s\z 

2T2zs\yp + \ 

We remark that this is the most general coordinate transformation that need be consid­

ered. For let BQQ^B'^ be any two Borel subgroups. If there are any points of #2(^0) on 

W o o ) , W o o ) . say {P,{B{W))) and (p',(B(W)% then B{W+) G tp, B{W+)F G tp the line 

of type /3 in the variety of Borel subgroups contain uo. Since the set of Borels opposite #00 is 

open and B(W+) G tp and open sets of the Borels in tp are opposite -Boo- Likewise for B'^. 

Thus there is a B0 G tp opposite both #00 and B'^, so that B'^ = B^ for n G NQ C £?0-

We have 

s\ypz s\ypz s\ypz (£X_^)exp(-uX/?) mod TV/? 

SD 
1/(1 - eu) 

0 
—u 

1 - £u 
1 

s\ypzypz 
0 
1 

mod Np 

So that si = 1, 52 = 1/(1 — £11). v» = exp(t"X-p), e , , = e / ( i - f u ) , $2yp = -W, 

X(A)7/ 

a; (a) 
W 

1 
( î - e u ) ' 

(î-eu)' 

(î-eu)' 
= (l-(u){l-£u-2T2zu), 

(î-eu)' 

x(7) 
= — uz+(l — £,u)w, (î-eu)' 

x(6) 
= 1. 

(î-eu)' (1 - fu)wB 
(-2T2zu + ! - £ « ) ' 

r5" = 
(l — £u)w 

(1 - £u - 2T22fu) 
(î-eu)' (î-eu)'XC 4f - ¿2 

255 



T. C. HALES 

Z3 
z 

(l - £u - 2T2zu)(l - £uY 

L1 
W3 d 

(1 - (Z + 2T2)u) 

(1 - ^u) 
h . 
df 

Since ¿2 = l 2 the birational map E2(u0) —• P (¿2) extends. Selecting u so that (l — £u) ^ 0 

( l - ( f + 2T2u) 7^0) the birational map E2(u0) -^1P1(li/wB) extends so that E2(u0) -> P 1 ( i y 2 ) 

does as well. 
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