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INTERTWINING OPERATORS AND UNITARY REPRESENTATIONS II 

M. W. Baldoni-Silva* and A. W. Knapp** 

For a linear semisimple Lie group G with a compact Cartan 
subgroup, the paper [5] derived explicit formulas for the action of 
intertwining operators on standard induced representations. These 
formulas had been announced earlier ( [1] , [2], [4]) and had been used 
in combination with some known results to classify irreducible 
unitary representations in certain situations (arbitrary such 
representations for SU(N,2) , as well as most Langlands quotients 
obtained from maximal parabolic subgroups for general G ). The 
present paper gives the derivation of the remaining previously-
announced formulas, handling the case of standard induced 
representations attached to a maximal cuspidal parabolic subgroup 
when G has no compact Cartan subgroup. These formulas were 
announced in [3] and [4] and were used in classifying irreducible 
unitary representations in further situations (groups of real rank 
two with restricted roots of type A 2 , as well as other Langlands 
quotients obtained from maximal parabolic subgroups for general G ). 

The background for the formulas is as follows: The Langlands 
classification describes the irreducible "admissible" representations 
as the unique irreducible quotients ("Langlands quotients") of 
standard induced representations. The irreducible unitary 
representations in turn are those Langlands quotients that admit 
invariant Hermitian inner products. It is known when there exists an 
invariant Hermitian form, and the question is one of deciding 
positivity of the form. The form is unique up to scalars, if it 
exists, and it lifts to the standard induced representation. 

* Partially supported by National Science Foundation Grant 
DMS 85-01793 at Cornell University. 
Supported by National Science Foundation Grants DMS 85-01793 
and DMS 87-11593. 
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M. W. BALDONI-SILVA, A. W. KNAPP 

Relative to the (non-invariant) L inner product on the standard 
induced representation, the form is given by an explicit integral (or 
singular-integral) intertwining operator. The question is whether 
the intertwining operator is semidefinite. 

Rather than try to evaluate the integral operator, we follow a 
strategy that was used extensively by Klimyk, often in collaboration 
with Gavrilik, for particular groups (see, e.g., [9])» The strategy 
is to take advantage of the intertwining property to relate the 
operator on one subspace to the operator on another subspace. Indeed 
it turns out in principle to be possible to compute the form globally 

2 
just by computing the L inner product of an arbitrary iterated 
representation-image of one particular function with itself. 

In the present paper we consider the case in which the standard 
induced representation comes from a maximal cuspidal parabolic 
subgroup of G . If this subgroup is all of G , then the standard 
representation is a discrete series or limit of discrete series and 
hence is unitary. Thus we may assume G has no compact Cartan 
subgroup. We shall derive two formulas, one for the effect of a 
single step within the Lie algebra and one for the single step 
followed by a step back to the start. In two applications we give 
special cases that correspond to two previously announced results 
(Lemma l4.3 of [U] and Proposition k.l of [3]). 

Contents. 1. Occurrence of K types in a tensor product. 
2. Representations to be studied. 3« Necessary conditions for 
unitarity. 4. General formula. 5. Application to So(odd,odd). 
6. Application to certain groups of real rank two. 

1. Occurrence of K types in a tensor product 

Let G be a linear connected reductive Lie group, and let K 
be a maximal compact subgroup. We denote Lie algebras by 
corresponding lower case German letters, and we write € as a 
superscript to indicate complexifications. Let 8 be a Cartan 
Involution of g with respect to f , and write g = f © p as the 
corresponding Cartan decomposition. We fix on g a nondegenerate 
symmetric bilinear form B Q invariant under 9 such that ad g 

acts by skew transformations, B n is negative on I x 1 , B n is 
positive on p x £ , and B Q ( ! , p ) = 0. We extend B Q to § 4 ^ 

so as to be complex bilinear. 
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INTERTWINING OPERATORS AND UNITARY REPRESENTATIONS II 

Throughout this paper we assume that g has no simple factor of 
type (real or complex). We fix a maximal torus B in K and 
let t be the centralizer of b in g . Then t is a maximally 
compact 0-stable Cartan subalgebra of g (see p. 129 of [12]), and 
we can write t = b©a with a c p . Let A = A(g ,t ) be the set 
of roots of g with respect to t . The form BN induces an 
inner product (•,•) on the set of linear functionals on t that 
are real-valued on ib 0 a , and we write \i T ± \i " If ((.L^U") = 0. 

In [5] we worked with the special case t =b . Thus for now 
our results will generalize those In [5]. Starting in §2, we shall 
introduce further assumptions that make the situation in this paper 
disjoint from the one In [5]-

If jB is a root, we often write /3 = /3R + /3̂  with P ^ = P J Q AND 
j8 -j- = jS j ̂  . No root has /3̂ . = 0 since t Is maximally compact. (See 
Proposition 11.16a of [12].) Let 

AB = {ß € A I ß|Q = 0} . 

The root vectors for the members of lie either in \ or in 
(D 

p , and we call the corresponding roots compact or noncompact, 
respectively. Let 

A^ = {compact roots in A^} 
J3, C B 

A-p, = {noncompact roots In AB] . JD, n J3 

We use a bar to denote the conjugation of g with respect to 
g . If j6 = /3p, + j8j is a root, then we are led naturally to roots ]3 
and 8 /3 , and these are given by j8 = /3R - jŜ  and 6 /3 = - /3R + j3-j- . 
Hence 0j8 = -jB . 

Using [7, pp. 155-156], we can select root vectors XFT for /3 
P 

in A in such a way that 

and 
BQ(Xß,X_ß) = 2/|ß|2 (1.1a) 

9Xß = "X-ß ' (1.1b) 

For a real-valued linear functional p. on ib 0 a , we let be 
the member of ib 0 a such that \i (H) = B0(B^,H) for all H . 
(Warning: This normalization Is different from the one in [5].) 
Then it follows from (1.1) that 
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[Xp,X-j3] = 2|/3|-2H/3 (1.2) 

for £ e A . 

Proposition 1.1. The selection of root vectors as in (1.1) can  

be done in such a way that 0 X„ = Xg fi for all /3 € A - . 

Remark. We assume henceforth that the selection is made in this 

way. 

Proof. Under the assumption /3 ft A^ , p is neither real nor 

imaginary. Hence {/3 , -/3 , 0 jS , -0 /3} is a set of four distinct roots. 

First let us make a selection of X^ , , XQ^ , X_Q^ so that (1.1) 

holds. Now we shall normalize this choice. Let us write 

% = aXep and 9X_p = bX_e/3 . 

Then (1.1a) Implies 

2ab|i3|-2 = abB0(Xe^X_9/3) = B ^ , 9X_p) 

= B0(Xp,X_p) = 2/|p|2 , 

and ab = 1 . Thus we have 

6XP = aX0P and 0X_p = a"lx-0p > 

and application of 0 gives 

a<<b|i3|-2¨SS = abB<<0(Xe^X_9/3) =< B^ 
ab<<|i3|-2 = aWW<bBD0(X<e^X_9</3)< =< 

Using (1.1b), we obtain 

-X.p = 9Xp = aXQ/3 = -a9X_ep = -aax_p, 

and aa = 1 . Let us leave Xft and X ft unchanged, and let us 

redefine 

abCWW|i3|W-2 = WWabB0(XWWe^X_9/3) flm 
¨¨¨^|i3|-2 = aHbB0(Xe^X_9/3) = B^,ù^^ 

Then (1.1) is unaffected for /3 , and aa = 1 implies (1.1a) holds 

for the new XQ^ and X_Q^. Moreover (1.1b) holds for X ^ and 

X-0P since 

0X0p - 0(a0Xp) - aXp - -a0X_p - "X-0 p 
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and 

SX_6ß = 9(a6X_ß) = aX_ß = -a6Xß = -X6ß . 

This completes the proof. 

Let us fix some lexicographic ordering for a . If /3 is in 

A - A-D , we can form the four roots jB , -jB , 6jB , -9/3 of the preceding 

proof. Two of these will have positive equal restrictions to a , 
and the other two will have negative equal restrictions. The 

relevant pairs are (j8 , -6/3) and (-/3 , 8/3) . From the decomposition 

gc = bc e 9C e E cxfì ® Z ex , 
ß€A-AB P ß€AB P 

we thus obtain 

xww<cc 
cc,;:ù^^$$ 

ß CAl-Ag 
xcn;;::^l 

c(xß+x6ß) 
ß£AB,C 

cxß ( 1 . 3 a ) 

p = Q 
ß€A-Aß 

c(xß -x9ß. 
^AB,n 

cxß. ( 1 . 3 b ) 

<,;:$^^^^ 
xv;,,,qklp^$ 

Let 

AK = [ßT ß£A-AB,n; 

<wbb,;l^$$ ßeA-ABjC] 

From (1.3a) it follows that we can identify AK with the root system 

A(tC,bC) of I C with respect to bC . From (1.3b) we can identify 
An as the set of nonzero weights for the action of Ad(K) on p ; 
moreover each of these weights has multiplicity one. Note that 

A D An / 0 as soon as A contains complex roots. 

c $ 1 
4 

Lemma 1.2. 
T 
2 or 1 . 

If ß is in A , then xwb;: I2 = c|ß|2 with 

Proof. Calculation gives 

2<ß,ß> 

Iß!2 
n ;2 - he . (1.4) 

The left side of (l.*0 is an integer from -2 to +2 , since 
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|j6| = |jB| . The fact that there are no real roots implies (1.4) is 
neither +2 nor -1 ; If it were +2 , /3 would he a real root, 
while if it were -1 , p +/3" would he a real root. Hence 2 - 4c is 
+1 , 0 , or -2 , and the result follows. 

Lemma 1.3» If Yj is in A^ and is in AR , then either 
ßI=±2yI with ß-j. € Aß n , or else 

2<ßI,YI)/lYIl2 (1-5) 

is an integer from -2 to +2 . 

Proof. It is an integer since ß is a weight of p under 
the action of Ad (K) . Choose ß and y xr\ l\ with ß = ß + ß 

2 2 1 and Y=Yr+Yj- By Lemma 1.2, | Y-j-l = c | y I with c = , 
\, or 1 . 

If c = l, then Y = Yj 9 and (1-5) equals 2<j3,Y)/|YI > which 
is between -2 and +2 . (Recall we are excluding from our 
considerations. ) 

If c = 1 2 then (1.5) is 

w< 
2<ß,Y> 
M 2 wwn, 

2<ß,Y> 
M 2 

(1.6) 

and this can be greater than 2 in absolute value only if Y I S 
short and jB is long. In this case both terms of (1.6) are even, 
and the two terms must reinforce each other. Without loss of 
generality, suppose 

2<ß,Y> 
1 7 F 

cxwv 
2<ß,Y> 
M 2 cx +2 . 

Then ß - Y is a short root, and y 1 y implies 

2<ß-Y>Y> 
M * 

= -2 . 

Since ß " Y and Y are both short, we conclude ß ~ Y = "Y • Thus 
ß = Y - Y • Since the difference of the orthogonal roots Y AND Y 
is a root, so is the sum. But Y + Y is real, and we have a 
contradiction. 

If c = 1 v then 2Y^ is a root, and (1-5) equals 
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2-
2<ß,2Yl> 

|2YT|2 

which is even. If this integer is greater than 2 in absolute 

value, one possibility is that jB = ±2yT . Then 8 = 8 is in A^ , 
- L I SD 

hence is in A-g n . The other possibility is that /3 is long and 

2Yj is short (and hence y is short). Lemma 1.2 gives 
8|Yl|2 = 212Yll2 = |ß|2 = (4 or 2 or 1)Iß^l2 , 

so that 

2|ßTl 

I Y X I 
xw (27? or 4 or 4/2) . 

Thus the Schwarz inequality gives 

2<ß I ,YI> 

wcx,;^^ 
;,:ù^^^wx 

< 
2|ßTl 

xnbctp 
^jklm 

^ù 
;:mù 

(2/2 or 4 or 4./?) . (1.7) 

Ef 4 is attained in (1.7) with | 01 2 = 21/3-J. | 2 , then the equality in 
the Schwarz inequality forces jB-J. = d yj for some d. Since (1.5) 
Ls ±4 , d is ±2 . So jB-J. = ±2yI . Since 2y^ is a root, it 

follows that j8R = j8 - JB-J. is a root, in contradiction to the fact that 

there are no real roots. We conclude that 4 is attained in (1.7) 
2 2 

with |p| =|pil , i.e., with j3 imaginary. Then we have 

±4 = 
2<ßI,YI> 

xw;;ù^$ 
$ 

2<ß,Y> 
$w<< 
::;!ùoff 

d 4-
2<ß,Y> 

I Y I 2 

and I 2<!B,Y>/|Y 12| = 1 . This equality forces |jB| < | Y I > 

contradiction. 

Lemma 1.4. If Yj is in AR and is in AR with 

2 < ß I , Y I > / | Y L | 2 = -2 , then ßI = -Yl or | ßI | 2 = 21 ß1+yJTl2 | Yl | 2 . 

Proof. Suppose |BT 4 - Y T > AND LET r1T = PT+YT • This is a « l i l i J-

nonzero weight of p and hence is in AR . Let jB , Y » and r| be 
extensions of jB̂. , Yj > and l̂j to members of A , not necessarily 

consistently. By Lemma 1.2, 

lßI|2 = 2a|ß]2, |Yl|2 = 2b)Y|2, hi|2 = 2C|n|2 
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for integers a , b , and c . The norms squared of any two roots in 

A are in the ratio of 2 , 1, or 4, and thus IPj|2 = 2d|yI|2 

and |TII|2 = 2 E | Y I | 2 . Expansion of |/3i+Yi|2 gives 

cxx 

w;^$ 
$ 

x;:^ù 

ùù;w + 
2</3I»YI> 

1 ^ 

+• 1 $$ 

$w<;, 

,:!^$ù 
n,;:ù 

- 1 . 

Hence 2e = 2 - 1 , and the only possibility is that d = l and 

e = 0 . 

Starting in §2, we shall work with a specific choice of A+, 

the set of positive roots within A , and we shall let 1st be the 

set of restrictions of A n [(A - A^)U 1 . But for now let us 
, JD lif C 

suppose that A^ is any positive system for AT, . If WT/. denotes 

the Weyl group of AK and if \i f is a linear functional on b 

that is real-valued on ib , then there exists w e WR such that WJJ. T 

is A^ dominant, and we write (|if y for the dominant form. 
(P 

We say that a linear form on b is integral if exp JJ. ' 

is well defined on B . If \i1 is integral, then 2<jj f,y >/| yjI 

is an integer for every Yj g ̂ k . (Recall the argument: If 

Y e A - AB n restricts to Yj > then y gives us a copy of «u(2) 

within g . Since SU(2) is simply connected, it maps into G, and 

our assertion follows from known properties of SU(2) . ) 

Because G is linear, \i1 integral implies 2(p. 1, p)/| ]31 2 is 

an integer for every jB e A^ . This assertion follows because the 
ID 9 n 

isomorphism 

«1(2,30 s ( C H P + C X P + C X _ P ) H g 

and the linearity of G give a homomorphism of SL(2,1R) into G. 

If A1 is integral and is A^ dominant, we let Ta t be an 

irreducible representation of K with highest weight A1 . We 
(P 

shall regard p as a representation of K under Ad(K) ; we have 
<P 

observed that the nonzero weights of p are the members of An , 

each with multiplicity one. The weight 0 has multiplicity equal to 

dim o . 
Proposition 1.5« Let A1 be integral and AK dominant. Then 

(a) every irreducible constituent of T ^ F ® P ^ has highest  

weight of the form A 1 + /3 with /3 in AR U {0} . 
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(b) every irreducible constituent of t®p other than r 

has multiplicity one. 

V 
This follows from the description of the weights of p and 

from Problems 13 and l4 on p. Ill of [12]. We sharpen this result in 

Theorem 1.7 below. If AT is dominant integral, we let AR ̂ , be the subset of 

roots in à orthogonal to A1 . This is a root system, and the 
4- 4- 4-

s impie roots of ATA . . = AT. , , 0 ATr are simple in AT. since A J is 
^ K, AT K, A1 K K 

dominant. Let W^ ̂ , be the Weyl group of A^. M ; this is the 

subgroup of WK fixing A1 , by Chevalley's Lemma (p. 8l of [12]). 
To simplify the notation, we shall drop the subscripts ,rl" 

from members of AK and AN for the remainder of this section. 

Lemma 1.6. Let A1 be integral and A^ dominant, and let /3 
be in AQ . Then (A 1 4- /3)v is of the form A F + j8T with /31 in 

A U {0} , and |3f is obtained constructively as follows: Let /3-. n ——— 1 

be the result of making /3 dominant for A^ A f (by means of 

Ŵ . ̂  t ). Then exactly one of the following things happens: 

(a) AF + /3-, is AJ dominant, and jS1 = j81 . 
l — IV —-~ l 2 

(b) There exists a A^ simple root y with 2 <A ' , Y ) / I Y I =+1, 
Q ————————— ——— 

2< P 1 , Y ) / I Y I =-2. In this case p>2 = p^+y is in A^Ufo}. Either 

/3 T is the result of making /3̂  dominant for A^ ̂  T (by means of 
WK , A T ) 9 — PT = 0 * Proof. Lemma 1.2 of [5] handles the special case a =0 . In 

the general case, we argue as in that lemma, fixing the proof as 

necessary. If (a) fails, we are led to a A^ simple root y as in 

(b) or else to a A^ simple root y with 

2<ß1,Y> 

M 2 
< -2 and 

2<A'+0RY> 

w<^$ù 
wxn,;! 

< o. 

In the latter case, Lemma 1.3 says ß1 =-2y and ß-, is in A-n 
P i l B, n 

Since G is linear, 2( A 1, ß^) /1 ß-J is an integer. Thus 

2<A T,Y) /1 Y I 2 = +2 9 and we have 
s ( A ' +ßx) = ( A ' -2Y) -ß± = A ' . 

Hence ,8' = 0. (in any event /3-̂ +y is in An|J [ 0} by 

consideration of the y weight string.) 

So we may assume y Is as in (b). As in [5], A T 4-/3 is 
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conjugate via WK to A' + /32 , where p ^ ^ + y • If P2 = 0 , then 
/3 ! = 0 . Otherwise Lemma 1.4 gives 

|pj2 = 2|p2|2 = 2|y|2. (1.8a) 

Let p^ he the result of making p2 dominant for A^ h , , say 

P2 = w/3̂  with w e ¥K ̂  t . We shall show that j8 1 = 0 or p 1 = p^ . 

Notice that 

l p3 l2 = l|32l2. (l.8b) 

If A ' + /3^ is not xw^ dominant, then we can repeat the argument in 

the first paragraph of the proof to find y' simple for A^ with 

either 

2 < A ' , Y ' > 

I Y ' I 2 
= +2 and £3 = -2Y< e AB>n 

or else 

2<A,,Y,> 

cw,,;ù 
= +i and 

2<P3,Y'> 
^^n,lm 

= -2 . 

In the first case, syt(A' + jB̂ ) = A1 > so that pT =0 and we are 
done. In the second case, /3̂  = /3̂  + Y f is such that A 1 + P2 ^ s 
conjugate to A' + jŜ  . If /3̂  = 0, then pf = 0 and we are done. 
Otherwise Lemma 1.4 gives 

I Pol2 = 2|p4|2 = 2 |Y' |2 . (1.8c) 

Prom the equation j3-̂  = P2 " Y » WE NAVE 

2<(31,wY'> 
<vctpmm$ 

xwc;;:ù$^^^^ 

cwxtyopml t 
2<y,wy »> 

I F F 

lw 
2</33,Y') 
$xwattt t 

2<y,wy0 

I Y ^ F 
= - 2 -

2<y,wyi> 

I Y ' I * 
(1.9) 

Lemma 1.3 thus implies 

or 

Pl = -2wy< e AB?n 

<Y,wy') < 0 

(1.10a) 

(1.10b) 
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If (1,10a) holds, then the linearity of G forces 

2<A 1, jS-j)/| 0-J 2 to he an integer. This integer is 

2<A,,2wy'> 

4 | Y < | 2 j 
l 2<A',YT> 

" T 7 Ï Ï 2 " 

fs JL 

~2 : 

contradiction. So (1.10b) holds. 

In (1.10b), first suppose <y,wYf>=0. Then (1.9) is - 2 , and 
2 2 

Lemma 1.4 says that either p^ = -wy 1 or IjS-J = 2|yT| ; in either 
case, (1.8) gives a contradiction. 

We conclude that <Y>WY!) < 0, so that y +™Y1 is in • 
2 2 2 ? 

From (1.8) we have |y| = 21 Y T I • so that | y f wy T | = |y'| and 

2< y, WY !>/| Y 1 I = - 2 . Substituting into (1.9)* we obtain 

2<ß1,Y+wY!> 

"1 Ti~2 
I Y +™Y I 

^^ 
2<ßrY> 

s<,;::!$^^ 
-f 

2<ß1,wy »> 

I Y ' I 2 
fnw - 4 + o = -4 , 

and Lemma 1.3 gives ß, = -2(y+wyT) G A . . Since G is linear, 

2<A1 ,ßn) /1ßnI is an integer. This integer is 

-2<A.',2Y+2WY'> 

2 | Y I 2 

wbbv,; 
2<JV',Y> 

I Y I 2 
2; 

2<AT,wy »> 

I Y ' I 2 
cw 

3 
" 2 

contradiction. This completes the proof of the lemma. 

We come to the main theorem of this section, which goes in the 

direction of identifying the irreducible constituents of TAt<g>pC . 

Our result will not handle every case, but we state It in enough 

generality so that it includes both the situation a = 0 and the 

cases that are needed for our applications in this paper. 

Theorem 1.7» Suppose that the length squared of any two members  

of Â .U An stand in the ratio § , 1 , or 2 . Let Af be integral  

and A^ dominant, let ]8 be in An , and suppose A 1 + j8 ls_ A^ 

dominant. Then tA t+J3 fails to occur in t ® p^ if and only if  

there exists a A+ simple root y such that y is in A^ A T , 

y j_ /3 , and both y + j8 and y - /3 are in AR U {0} . 

Proof. It is a routine exercise to take the proof of Theorem 

1.3 of [5], which handles the case o = 0, and adapt it to the 

situation here. The formula that replaces (1.1) in [5] is 
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xwnnwttt = (dim a )TAT 
t<wwa^ù 

^gn(A'+p . + 6K)T(A,+PL+5KR_6K , 

where &K is half the sum of the members of 4 -

Theorem 1.8. Let \±T be integral, let A1 = (uT ) , let /3 be 
f 

m AN , suppose T ̂ , + ^ N v occurs in T A , <S> p , and suppose 

(\i 1 +/3 Y ^ A 1 . Let E = E ^ f +pyv be the projection of TA t <g> pC on 

the T^T+iQ^' subspace (along the subspaces for the other K 

types). If v! is a nonzero weight vector for , with weight 

H! , then E ̂  , (vT ® Xp) is nonzero. 

Remark. This theorem generalizes Theorem 1.5 of [5]> which 

handles the case a = 0 . 

Proof. For much of the proof, we shall assume that \x T = A T , 

i.e., that \x r is dominant. First suppose A ' +/3 is A ^ 

dominant. Then we can trace through the first part of the proof of 

Theorem 1.5 of [5]? adapting the notation to allow for the 0 weight 

space in p to be nonzero, and see that E(v! ® X.) ^ 0 . The next 

case to consider is that A 1 + s/3 is A ^ dominant for some s in 

T , and the argument for Theorem 1.5 of [5] handles this case 
K, A as well. 

Next we consider general ]3 . Choose s in A , such that 

s/3 is AJ , dominant. Since (AT+/S)^ ^ A1 by assumption, the 

previous paragraph and Lemma 1.6 show that there is a A^. simple 

root y with 2 < A ! , Y > / I Y ! 2 = +1 and 2< s/3, Y > / 1 Y I 2 = "2 • Put 

P2 = s/3+Y • Then Lemma 1.6 shows that A ' +s!/32 is A ^ dominant 

for some s1 in W-̂  t . By the result of the previous paragraph, 
iv, A 

E(v!®XQ ) ^ 0. Since v1 is a highest weight vector for T , we 

have 

T ( A ' + p r ( V E ( v ' ® V = 
E(TAI(^)V®Xsj3+v'®ad(XY)XsjB) 

= E(v^ad(Xy)Xsp) . 

The right side is a nonzero multiple of E ( V <S>Xgp+Y) , which we have 

.just seen is nonzero. Therefore E(vT®X q) on the left side is 

nonzero. Applying s , we see that E(vT<g>Xn) is nonzero. 

Finally in the general case in which u1 is not necessarily ATr 

dominant, we introduce a new positive system for Â . so that \if is 

dominant, and then the theorem reduces to the case that has already 

been proved. 
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2. Representations to be studied 

Our objective, as noted in the introduction, is to obtain 

explicit formulas for the effect of standard intertwining operators 

on certain K types of induced representations. In this section we 

introduce the representations to be studied, note how to compute 

their minimal K types, and establish some identities for half sums 

of roots. 

We continue with the notation of § 1. In particular, 3 has a 

maximally compact Cartan subalgebra t = b®o , A is A(g , t ) , and 

Apr and An are certain sets of linear functionals on b^ . 

We selected root vectors XA in (1.1) and Proposition 1.1 with 

a certain normalization and found in (1.2) that [X^,X_^] = 21 /31 Hg . 

For £ in A - AB , put 

Yß ~ wm^ùùXß X9ß * 

As in § 1, we fix a lexicographic ordering on the linear functionals 

on Q . Then we can use a to form a parabolic subalgebra 

m 0 a © n with 

ù$^w<<,jkkm^$ 

^ B 

CX5 

vb,; 

ß£A-AB 

;w<tuh 

8|„ > ° 

This parabolic subalgebra is maximal cuspidal. We have an Iwasawa-

like direct sum decomposition 

gC = ï C © (mnp)C©aC©nC, (2.1) 

and we let P? , p , and Pa be the respective projections on the 

first three factors. These projections can be read off from the 

formulas 

xß = 

0 

(Xg+xe : 

x8 

0 

+ 0 

+ 0 

+ 0 

+ x 

+ 0 

+ 0 

+ 0 

+ 0 

+ X3 

" X0ß 

+ 0 

+ 0 

i f 

if 

if 

if 

ß Q 

ß [a 

ß €AB,c 

ßGAB,n 

0 

0 
(2.2) 

The Hermitian form 
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<X,Y> = -BO(X,0Y) (2.3) 

(C 

is a positive definite inner product on g that is invariant under 

Ad(K) . If (T,V) is any finite-dimensional representation of K 

and if (•,•> is a positive definite K-invariant inner product on 

V , then T ( X ) * = - T ( X ) for X in ! , and it follows that 

T (X)* = - T ( X ) = - T ( G X ) for X€ïC 

From this identity and (1.1) we readily find that 

т(Н )* = т(не ) 

т(Х )* = т ( Х ) 

T([Yß»YßI])* = -Т([Y_ß,Y_ßt]) 

for ß e A 

for ß e A 
for ß € A - A B , ß 1 e Д - Ag . 

(2.4) 

Also (1 .1) allows us to compute the norms of X^ and www^$*<<<<<< relative 
to (2.3) as 

IXß! 2 = 2/1ß|2 for ß € Д 

|Y ß r = Vlßl2 for ß е д - Д в . (2.5) 

In view of (1.3t>), an orthogonal basis of p consists of 

(Y I ß e A-Ag , ßl > 0} U {x I ß eAB^n3 U {orthogonal basis of a€] . 
(2.6) 

From (2.2) we read off 

ptYß = " ( X ß + W 

PmYfl = 0 m ß 
PoYß = 0 

(2-7) 

for ß e A - Ag with w< 
v,, > o Also 

P,Xß = 0 

PmXß = Xß 
PaXß = 0 

(2.8) 

for /3 e A-D . We shall make use of the formula 
SDy n 

[X_ß+X_9ß,Yß] = - 4 |ß|" PflHß for ß e A - Ag , (2-9) 

which is verified by direct calculation. 
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Starting in §4, we shall use vector field notation for 

differentiation of functions on G , letting 

Xf(g) = 
d 
dt 

f((exp t x r t ) 
t=0 

if X is in g . If X and Y are in g and if Z = X + iY , we 

let Zf = Xf + iYf . Then Z7 =Yf . 

The representations that we study will he those in the 

"fundamental series" of G . (Here is where we specialize our 

situation so that we are no longer generalizing [5].) Namely we 

study certain representations induced from the parabolic subgroup 

MAN that corresponds to m ® Q 0 N . Let p be half the sum, with 

multiplicities counted, of the roots of (g>ct) that are positive 

relative to N . 

We fix a discrete series or limit of discrete series representa

tion a of M . (in §5* we assume that a is nondegenerate in the 

sense of [14]. In §6, M will be compact, and nondegeneracy will be 

automatic.) Let M =M^Z^ , the product of the identity component 

and the center. By (12.82) and Proposition 12.32 of [12], a is 

induced from a discrete series or limit cr̂  of acting in a 

Hilbert space 

Now Lemma 12.30a of [12] shows that M = , since there are no 

real roots. Thus cr̂  is determined by its Harish-Chandra parameter 

( V A + ) . 

Let A be the minimal (KflM ) type of a given on b by 

A = A0-6B,c+5B,n' 

where 6 ̂  _ and 6^ are the respective half sums of the members 
JD, C JD, n 

of Ajj n A.,-, and A+fl A^ . Following the procedure of [11] , we 
JD JD, C JD jD,n 

introduce a positive system A containing A^ and built from a 
JD 

lexicographic ordering in which b comes before a . The subset 
4 -

wxxcy 
ùm<<t 

with ß e A+ , ß ft AB } 

is then a positive system for . We let 6 and 6^ be the half 

sums of the members of A+ and A^ , respectively. 

We shall study the family of Induced representations 

U(v) = U(MAN,(J,v) - ind^N(a ® ev ® 1) , (2.10) 

where v is a complex-valued linear functional on a and the 
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induction is normalized so that imaginary v yields unitary ww U(v) -

We regard the induced representation as acting on functions by the 

left regular representation. 

By [ 1 1 ] * U(v) has a unique minimal K type given simply by 

A = A = A0+5 -26K. (2 .11) 

It is clear that A|^ = A . The first part of the proof of the 

minimal K type formula that appears on pp. 6 2 9 - 6 3 1 of [ 1 2 ] shows 

that a highest weight vector for in U(v) is highest of type 

for K n MQ = K fi M . The argument shows also that has 

multiplicity one in U(v) • This fact was shown originally by 

Vogan [171. 

Theorem 2 . 1 . Let |i 1 be an integral form on b , and define 

I = H - E P L 
BeA 

xw 
1« 

0 

w^^ùm > o 

31 = Ho " -Z.P«HB' 
BeA 

$ 
a 

0 

mw<nn,;kkm$ 

Then 

(a) I + H = 0 

(b) n ' = A' dominant for A* Implies 

I = E PftH„ . 
BeA+° 6 

P a > 0 
<A',B> = 0 

Proof of (a). 

I + H = Hp - E P L - E P L 
2P BeA 0 ^ BeA 0 P 

IS gg 0 fi 
a 

0 

<U',j3>>0 <|i',8>>0 

= E p Hft - E P H . - I P H . = 0. 
BeA 0 P fieA ° P J3€A 0 6 

6 <<cv > 0 0 Q 
w<x 

0 

[ 0 
8 a 
<H!>0> 

0 

0 

The middle equality holds because P H Qo = P~H0 . 
U —0 p Q p 
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Proof of (Id) . If p|Q > 0, then p|b is in AR . If also 

(AT,p> ^ 0, then the sign of <AT,j3) determines whether p is in 

A+ or -A+ , since A 1 is A^ dominant. Thus 

1 = i E p HQ - E p HQ 
ßeA 0 P ßfA a 

P a 
0 P a 

0 

<Ar,p) >0 

= Z P H Q - Z P H Q = S P H Q 
ßeA+° ß ßeA+° ß ßeA+a ß 

ß|a >0 ß a 0 xw::ù$ . > o 

<AT,p> ^ 0 <Af ,ß> = 0 

as required. 

3. Necessary conditions for unitarity 

Continuing with notation as in §2, we recall the techniques of 

[1] and [2] for proving nonunitarity. (Those papers assumed 

rank G = rank K , and we have to modify the techniques slightly in 

our current situation.) Fix an element w in K normalizing A 
2 

such that w centralizes A , and assume throughout that was=a . 

Then we can deduce from [13] that there exists a unique family of 

intertwining operators T(v) with the following properties: 

(1) T(v) is defined for v's in the - 1 eigenspace of Ad(w) 

such that Re v is in a suitable neighborhood of the closed 

positive Weyl chamber of the dual a 1 of a . 

(2) For each Af , T(v) carries the T^, K type for U(v) into 

the Ta t K type for U(-v) , varies holomorphically in v , 

and satisfies 

U(-v,X)T(v) = T(v)u(v,X) 

for all X in gC . 

(3) T(v) is the Identity on the minimal K type T^ . 

For Re v in the closed positive Weyl chamber (under our 

hypotheses), U(v) has a unique irreducible quotient J(v) , and 

J(v) contains the K type with multiplicity one. If v is 

real-valued, then J(v) admits an invariant Hermitian form, unique 

up to a real scalar; this form lifts to U(v) , where it is given by 
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<f,g> = (T(v)f,g) 
L2(K) 

(3.1) 

Since the normsilization (3) makes T(v) positive definite on the K 
type , (3-1) shows that J(v) will fail to he infinitesimally 
unitary for some real v lying in the - 1 eigenspace of Ad(w) 
within the closed positive Weyl chamber if we can produce a K type 
T^F such that T(v) fails to be positive semidefinite on that K 
type. 

The papers [1] and [2] introduce two techniques for finding such 
a A' . Both use the following definitions. If T is an 
irreducible representation of K, we let PA be trie projection of 
the induced space to the T subspace given by 

"1 
V ( k o ) Al K 

XA (kjfCk"1^) dk, (3.2) 

Here d. is the degree of T . , and X, is the character. 
•\i Ai Ai 

Fix fQ in the induced space to be a nonzero highest weight 
vector for the minimal K type Ta . If vQ denotes a nonzero 
highest weight vector in an abstract representation space V' of K 
of type TA , then f is necessarily of the form 

fQ(k) = A T ^ k ) - ^ (3.3) 

for a unique operator A in H o m ^ ^ (V*, V7 ) . It follows from the 
remarks after (2.11) that there exists a unique element uQ in V0" 
of weight A in the subspace such that 

A*uo = vo • (3 .4) 

We fix this element uQ . 
Let T be an irreducible representation of K, and let X-, 

(P - 1 x be in g . Define 

a(v,k) = <PAiU(v,X]_)f0(k),u0> , (3.5) 

the inner product heing taken in V7 . Let 

b(v,k) = <PAU(v,X1)PA u(v,X1)f0(k),uQ> . (3.6) 

Theorem 3 . !• 
(a) Suppose T. has multiplicity at most one in U(v) and 
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a (v, k) is not identically 0 as a function of k in K . Then the  
quotient 

c(v) = a(-v,k)/a(v,k) 

is independent of k . If Ad(w)v = -v , if v is real-valued, and  
if v is in the closed positive Weyl chamber, then c(v) < 0 
implies that T(v) is not positive semidefinite on the K type 
T H . 

(b) Regardless of whether T ̂  has multiplicity one in U(v) , 
suppose Ad(w)v = -v , v is real-valued, and v is in the positive 
Weyl chamber. If b(-v,l) > 0, then T(v) is not positive 
semidefinite on the K type T 

A X 

A proof can be obtained by making slight adjustments to the 
arguments in [1] and [2]. 

4. General formula 

The main result of this section, Theorem 4 .1 , will give formulas 
for the quantities a(v,k) and b(v,k) of § 3 under certain 
hypotheses. At this stage the Weyl group representative w of §3 
does not enter the computation, since a(v,k) and b(v,k) make 
perfectly good sense without it. We shall make particular choices of 
w in §§5-6. 

Theorem 4 .1 . Fix a complex root a = aD + aT , let X be any  _ V K i 
member of p , and define A^ = (A+a^) and 

Hn = E P EL . 
w<:;!$^^ 

<A,ß> - 0 

Suppose that 
(a) <A,aT> = 0 
(b) a^ is short among the members of AR . 

Then 

(1) <PA U(v,X)f0(k),uQ> = < T A l W EA (v0® X)jEA1(v0® (V"H0))>f ' 

and also 
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(2) real rank G = dim Q Implies 

(PAU(v,X)PA U(v,Ya)f0,u0> 

= <TA(k)_1EA(EAi(v0®Ya)®X),EA(EAi(v0® (H-+H0))® (H--HQ) )> . 

Remarks. Note from (a) that | A - J ̂  |A| ; hence ^ A • Both 
(1 ) and (2) are trivial if T does not occur in T . ® p c ; so we 

• • 1 f 
may assume T a does occur in T a ® p . 

Preliminaries for the proof. In the proof we shall use the 
formulas (2 .7) and (2.8) relating the root space decomposition of XX££ 
(relative to (b©ct) ) and the Iwasawa-like decomposition (2.1). 
Suppose that f is a member of the space of the induced representa
tion and is given on K by the formula 

f(k) = C(v)TAt(k)~1v 

with C(v) in H o m ^ p ^ (V̂ " ,~\F ) . For X in qC we compute 
U(v,X)f(k) by the method of §5 of [ 5 ] . As in (5-7) of [ 5 ] , the 
result Is 

U(v,X)f(k) = [(v+p)(PQY)]C(v)TA,(k)-1v + [a(PmY)]C(v)TA, (k)_1v 

+ C ( V ) T A , (P,Y)T a, (k) 1v 

where Y = Ad(k)_ X . Let be an orthogonal basis of a . 

Using our basis (2.6) and arguing as in the first part of the proof 
of Theorem 5-1 of [5]> we obtain 

< P„ „U(v,X)f (k),u > 

= < E A „ ( v ® x ) , T r ( k ) ( C ( v ) * u 0 ® E I Hj! ~2(v+p) (HJ)HJ)> 

+ E ||p|2<EA„(v®X)^(k)(C(v)*a#(PmXp)*u0®Xp)> 

^ A B , n 

+ I J |/3|2(EA„(v® X),ir(k) ( T A , ( P T Y )*C(v)*uQ® Y ^ ) > , (4.1)< 
BeA 

6 0 

where TT refers to the representation of K on the tensor product. 
We refer to the three lines of the right side of (4.1) as the a 
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term, the m terms, and the I terms. 

Proof of conclusion (1). We take A? =A , A" =A^ = (A+a^)v , 

v = v , C(v ) = A , and f = f Q , remembering that A*uQ = vQ . The a 

term of (4.1) is simply 

= <EA (v0®X),Tr(k)(v0®H.+p)> . 

Let us see that the m terms are all 0 - In fact, u has b 

weight A , so that aw (P^X^) uQ has weight A-j3 , Since £ is a 

noncompact root for M , A - /3 is not a weight of . But A* 

annihilates all Kflrf types of other than , and thus 

A*a#(P Xn)*u^ = 0. So the m terms are 0. 
v m /3 0 

Next we consider the f term corresponding to /3 with 

jB|q > 0. Formula (2.7) gives P? Y^ = - (X^+6 X^) ; hence (2.4) shows 
that the I term corresponding to the root j8 is 

dd< 1 
< Ißl2 <EA (v0® x)^77"^) N.(X-ß+X-0ß)vO® V * (4.2) 

The weight of T A (X_p-fX_e ̂  ) vQ in T ̂  is A - jB-J- , and <A,j8> < 0 

would Imply 

I A - ß x l 2 = | A | 2 - 2 < A , ß > +\ßl\2 > | A | 2 + | ß I | 2 > | A | 2 ; 

thus (4.2) is 0 unless <A,ß> > 0. 

When (A,ß) ) 0, we can use (2.9) to write 

|A+Pl|2 e= |Aree|2^q+2<A,ß> +\ßl\2 > lA^ + Ißjn^$<<ô$$ùùùl<<<b4<2 
|A+Pl|2 = |A|2+2<A,ß>ff +\ßl\2 > lA^ + Ißjlù<<<<:m2rtttt^q 

= ^(X_ß+X_eß)(v0®Yß) +4|ß|- (vQ®PQHß). (4.3) 

In this expression, the first term on the right projects to 0 under 

E since A + pT cannot he a weight of A-, : 
••1 1 x 

|A+Pl|2 = |A|2+2<A,ß> +\ßl\2 > lA^ + I ß j l 2 

\ I. I 2 I I 2 I . I 2 I * I 2 
> IAI + 1 ^ 1 = |A+aI| = |A l l • 

(Here we have used that <A,/3> > 0, that a-j. is short, and that 

<A,a) =0.) Putting (4.3) Into (4.2), we see that the f term 

corresponding to /3 is 

= - <EA (v0®X),7r(k)(v0®PaHß)> . 

Adding the contributions from all the terms, we obtain 
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<PA U(v,X)f0(k),uQ> = <EA (v0®X),Tr(k)(v0® (H^+p 
<As,jB> ><hhk^$> 
<A,jBv> ><A,jB> 

£eA 
J3 • 0 

<A,jB> > 0 

and this is 

= <EA (vQ(8) X),Tr(k) (vQ® (H- +HQ))> 

by Theorem 2.1b. This proves conclusion (1). 

Proof of conclusion (2). By Frobenius reciprocity the map 

Al Al ss* 
V ® H o m ^ ^ f (V ,v ) into the induced space, given by 

v® B -> BT (k) 1v , 
;'l 

( 4 . 4 ) 

is one-one onto the K type of the induced space. Put 

f i = p A l u ^ ' Y J f o -

This is a member of the K type T , and it has weight A + OL , 
A I 1 

which is extreme for T . Since A + aT is extreme, it has 
A j_ 1 

multiplicity one as a weight, and multiples of vT = E. (v ® Y ) are 
1 ^ 

the only vTs that can contribute to the realization of f^ via 

( 4 . 4 ) , as a consequence of Theorem 1.8. Thus 
f (k) = B ( V ) T , (k)"Xv^ 

"I 

for unique members B(v) of H o m ^ ^ f ( V " 1 , V 7 ) . 
In ( 4.1) we take A ^ A - ^ A,f=A, v = v » , C ( v ) = B ( v ) , and 

f = f^ . The m terms are absent since the assumption real rank G 

= dim a means that A-p is empty. Let us compute B(v)*u . This 
n, n • (J 

is some vector of weight A = A in V1 . Thus if {v^} is an 

orthonormal basis of the A weight space of , we can write 

B(v)*uQ = E bi(v)vi with bj_(v) = <vi,B(v)'fu0> • 
w<bb;:ù 
^<A,jB> 

Then we have 

£ V V ) < T A ( k r^-v'.v^ = <TAi(k)-1v',B(v)*u0) 

= < B(V)Ta (k)_1v',u0> 

= <PA U(v,Ya)f0(k),u0> 

= <T„^(k) ^ ' . E ^ (vQ® (H-+HQ))> by conclusion ( 1 ) 
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= E ( V ^ E ^ Î V q ® (H^+H0))><TA^(k)"1vSvi) , 

and the irreducibility of Ta allows us to conclude 

t±(v) = <v1,EAi(v0® (H-+H0))> . 

Hence 

E TrWTv± = e (v0® (h-+h0)) . (4.6) 

We substitute from (4.5) into (4.1) and obtain 

<PAU(v,X)f1(k),uQ> 

= E bi(v){<EA(v'®X),Tr(k)(vi®H-+p)> 

w<w:! 1 
4 I ß| 2 < EA (V ® X) ,7r(k) (TA (X_ß+X_0ß)v± ® Yß)> } 

ù<< :;^$ 
0 4.5^$ 

Here has b weight A and (x ^+X_q^) pulls down b 

weights by jS-p . Since is shori, we have 

lA-ßjl2 - lA+ajl2 = -2<A,ß> + \ßT\2 - \ax\2 > -2<A,ß> , 

and A - J6I cannot be a weight of TA if <A,j3> < 0. Thus the 

/3th | term is 0 unless <A,j3> is1 > 0. If <A,]3> > 0, then 

A + /3j is not a weight of since 

|A+ßz|2 - |A|2 = 2<A,ß> + lßI!2 > 2<A,ß> , 

So In this case 

EA(TA (X-ß+X-9ß)vi^Yß) = -EA^Vi0ad(X-ß+X-Gß)Yß) 

= 4|ß|-2EA(vi® PoHß) 

Substituting into (4.7), we obtain 

<PAU(v,X)f1(k),u > = E b,(v)<E, (V ®X),Tr(k)(v ® (H-, - S PHfi))> 
ß€A ' 

ß 0 

<A,ß> > 0 

= E bi(v)<EA (v< ® X),Tr(k) ( v ^ (H--H0))> 
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by Theorem 2 . 1 . Taking ( 4 . 6 ) into account completes the proof of 
conclusion ( 2 ) . 

5 . Application to ^o(odd,odd) 

We shall apply conclusion ( 1 ) of Theorem 4 . 1 to a group G with 
Lie algebra so(odd,odd) in order to supply a proof of Lemma l4.3 of 

((4) 

Let us recall the notation of § l 4 of [ 4 ] . The root system is of 
type , which has roots ie^ie^. (i ̂  j) in standard notation. We 
take b to correspond to indices 1 , ... , N-l and a to correspond 
to index N . The infinitesimal character for a representation a 
of interest is 

A0 = (ni^-^nN_2^°>°) 

with ni_ y. • • • y_ nN_2 ^ ^ and ŵ -"kh integer entries. The positive 
system A+ is the usual one, whose simple roots are 

el"e2 ' ''* ' eN-2 eN-l ' eN-l 6N ' 6N-l+eN * 

We take a = e^_i+eN • Then a = aR + has 

aI = eN-l and aR = 6N • ( 5 . 1 ) 

By convention, e^ is positive as a root of a . 
As is noted on p. 2 4 of [ 4 ] , the reflection s in the Weyl 

C6TD 
group of a SLcts on A^ by reflection in and thus fixes A^ ; 
hence s fixes the class of the representation a of M that 
corresponds to AQ . Consequently we can take w in § 3 to be a 
representative in K of s , and Theorem 3 - 1 will be applicable 
when v = %-caT) with c )> 0 . 

We shall see that the multiplicity assumption in part (a) of 
Theorem 3 - 1 is actually satisfied and that Theorem 4 . 1 can be used 
to compute the quantity a(v,k) in the theorem. Let 

vn = 2#{|3 g A+ I ]31 > 0 and <A,jB> = 0} . ( 5 . 2 ) 

Theorem 5 . 1 . With notation as above, suppose that a is 
nondegenerate in the sense of [ 1 4 ] . Put A^ = (A+eN_]_)v/ • Normalize 
the standard Hermitian form for u(icaR) so that it is positive on 
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TA ' Then Ta has multiplicity one in U(icaR) , and the signature  
of the standard form on Ta _is sgn(vQ-c) . 

Proof. From the top of p. 116 of [4], we know that Ta has 
multiplicity at most one. Thus Theorem 3-la is applicable, ind we 
are to compute a certain quotient a(-v,k)/a(v,k) . We shall use 
conclusion (1) of Theorem 4.1 with X = Y in order to make the 
computation. 

From (5-1)* we have A1= (A+e^-^ = (A+a-j-)̂  , and Lemma l 4 .1 of 
[4] shows that <A*a-j-) = 0. Also it is apparent that is short 
among the members of A ^ . Thus Theorem 4.1 applies. The conclusion 
for v real is that 

a(v,k) = <TAi(k)"1EAi(v0®Ya),EAi(v0« (Hv+H0))> . 

Since a has dimension 1 , HA is a multiple of H , the 
0 ^ a ' 

multiple being given by 
I a J " " 2 E <PnE ,H } , 

P a • 0 
<A,ß> = 0 

Each of the p's in the sum has PQHg=ßR = aR, and the number of 
such ßTs is , with vn as in (5.2). Thus for v = JcaD , we 
have 

H +H_ = 4 ( c + O H 
K 

Hence 

a(*caR,k) = *(v0+c)<TA (k)"1^ (v0®Ya),EA (v0®Ha )> . 
1 1 1 R 

If the inner product in this expansion is not identically zero, then 

a(-|caR, k) 
a(|caR,k) 

cw 
V0~C 
v0+c 

and Theorem 3.1a will finish the proof. 
€ T First we check that T , occurs in T . ®p . Define 6T in 

A i A I 
ARU {0} by A+jBj = (h+cLjY = A ^ • (Recall Proposition 1.5a.) We 
shall prove that pi is conjugate to a by W^ In fact, first 
notice that P-J- ̂  0 since | A I = | A | +|a]-| S ^ | A | 2 . Let px I be 
the result of making dominant for A ^ ̂  . If A+P-^ j is no"t 
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A^ dominant, then Lemma 1.6 produces a A^ simple yT with 
2 < A , Y I > / I Y I I 2 = + 1 and 2<P1 I ' Y J V I Y j l 2 = -2 • The latter formula 
shows that Y j is short. Since the entries of A are integers, 
2 < A , Y / 1 Y j l 2 is then an even integer and cannot be + 1 . We 
conclude that A+jS-. T is Â t dominant, so that jS-1 = 0-, . 

1, 1 K. 1 1 , 1 
Now we apply Theorem 1 . 7 with A ' = A and p = jSi. . The length 

condition is clearly satisfied. If does not occur in T ® p , 

then the theorem gives us a A^ simple^root Y j such that 
Y is in A^ A , < Y j ^ P = 0 , and both Yj+P-J- and Y-J--Pj a^e in 
A'nU {0} . Since Y ^ P j are in An U {0} , Y j is short. Since Y j 
is in Ai . , Lemma l 4 . 1 of l"4l shows that Y-I-= e,T n = aT . From the K, A L J 'I N-l I 
previous paragraph, jŜ  is W^. conjugate to = Y j • Taking into 
account that A^ is a root system of type + , we see that 
Y-^P-J- are in AK . But they are in A^ also, since they are long. 
Hence they are in A^ . But then they cannot be in A U { o } , and 

9 C C we have a contradiction. We conclude that T . occurs in T . <S> p 
A -|_ A 

Now let us return to proving that 
(A+a-^a-j.) = I a].| 2 ><< 0 ,(A+a-^a-<j.) = I 
(A+a-^a-j.) = I a].| 2 > 0 ,(<<A+a-^a-j.) = I 

is not identically 0 . Since L / A , TA occurs irreducibly in 
(T * • 1 

t h ®p , by Proposition 1 . 5 b . Thus it is enough to prove that 
E. ( v ^ ® Y ) and E. (v„® H ) are nonzero. The first of these 

A ]_ 0 a A V 0 ap' 
vectors is nonzero by Theorem 1.8, and we examine the second. Since 
E. ( v ~ ® Y ) has weight A + aT and since A-i v 0 or I 

(A+a-^a-j.) = I a].| 2 > 0 , 

T . (X +X Q )E. (v^<S>Y ) is not zero. Thus A3/ -a -0 ar A ] _ 0 a7 

0 ^ T (X +X Q )E. (V_ ® Y ) A / -a -Ber A 2 0 a7 

= E. (vn® [X +X Q , Y ] ) 
A j 0 L -a -8 a aJ ' 

<Af,ffjB> f><A<A,jB> ^^> 
<A,jB> ><A,jghB<A,jB> > 

since ( A , a^) = 0 

by (2 .9 ) , 

and the proof is complete. 

6. Application to certain groups of real rank two 

We shall apply conclusion (2) of Theorem 4 . 1 to a group G with 
restricted root system of type A^ and with just one conjugacy class 
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of Cartan subgroups. These groups are the subject of [3]> and our 

objective in this section is to supply a proof of Proposition 4 .1 of 

that paper. 

Let us recall the setting in [3]: All complex roots have the 

same length and are orthogonal to their complex conjugates, by (1.1) 

of [3]. We denote the positive restricted roots by e-\_~e2 9 el"e3 9 

e^-e^ . We take aR = e^-e^ and define a-j. as in Lemma 3.8a of [10] 

to make a = + ax be a root; since is connected, this choice 

makes it so that the action of s on the equivalence class of a 
R 

is mirrored by the action of s on the infinitesimal character Q.-J-
A_ . We let w be a representative in K of s„ , and we assume 
(j 

that w ^ a , so that the material in § 3 applies. Let A be the 

minimal K type of the induced representations, and define 

AL = f ß g A I <A,ß) = 0} . 

Proposition 1.4 of [3] says that AT is generated by simple roots of 
+ 

A . Let L be the analytic subgroup of G corresponding to b©ct 
and AT , and let L be the commutator subgroup. Then Proposition 1j s s 

1.2 of [3] says that Lgs has real rank one or two, and our interest 

is in the case that it has real rank two. Let p be the functional 
p for L M ss 

Theorem 6 .1. Let notation be as above, in particular with s  £ Qr 
fixing the equivalence class of a . Suppose that the standard 

invariant form is normalized so that f has (f ,f ) = 1 . Put 

A-, = (A+aT)v . Then the function 

fl = PJUU(cpL,Ya)f0 

is a nonzero member of the induced space, and (f, ,fn) is a positive 
2 J- _L 

multiple of 1 - c . 

Remarks. The parabolic subgroup MAN is minimal under our 

assumptions, and M is thus compact. Hence cr is finite-

dimensional. 

Proof. We are going to apply Theorem 3-lb with v = cp , c> 0 . 

Since pL is a positive multiple of aR , the theorem is applicable. 

We are to compute a certain quantity b(v,k) , which we take to be 

b(v,k) = <PAU(v,Y_a)PA U(v,Ya)f0(k),uQ> , 
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and show that b(-v,l) is a positive multiple of c -1 when 
v =cpL. 

To compute b(v,k) , we use conclusion (2) of Theorem 4.1. By 
(1.2c) of [3], we have (A^a^) = 0. Let us check that is short 
among the members of . In doing so, we shall assume that g is 
simple, as we may for the proof of Theorem 6.1 without loss of 
generality. If is not short, then there exists j8 = jBR + j8j in 
A such that < | â -1 and (a^,/^) ̂ 0 . Since all complex roots 
In A are orthogonal to their conjugates and have the same length, 
/ 3 = 0 . Thus P>- is in A . But then 

<w:;^^^xa 
bjkl^$$wa 

1 
2 a 

2 <b 1| I2 

gives an illegal length relation among the roots of A . We conclude 
that ctj- is short. 

Since there is just one conjugacy class of Cartan subgroups in 
G , we have real rank G = dim a . Thus Theorem 4.1b applies and 
gives us 

b(v,k) = <TA(k)-1EA(EAi(v()®Y_a)®Ya),EA(EAi(v0® (Hv+H0) ) ® (^-HQ) )) 

for v real. Now 

H~ = £ P HQ = S P HQ - i S p HQ = iHQ = H 
0 6GA+Q '6 6€A+Q P 6eAT ° P 2 P L P L 

P a 0 P a > 0 Ho 0 
<A,jB> - 0 

For v = cpL , b(v,k) therefore reduces to 

b(v,k) = (c2-l)<TA(k)~1EA(EA (v0®Ya)®Y_a),EA(EA (vQ®H )®H )> 
i I L L 

(6.i) 

Since the expression of interest for Theorem 3-lb is b(-v,l) , the 
proof will be complete if we show that the inner product in (6.1) is 
positive for k = l. Actually it is enough to prove that the inner 
product is nonzero, since it is constant in v and since U(v) is 
unitary for v = 0 . 

First we check that T . occurs in T, . Define s' in 
**1 i ARU {o} by A+jS-j. = (A+aI)v = A-j_ - (Recall Proposition 1 .5a.) We 

shall prove that /3.1 is conjugate to aT by ]tf . . In fact, first 
notice that jS-J-̂  0 since |A1I = | A | / | A | 2 . Let J81 J be 
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the result of making a dominant for A^ A . If A+/3-, T is not 
4- r 1*" 9 ATr dominant, then Lemma l.o produces a AZ simple Y-R with K K I 

2 < A , Y I > / I Y I I 2 = +1 ( 6 . 2 a ) 

and 

2<ß1>I,YI>/|YI|2 = - 2 . (6.2b) 

Since real rank a = dim a , A^ is empty. Thus A_ <= ATr , and 
JD. n n — K 

j81 -j- Is in AK . Since |a^| = 1/3-̂  - J and since is short 
within Av , ( 6 . 2 b ) says /3-, T = -yT • But then ( 6 . 2 a ) gives 

0 - (A.c^) = <A,ß-L = -<A,Yj> ^ 0 , 

and we have a contradiction. We conclude that pi = j3n . 
Now we apply Theorem 1.7 with AT =A and /3 = /3-J- . The length 

condition is satisfied since An c a^ and since A^ is a root 
system. If T ^ does not occur in TA , then the theorem gives 
us a A^ simple root Yj such that y-J- is in A^ A , ( Y J > j S J ) = 0 , 
and both yl+fil and YT-|8-!- are in A U f 0} . Now I I 11 r I n 

|az|2 = |ß^|2 < |vi|2 + lß'|2 = I Y ^ I 2 

Implies that Y -J^P j are in A^ , hence In AR n (since all complex 
roots have equal lengths and are orthogonal to their conjugates). 
But A_ is empty, and we have a contradiction. We conclude that B,n 
T occurs in T <g> p 

1 * 
Arguing with characters, we see from the occurrence of T in (C (P 1 T <s> ft that T . occurs In T . ® $ . Note that A _ ̂  * since A A /v r * * j_ 

l A j ^ U I . 
Now let us return to proving that the inner product in (6.1) is 

(P 
nonzero at k = l . Since T , occurs in T , ® p and T. occurs in 

(C *-l *- ** 
T <g> p , Theorem 1.8 shows that 
-A-l E. (E. (v. ® Y ) ® Y ) 

A v A -, v 0 cr -a7 
( 6 . 3 ) 

is nonzero. If we can prove that the vector 

E, (E, (v.® H ) ® H ) 
1 0 P L P L 

( 6 . 4 ) 

Is a nonzero multiple of ( 6 . 3 ) , then the inner product in (6,1) will 
be nonzero at k = l , and the proof will be complete. In place of 
( 6 . 4 ) , we may as well consider 
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EA (E (vn® H ) ® H ) . 
A v Ajv 0 aR7 aRy 

(6.5) 

We start from the identity 

A A j 0 a7 -<<oô===a7 
which holds since A + â . is too long to he a weight of TA 
Applying T^(XQ+X0a) , we get 

0 = E. (E. (v^® [X +XQ ,H ] ) ® Y ) A v A-|_ 0 L a 6 a aR ~a 
+ E. (E. (vn®H )® [X +XD ,Y 1) Av A-jv 0 a 7 L a 6a -aJ 7 

= I a J 2E. (E. ( v ® Y ) ® Y ) 
1 a ~ 

+ 4|a| EA(EA (v O H )®H ) by (2.9). .. 2 u aR aR 

This relation exhibits (6 .5) as a nonzero multiple of ( 6 . 3 ) , and the 
proof is complete. 

160 



INTERTWINING OPERATORS AND UNITARY REPRESENTATIONS II 

References 

1 . M. W. Baldoni Silva and A. W. knapp, Indefinite intertwining 
operators, Proc. Nat. Acad. Sei. USA 8 l (1984), 1272-1275 . 

2 . M. W. Baldoni-Silva and A. w. Knapp, Indefinite intertwining 
operators II, Proceedings of Cortona conference, 1984, in press. 

3. M. W. Baldoni-Silva and A. w. Knapp, Irreducible unitary 
representations of some groups of real rank two, "Non-Commutative 
Harmonic Analysis and Lie Groups," Lecture Notes in Math., No. 
1243, 1 5 - 3 6 , Springer-Verlag, Berlin, 1987. 

4 . M. W. Baldoni-Silva and A. w. Knapp, Unitary representations 
induced from maximal parabolic subgroups, J. Func. Anal. 69 
(1986) , 21 -120 . 

5 . M. W. Baldoni-Silva and A. W. Knapp, Intertwining operators and 
unitary representations I, J. Func. Anal., to appear. 

6. Harish-Chandra, Discrete series for semisimple Lie groups II, 
Acta Math. 116 (1966) , 1 - 1 1 1 . 

7 . S. Helgason, "Differential Geometry and Symmetric Spaces," 
Academic Press, New York, 1962. 

8. J. E. Humphreys, "introduction to Lie Algebras and Representation 
Theory," Springer-Verlag, Berlin, 1972. 

9. A. U. Klimyk and A. M. Gavrilik, Representation matrix elements 
and Clebsch-Gordan coefficients of the semisimple Lie groups, 
J. Math. Physics 20 (1979) , 1624-1642. 

1 0 . A. W. Knapp, Commutativity of intertwining operators for 
semisimple groups, Compositio Math. 46 (1982), 33-84. 

1 1 . A. W. Knapp, Minimal K-type formula, "Non Commutative Harmonic 
Analysis and Lie Groups," Lecture Notes in Math., No. 1020, 
107 -118 , Springer-Verlag, Berlin, 1983. 

1 2 . A. w. Knapp, "Representation Theory of Semisimple Groups: An 
Overview Based on Examples," Princeton Univ. Press, Princeton, 
N.J., 1986. 

1 3 . A. W. Knapp and E. M. Stein, Intertwining operators for 
semisimple groups II, Invent. Math. 60 (1980), 9-84. 

1 4 . A. w. Knapp and G. J. Zuckerman, Classification of irreducible 
tempered representations of semisimple groups, Ann, of Math.  
116 (1982), 389-501, and 119 (1984), 639. 

1 5 . R. P. Langlands, On the classification of irreducible 
representations of real algebraic groups, mimeographed notes, 
Institute for Advanced Study, Princeton, N. J., 1973. 

161 



M. W. BALDONI-SILVA, A. W. KNAPP 

16. H. Midorikawa, C1ebsch-Gordon coefficients for a tensor product 
representation Ado $$ of a maximal compact subgroup of real 
semisimple Lie group, "Lectures on Harmonic Analysis on Lie 
Groups and Related Topics," Lectures in Math., No. 14, 149-175, 
Kinokuniya, 1982. 

17. D. A. Vogan, The algebraic structure of the representation of 
semisimple Lie groups I, Ann, of Math. 109 (1979) 1-60. 

M. W. 
BALDONI-SILVA 
Dipartimento di Matematica 
Università degli Studi di Trento 
38050 Povo (TN), Italy 
A. W. KNAPP 
Department of Mathematics 
State University of New York 
Stony Brook, NY 11794, U.S.A. 

162 


