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SINGULAR HOLOMORPHIC SOLUTIONS OF LINEAR PARTIAL DIFFERENTIAL EQUATIONS 

WITH HOLOMORPHIC COEFFICIENTS AND NONANALYTIC SOLUTIONS OF EQUATIONS 

WITH ANALYTIC COEFFICIENTS 

by J. PERSSON (University of TromsØ) 

1. INTRODUCTION. 

Let P(x,D) be a linear partial differential operator of order m > 0 with 

coefficients analytic in a neighbourhood of the origin in IRn . 

Let H = {x; x̂  =0, x G H n} and let k >_m be an integer. Is it then possible 

to find a C°° solution u =|= 0 of P(x,D)u = 0 such that D̂ u = 0, x G H , all £ 

k k+1 i or to find a C solution u which is not in C and with D̂ u = 0 0 <_ j <_ k 

for x G H . In this paper one finds a long range of conditions on P(x,D) 

garanteeing that one or both kinds of solutions exist. These conditions also show 

that the solutions are analytic outside H . A global version for operators with 

constant coefficients shows that Hormander's nullsolutions, C7, Theorem 3.21 or 

[8, Theorem 5.2.2, p. 12 ID, can be chosen analytic outside the initial hyperplane. 

This is one main feature of the paper. Before going into more details we give the 

notation. 

We shall use the standard notation of [8] with some exceptions. Let n > 1 

be an integer and let z = (ẑ ,...,zn> G C
n with z_. = x.. + iŷ  , x̂  and y_̂  

real, 1 £ j <_ n . We let D.. = (d/dx^ - id/dy^)/2 or D_. = d/dx^ . The meaning 

of Dj will always be defined by the context. Let s G {l,3,4,...,n} be a fixed 

integer. Let z' = (z^z^z^ ... ,zg) and let z" = (z^z^,... ,zg) . The 

corresponding notation will be used for multi-indices, the operator D = (Dj#...fD ) 
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and x . Thus a" 
D" = 

a3 a 4 a s 

D . ...D S 

3 4 s 
We let £d = ? d + ... + ?nd , d G i n We 

also let j + = max (0,j) . 

The paper is disposed as follows. In this section we first state the theorems 

without proofs. Then at the end of the section the theorems are related to other 

results in the field. All constructions of singular solutions in this paper is 

based on an idea which goes back to Goursat [6, pp. 303-308] when he showed non-

uniqueness in certain characteristic Cauchy problems. Here we solve our Goursat 

problems by successive approximations. We use the technique developed in Persson 

C163C17] and C18D. The corresponding lemmas modified to our present needs are 

stated and proved in Section 2. In Section 3 one constructs holomorphic functions 

which have a restriction to HRn which is singular or flat on x1 = 0 . In 

Section 4 one shows how to choose a coordinate system for each proof of the 

theorems stated in the introduction. After this choice the rest of the proofs is 

rather easy and with only minor differences from one theorem to another. Theorem 

1.1 is proved in detail in Section 5. The rest of the theorems are proved in 

Section 6. In Section 7 we indicate how other singular solutions could be con

structed without formulating any theorems. This shows that it is possible to make 

a unified approach to a rather vast range of problems. 

The theorems run as follows. 

Theorem 1.1. Let P(z,D) be a linear partial differential operator of order 

m > 0 with holomorphic coefficients in a neighbourhood of the origin in <Cn . Let 

1, 0 < 1 <_ m be an integer and let $ = (m-1,1,0,...,0) be a multi-index. It is 

assumed that P(z,D) is given by 

(1.1) P(z,D) = s a+3 
a|<m 

a a D a 

if 

(1.2) aa(z) = 0<|z"|la"l) , if a + 3 , 

and if 
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SINGULAR HOLOMORPHIC SOLUTIONS OF LINEAR PDE's 

(1.3) a a = 0 , if |a| = m , and > m - 1 , 

then there exist a neighbourhood ft of the origin in H and a solution 
u E C°°(ft) of P(x,D)u = 0 such that 0 e supp u , D̂ u(x) =0 if x E ft with 
x̂  = 0 or x" = 0 , all £ , and u is analytic for such x E ft that both 
x1 ± 0 and x" + 0 . 

Theorem 1.2. Let P(z,D) be given by (1.1). If 

(1.4) aa(z) = Odzj (ax-m+D + i ^ i |aM|} if |a| = m , 

(1.5) aa(z) = 0 , if a 2 > 1 

and 
(1.6) aa=0(|z»|la"l) if I ot I < m , and a 2 = 1 > 
then the conclusion of Theorem 1.1 is true. 

Theorem 1.3. Let P(z,D) be given by (1.1). If 

(1.7) aa(z) = Odzj (a1̂ m+X)+|aBil| |a"|} all a 

then the conclusion of Theorem 1.1 is true. Furthermore to each integer k >. m 
k k+1 

there exists a u E C (ft) , u £ C (ft) such that P(x,D)u = 0, 
u = 0(| X l| k+1/2 x«|-

k+1/2. 0 E supp u and u is analytic when both x̂  ^ 0 and 
x" =)= 0 

Theorem 1.4. Let P(z,D) be given by (1.1). If 

(1.8) aa(z)= 0(|z'| a i" m + 1 + | a n |) all a , 
and 
(1.9) aa(z) = 0 , if a1 < m - l , 

then there are a neighbourhood ft of the origin in ]Rn and a function u E C°°(ft) 
such that 0 E supp u, P(x,D)u = 0, D̂ u(x) =0 if x E ft and x' = 0 , all £ , 
and u is analytic when x' =|= 0 . Furthermore to each integer k >. m there 
exists a uECk(ft), u $ Ck+1(ft) , such that P(x,D)u = 0, u = O(|x'| k + 1 / 2), 
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0 E supp u and u is analytic when x1 \ 0 . 

Theorem 1.5. Let P(z,D) given by (1.1) have constant coefficients such that 

(1.10) a = 0, if IotI = m, and a. > m - 1 . 
a 1 1 1 

Then there is a u E C°°(3Rn) such that P(D)u = 0 , 0 E supp u , 

D̂ u(x) = 0 , x 1 = 0 , x G Mn , all £ . Furthermore u is analytic when x̂  =)= 0 . 

We give some examples on operators fulfilling the hypothesis of one theorem 

but not fulfilling the hypothesis of any of the other theorems among Theorem 1.1 to 

Theorem 1.4. Let n = s = 3 . 2 2 4 3 3 3 
D1 D2 + °2 + *3D3 + Dl Theorem 1.1, 

2 2 2 4 3 2 2 3 
D1 D2 + Z1 D1 + Z1 Z3 D1 D3 + Z3 D2 D3 + °2D3 + Dl Theorem 1.2, 

22 3 4 2 2 2 3 
D1 D2 + Z1 D1 D2 + D2 + Z3 D1 D3 + Z1 D1 Theorem 1.3, 

2 2 2 2 2 
D2 + ( Z3 + V ( D 1 + D3> Theorem 1.4. 

It is obvious that an operator fulfilling the hypothesis of one of these theorems 

is not analytic-hypoelliptic. If it fulfils the hypothesis of Theorem 1.3 or 

Theorem 1.4 it is not hypoelliptic. It is obvious from the proofs that one could 

lower the regularity of the coefficients in the variable in Theorem 1.1 to 

some Gevrey class if one also allows for this in the solution. If there is no 

differentiation in the ẑ  variable in the successive approximations in the 

existence proof then one could lower the regularity down to continuity in the ẑ  

variable if one at the same time adjusts the corresponding class of solutions. 

We start by commenting the results for s = 1 . Then x' = x̂  and the 

theorems above all give the existence of nullsolutions in C°° or in C . The 

solutions are analytic for x̂  =(= 0 . As we have already mentioned the idea in the 

proofs goes back to Goursat. Malgrange pointed out that Goursat's method works 

equally well for the simply characteristic Cauchy problem in HRn when the 
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principal part has real coefficients. See C133 or Hormander [8, Theorem 5.2.1, 
p. 120]. The same result is proved by Mizohata [15] by another method. Theorem 
1.3 can be seen as a direct generalization of [8, Theorem 5.2.13. De Paris [5, 
Proposition 2] and later Komatsu [11] and [123 have other generalizations of this 
result starting from the Mizohata paper. They both assume that the principal part 
of the operator can be factorized into powers of simply characteristic operators 
and a noncharacteristic factor. The result by De Paris is a special case of 
Theorem 1.3. Komatsu's results could be considered as special cases of Theorem 1.3 
or as an easy extension of Theorem 1.1 when Komatsu's idea is known. Indeed 
Komatsu uses a complex coordinate transformation such that the operator in the new 
coordinates has the form of the operator in Theorem 1.1. In these coordinates we 
make the construction in the proof of the theorem. It then turns out that the 
restriction of the holomorphic solution to the original ]Rn has the wanted 
properties. We have not incorporated this result since we want to stress that in 
our hypothesis there is no factorization of the operator. 

The first one to construct a C00 nullsolution of a characteristic Cauchy 
2 

problem seems to be Tihonov [30]. In 1935 he gave a series solution of D̂ u = D̂ u 
which is of Gevrey class less than 2 in the x̂  variable and which is analytic 
in the X£ variable. Afterwards Tacklind in 1936 refined Tihonov's result as to 
the regularity of the possible nullsolutions of the heat equation. See [29]. 
Tacklind's results have been extended to the general normal characteristic Cauchy 
problem for operators with constant coefficients by Persson [27]. 
Hormander proved the existence of a C00 nullsolution of the general characteristic 
Cauchy problem for operators with constant coefficients [8, Theorem 5.2.2, p. 121]. 
Hormander's proof is based on the use of the Fourier transformation so there is no 
immediate generalization to the variable coefficient case. In 1972 Persson [19], 
see also [20] and [21], showed how to overcome this difficulty. Persson proves 
that his earlier result on the Goursat problem in Gevrey classes in [16], [17], and 
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C181 are indeed slightly more general. This observation does not require a new 

proof and it gives a theorem from which the existence of nullsolutions follows 

immediately. We like to stress again that neither in [19] nor in this paper there 

is a condition that our Cauchy problem is simply characteristic or that the 

principal part of the operator can be factorized as for instance in [5] and [11]. 

The result in [193 has been generalized to the nonlinear case by BronStein 

[3]. Bronltein also uses the solution of a Goursat problem and the observation 

from C193. A special case of [19] is given by Brons'tein and Fridlender [4]. 

In all theorems above one has constant multiplicity of the characteristic 

initial hypersurface. When this multiplicity varies lower order terms of the 

operator may play a very decisive role. See Treves [31] and Birkeland and Persson 

[2]. For examples of nullsolutions when the principal part of the operator 

vanishes on the initial hypersurface see Hormander [9]. 

As to the analyticity of the solution u for x̂  =(= 0 one notices that the 

only difference between the proof in [19] and the proof of Theorem 1.1 and Theorem 

1.5 is that one here has noticed that the Gevrey estimates are valued in a complex 

neighbourhood of ]Rn\{0} . This observation has been used earlier in the 

construction of singular solutions of equations with holomorphic coefficients by 

Persson in [22], [23], and [24]. Indeed this was the impetus of extending an old 

result presented in a talk at the University of Genoa in June 1974 by the author. 

In this talk Theorem 1.2 and the C°° part of Theorem 1.3 were exposed with s = 1. 

The case s >_ 3 has been treated by Baouendi, Treves and Zachmanoglou [1]. 

The part of [1] which treats operators covered by some of our theorems corresponds 

to the case when {x; x' = 0} is contained in a simply characteristic hyper

surface. Then their results are generally stronger except for the first order 

operators covered by Theorem 1.4. In this case the result is practically the same. 

The only difference is that u(x) ̂  0 when x' ̂  0 is not included in the 

conclusion of Theorem 1.4. The technique used in [1] is an adaptation of the 
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technique used by Komatsu in [9]. See also Zachmanoglou [33]. 

Section 7 gives some comments on the possibility of constructing holomorphic 

solutions of P(z,D)u = 0 with a singularity in = 0 . Here we suppose that 

s = 1 and that P(z,D) fulfils the hypothesis of some of the theorems above. No 

theorems are formulated but there is a strong evidence that our theorems all have a 

singular complex version as has Theorem 1.1 and Theorem 1.5, see Persson [23], [25] 

and [24]. We have been informed that the result [23, Theorem 4.1] is contained or 

obtainable by the results in Kashiwara and Schapira [10] and Schapira [28]. Since 

our methods are considerably more elementary they may have their own value from 

this point of view. Anyhow the question arises whether the technique with 

exponential majorization is an optimal tool. Could it be that the variant of the 

Nagumo method presented in Yamanaka and Persson [32] or its abstract Goursat 

problem version in Miyake [4] would give better results. Again we like to stress 

that in the results indicated in Section 7, the cited results from [19], [20], [21], 

[23], [24] and [25] and our theorems above there is no hypothesis of factorization 

of the principal part of the operator. Nor is the initial hypersurface necessarily 

simply characteristic. 

2. EXPONENTIAL MAJORIZATION LEMMAS. 

In this section the lemmas needed for the exponential majorization are stated 

and also proved if not known before. The first one is used in connection with 

Leibniz' formula. For a proof see Birkeland and Persson [2, Lemma 5.1]. Here and 

in the following we let £D£d-1 = 1 for £ - o -

Lemma 2.1. Let d = (d1,... ,dn) G 3R
n, d. >_ 1, 1 <. j <. n Let v and Ç be 

multi-indices with nonnegative components. Then for all n, d, and £ 

(2.1) c<£ 6 (Ç-v)d (Ç-v)d-l v dvd-lÇ dl-Çd^ 4 
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Here V <_ £ denotes that v j <_ £j 1 <_ j <_ n 

The next lemma is the principle of exponential majorization extended to 

functions of a complex variable. 

Lemma 2.2. Let M, K, and r̂  be positive constants. Let f(z) be continuous 

in {z; |z| <_ r , z G c} . Let 

z 
0 
f (t)dt 

denote radial integration from the origin to z in C . If 

(2.2) |f(z)| < M exp(K|z|), |z| < rx , 

then 

(2.3) z 
0 
f (t)dt| <_ K"1*! exp(K|z|) , |z| <_r1 

Proof. 
z 

0 
/f(t)dt| < 

hi 

0 
fMeKtdt < M K - ^ e ^ 2 ! - i) < M K - ^ M 

The lemma is proved. 

Remark. Let C be a double cone with vertex at z = 0 in C . It is obvious 

that one may replace the set |z| <_ r̂  in the lemma by the set |z| <_ r̂  and 

z G C . In the following we shall use Lemma 2.2 modified or not modified without 

referring explicitly to it. 

Now we give seven variants of exponential majorization. The first one is used 

in the proof of Theorem 1.1. 

Lemma 2.3. Let m, 1, and 3 be defined as in Theorem 1.1. Let M, r, r̂ , r^, 
-1 2 -1 a, and t1 be positive constants such that r < 1, a = r e , and r̂  <_ a 

Define 

(2.4) ft' = {z; z G C n, | Z l| + |z2| <TCV |z3|+... + |zJ < r^ lyj < f jzj , 

lYjl < t'|z"|, 3 < j < s} . 
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Let d = (1+1/m, 1,. . ., 1) € 3Rn . Let g be continuous in ft' and let it be holo-

morphic in the inner points of Q.% such that (D̂ g) is extendable to a continuous 

function in Q1 for all £ . Let 

H^z,?) = exp ( - | Z i r
2 m-|z"| 2m+a(|Zl|+|z2|) (Çd+D) 

If 

(2.5) 
|[D£g|<M|z"|-|£"|£d£d-1H1(z,£), zE ^' 

zx ± 0, z" =f= 0, all Ç . 

Then 

(2.6) \D^g\ < Mlz - r l ^ l - l ^ l r - I ^ E d ^ C z ^ ) , ze fl-f Z l + 0, z- + 0, 

all Ç , : 106 j = m and a. <L m - 1 or if |a| <L m - 1 , 

where D * denotes integration in the variable from the origin to z_. 

radially with all other variables fixed. 

Proof. There are uniquely defined multi-indices y and n with nonnegative 

components such that £ + a - $ = r ] - y where y = 0 if n > 0 and rij = 0 i f 

y . > 0 . We shall estimate 

A= |D£+a-Bg|=|D-u+ng| 

It follows from (2.5) that 

A< M|z"|-|?"|-|«"lr-|n|ndn<3-l(a(rld+1))-|y|Hi(z,n) _ 

Now we notice that |zj + |z2| <r1 < a
 1 2 

with a = e /r . 
So 

A < M|z"rlÇ"|-|a"lr-|Ç|çd^-lHl(z,Ç)K 

with 

K = r - M + |ç| + |v| e-2 |u| (l+^d-ÇdJ/ÇdJ^-V^'^'exptnd-Çd) . 

Since Œ i ^ »i if |a| - | e | - m and d = 1 + 1/m one always has 

In| - |C| - |vi| < o and nd - Çd - lu I < 0 . Now r < 1 and ar^ < 1 so K < 1 . 

The lemma is proved. 

The next lemma is used in the proof of Theorem 1.2. 
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Lemma 2.4. Let the hypothesis be as in Lemma 2.3 except that now d = (1,...,1) 
and 

(2.7) |D5g| < M|zJ <1 | z » | - | 5 " | r - 5 a 5 d 5 a - i H 2 ( Z f 0 zGi]', z ^ O , z" 4 ° ' a 1 1 

? with ^ 2 = 0 , 

where 

H2(z,C) = exp ( ( - | Z i r 2 m-|z"| 2m)(l-a|z2|) + a (?d+l) ( |zj |+|z2 |) ) . 

Then 

(2.8) |D 
£+a-B 

?l < M|zJ (Sl+ai-3i)+ |z» r l 5"-Nx " l r - ^ 5 d-l H 2 ( Z f £ ) f 

z G ft', z1 4 °/ z " 4 °/ all £ with £ 2 = 0 if |ot | <_ m , 

and 

(2.9) | D ^ g | <. M|z 1 I ̂1 \z"\-\^\r-^^d-\(zrOt z G ft' . 

z x 4 0, z" 4 0, all £ with ^ 2 = 0, if |a| < m and a2 < 1 • 

Proof. Just as in the proof of Lemma 2.3 it here follows from (2.7) that 

A < |D?+a-Bg| < M|zJ " n l | z . . | - | n " | r - n V S - 1 x 

x |D~yH2(z,n) | <. M|z | 
-(£ 1+a1-B 1) + |z»|-le"+a-| r - 5 V d _ 1H 2(z, ?)K , 

where for |a| < m K <_ 1 . Here we have used d = (!,...,!) and 

D^1H2(z/ri)| < exp(-(l-a|z2|) (jzj 2 m+|z"| 2 m) + (l+nd) | z 21 a) x 

1*1 
j 0 

exp( (l+nd) ta)dt . 

The latter inequality is true since a|z2l < * w n^n |z2| <_r̂  . If |a| < m and 
a 2 < 1 then one has at least one integration in the z 2 variable and 

|D_lJH2(z,n)| < ( ( | Z i r 2 m + |z"r 2 m + (1+Tld)) a) , _ U2 (a+arid) H2(z,n) < 

< (a+and)1-l1JlH2(z,Ti)(min(|z1|2m,|z"|2m)) . 
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Here r\d - £d <_ |y| - 1 . This gives (2.9). Lemma 2.4 is proved. 

The lemma below is used in the proof of Theorem 1.3. 

Lemma 2.5. Let the hypothesis be as in Lemma 2.3 except that now d = (1,...,1) 

and 

(2.10) |DÇg| < M|zJ 

-£1-B1 
|z"|-|£d¨£d£d-1H3(z,£), z E ^^' zx f 0, z" f 0 , 

all Ç , 

where 

H3(z,Ç) = exp(-|Zlf
 2 m-|z"| 2 m + a(l+^d) (|Zl|+|z2|)) . 

Then 

(2.11) |D**-*g| < M|zJ 
-(C1+a1-31)

+-B1 z"|-|£"+a"|r-£d£d£d-1H3(z,£), z E ^' 

z x =f= 0, z" 4 0, all Ç , if Iot I <_ m . 

The proof of (2.11) is practically the same as that of (2.8). 

If one does not integrate in the ẑ  variable in the successive approxima

tions then the following lemma can be useful. 

Lemma 2.6. Let the hypothesis be as in Lemma 2.3 except that here d= (!,...,!), 

fl' = (z; |y.| < f|z'|, j = 1,3 s, | Z l| + |z2| < r 1 # |z3| +...+ |zn| ±r2} , 

and 

(2.12) |DÇg| < M|Z'I 
|£'|-B1 

г "^dÇd^d 1H4(z,Ç), z G ft', z' 4 0, all Ç , if 

I ot I <_ m , 

where 

H4(z,Ç) = exp(-|z'|~
2m + a(l+Çd)|z2|) . 

Then 

(2.13) |D 
£+a-B 

g| < M | z T | Ç , 4 a , | r ^ V D " 1 H 4 ( z , Ç ) f 
z G fì' , z' =(= 0, all Ç , if 

I ot j <_ m and >_ m-1 . 

The proof is practically the same as that of (2.8) in Lemma 2.4. 
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Lemma 2.7. Let the hypothesis be as in Lemma 2.5 except that now g can be ex-
tended to a function in C (ft1) where k is an integer and k >_ m and that the 
following is true 

(2.14) |D*g| < m|ZJ 
-c -e +k+i/2 

|z-r |5»|+k+i/2r-5d?d5d-i x 

x exp(a(l+£d)(|ẑ  \ +|z2|)), z G ft', Z j + 0, z" + 0, all £ . 

Then 

(2.15) | D ^a-3 g < M | Z I | 
-(^1+a1-31)+-31+k+l/2 

z-l" 
|^"+a"|+k+l/2r-^d x 

x £d^d 1exp(a(l+^d) (|Zl| + |z2|)) , z G ft', z =f 0, z" =(= 0, all if |ot| <_ m 

The proof of this lemma and that of Lemma 2.5 are almost identical. 

Lemma 2.8. Let the hypothesis be as in Lemma 2.6 except that now 

(2.16) |neg| < M|Z'I -|5'|+k+l/2-m+lr-5d?d?d-l exp(a(l+£d) (|Zl| + |z 2|), z G ft1, 
z' =f 0, all £ . 

Then 

(2.15) |D 
£+a-B 

g| < M l z - r 1 ^ ^ ' ' ^ / ^ ^ ' 1 x exp(a(l+£d)(|2l|+|z2|)), 
z G ft' , z' =f 0, all if |ot | <L m and >_ m - l . 

A minor adjustment of the proof of (2.8) gives the proof of this lemma. 

Lemma 2.9. Let m, l, and 3 be defined as in Theorem 1.1. Let r̂  > 0, r 2 > 0, 
and t' > 0 be constants. Let ft1 ={z; z G cn, |yj <_ t • | | , \*̂ \ + 
+ Iz_I < r„, |z_| + . . .+ |z |<r_} . Let g be a function holomorphic in the inner 1 z1 1 j 1 n z 

2 
points of ft1 such that to each choice of r > 0 with re < 1 there is a 
constant C fulfilling 
(2.16) l^g| 1 Cr(l+r£d) 

¨£d 
exp(-\z11 

-2m 
-i (l+r?d)(|Zl|+|z2|)e2), z G ft1 , zl[ =|= 0, 

all ? . 
with d = (1+1/m,!,...,!) . Then one has 
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(2.17) |D^-ßg| < C (l+rÇd)^d exp(-|zx I -2m+ (1+rÇd) (|Zl|+|z2|)e
2), z G fì\ 

z 1 \ 0, all if j ot I = m and < ̂  , or |a|<m. 

Proof. Just as in the proof of Lemma 2.3 using the same notation one sees that 

T]d - £d - |y| <_ 0 and |n| - |?| - |y| <_ 0 . °ne finds that (2.17) is true with 

replaced by KC^ where 

K = (i +r €d)-?
d(i +md)' l d-IH e-2|pknd-Çd < j 

The lemma is proved. See also [18, Lemma!. 

3. FUNCTIONS WITH SINGULARITIES. 

In this section we construct functions with singularities in C n . They are 

then used in the construction of solutions of the equation P(z,D)u = 0 . After

wards the restriction of these solutions to lRn gives the solutions wanted in the 

conclusions of the theorems in Section 1. 

Let m > 0 be an integer. Let z G C n . 

We shall estimate the derivatives of 

(3.1) g(z) = exp(-4i 
n 

j=l 

z2) 
D 
-m z G ftt, , 

where 

(3.2) flt. = <
2? |ykl < f |z| , k = l,...,n} 

for some small fixed t' > 0 to be defined later on. 

One sees that 

n 

1=1 

2 
z . 
3 

n 

j=l 
(Xj+iyJ 

2 
n 

j=l 

2 2 
[x.-y.+2ix.y . ) 
3 3 3 3 

\*\2 
2|Y|2 • 

n 

j=l 
2ix.y. = A + iB 

3 3 

with A and B real. One sees that 

(3.3) j z J 2 > A > |z|2(l-18t2n) and 2 
I B| <_ 6nt| z| , z G Q3t 
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We choose t so small that t < (12n) . Then |B| < A . We notice that 

(A + iB)- m = (A - iB)m(A2 + B 2)"" 1 . 

So from (3.3) one has 

Re (A+iB) ~ m >̂  <A m-2V |- 1|B|)<A 2+B 2)- M > 

I I-2m. 
> lzl < l-2

m6nt(l-18t2n) 1)(l+(6nt/(l-18t2n))2) 1 . 

It follows that we can choose a fixed t such that 

(3.5) Re (A+iB) m > 3|z|"2m/4, z G fì . 

We estimate |D£g when z G ftfc . We integrate along 

(3.6) IC j " zj| = t J z I , j = l,...,n, z G Çlt, z =|= 0, 

in the Cauchy integral formula. Then (1 + tn) |z| >_ | ç | >. (1 - tn) |z| and 

|lm Ca| < |lm Ç. - Y j | + | Y j| ± 2t|z|, z 6 flt . 

We choose t < 1 so small that £ G fi^t

 a n d also so small that for z G ft^_ the 

inequality of (3.5) is true with z replaced by £ in the left member. This and 

the Cauchy formula then give 

(3.7) |DÇg| < Ç»(t|z|) l^exp(-2|z| 2 m ) f z G ftt, z 0, all Ç . 

Now let g(z) = exp( :-4Zl 

-2m - 41 
s 

j=3 4' 
znj) Then the argument above gives 

(3.8) |D£g|<|z1| £1 
z , . |HÇ"l t- |Ç|ç ! e x p (_ 2| Z i|-2m. 2| z..|-2m ) ( 

zen" with both z1#0 and z" =f= 0, all Ç . 

Here ft" is defined by 

(3.9) ft" = {z; |yJ < t|zJ, |y.| < t|z"|, j = 3,...,s} 

One notices that the function 

h(s) = 
-j . -2m, 
s exp(-s s > 0 , 

has its maximum at s = (2m/j) l/2m and that its value at this point is 

Jj/2m(2me)-j/2m Let r = t and let d = (l+l/2m,1,...,1) . It follows from 
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(3.8) that for some C > 0 

(3.10) |DÇg| < C|z"| 
-|£"|r-£d£d£d-1 

e x p ( - | Z i r
2 m - | z 1 " 2 m ) , 

z G ft" with both z1#0, and z" j= 0 , all Ç . 

Let k >̂  m >_ 0 be integers. Let 

(3.11) g(z) 
n 

j=l 

zj) (2k+l)/4 z G fifcf z f 0 . 

We choose the branch in (3.11) such that g(z) is real and positive when 

z = x =j= 0 . Then g is holomorphic in the inner points of ft defined in (3.2) 

when t' is a small fixed number. Let t = t'/4n . We use Cauchy's integral 

formula and integrate along the circles of (3.6). Instead of (3.7) we now get 

(3.12) |D*g| <C£! t-|5l|z| -|Ç|+k+l/2 z G fl , z + 0, all E, , 

for some C depending on t . In the same way we get 

(3.13) |D5g| <C2£' t-|£||z1| 
-Çj+k+1/2 

z,.|-|Ç
M|+k+l/2 z G nt , 

Zj =j= 0, z" =)= 0, ail ç , 

if 

g(z) = (z21) (2k+l)/4 
s 

j=3 

(z21) (2k+l)/4 

and if C is chosen as in (3.12). 

Let z = (ẑ  jZ^,. . . ,z^) be a point in the universal covering ft of 

{z; z G C n , | 0) . Let g(z) be a function holomorphic on ft . For each 

compact subset K of ft there are constants M, r, and t such that 

(3.14) |DÇg(z)I <_ Mt 
£1 

r 
-|£|£! 

z G K, all Ç . 

Here 2t = min |z | and M = sup |g(z)| , where K is the set of all points 

zGK zeKt 

z G 5 whose projection on {z; ẑ  =)= 0, z G C n} has a distance not greater than t 

to the projection of K down to the same set and with 

|arg z 1 I <_ 2TT + max 
ÇGK 

-arg £1| Then the Cauchy formula gives 
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(3.14). It is obvious that for each fixed K there are an M and an r such 

that 

(3.15) |DÇg(z) I < MJzJ 
-£1r- |£|£! 

z e K, all £ . 

It is clear that for each K with common bounded argument and projection down to 

{z; z^ =|=0' |z_.| <_ 1, j = l,...,n} there is an M such that (3.15) is true with a 

common r independent of K . This is used in Persson [203, [213, and [22] to get 

(3.16) |D̂ g(z) I < Cr 
£|£d£d-1, 

z e K. all £ . 

for d = (d1,!,...,!) with dx > 1 Here C depends on K and r is 

independent of K as long as it is as the K just described. 

4. DILATATIONS OF COORDINATES. 

The proofs of the theorems in the introduction are all very similar after that 

the results of Section 2 have been established. The central point is the solution 

of a Goursat problem by successive approximations. We want to show that the 

mapping used in the successive approximations is in a certain sense a contraction 

mapping. This is achieved by performing the successive approximations in a new 

coordinate system. 

We shall use the coordinate transformation 

(4.1) zj = ttjZj, z'2 = tt 2z 2 , z^ = Zy j = 3,.. .,n . 

Here we have suspended the general meaning of the primes for a moment. Let 

D*. = 8/3z'., j = l,...,n One notices that 

D£u= 
t 
£1+£2£1 £2 

t1t2D 
£u 

After multiplying P(z,D)u = 0 by 
-m -m+1 -1 

one gets 

D'3u H 
a+3 

a' (z')D,0u = 0 
a 
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where 

(4.3) a'(z') = t 
a i + 0 62~ m a i ~ m + 1 a 2 _ 1 

fc2 a a ( z ) 

If P(z,D) satisfies the hypothesis of Theorem 1.1 the Cauchy formula and (1.2) 

give that there are positive constants r, r' and such that 

(4.4) |DCa I 1 a1 < M r" 
— a 

Ul^d-l | z I l l(|a»|-U"|)
 +

 f |z| < r', all I 

in the original coordinates. From (4.3) it follows that after deleting the primes 

in the new coordinate system 

(4.5) |D̂ a I 1 a1 < M t 
— a 

V V m - Ç r Ç 2 
a1-m+l-^l 

fc2 
V 1 - S | z „ | < ! a « ! - U " | ) +

X 

x r~ |z| < r', all £ , 

if t > 1, tj > 1, and t 2 >̂  1 . This we assume from now on. Let 

M 1 = 
a 

t 
ot.+ou-m ou-m+1 ou-l 

t1 t_ M 
1 2 a 

We want to prove that after deleting the primes of M' (4.4) is true together with 
a 

(4.6) 
af3 

M < 2 3 . 

for some fixed choice of t, t. , t . We choose M =0 if Iot I = m and 
1 2 a 1 1 

oij > m - 1 . Then we choose fc2 so big that 

(4.7) 
I Ot I =m 
a.̂ m-l 
a±8 

M < 2 5  

a 
t >_ 1, tx >_ 1 . 

For such a fixed t 2 we now choose a t̂  such that 

(4.8) 
lot|=m 

ot̂ m-l 

M < 2 5 , t > 1 . 
a — — 

At last for these fixed t̂  and t 2 one chooses t so big that 

(4.9) 
|ot|<m 

-4 M < 2 . a — 

Then one has (4.6) in the new coordinate system. 

239 



J. PERSSON 

Let d and P(z,D) fulfill the hypothesis of Theorem 1 .2 . Then ( 1 . 4 ) , ( 1 . 5 ) , 

( 1 . 6 ) and the Cauchy formula show that 

(4 .10 ) |D â I < M |z I 1 a1 — a1 1 1 

(o^-m+1-^)* 
|z-| i l a - H ^ V ^ V * - 1 , |z| < r' , 

if | ot | = m and a 2 <. 1 , 

( 4 . 1 1 ) |D̂ a | 1 a1 < M r 
- a 

-£d£d£d-1 |z| < r', all 5 ' , if | ot | < m and < 1 , 

and 

( 4 . 1 2 ) 1 a1 
< M | Z . . |<M-|C"|> + 

— a1 1 

r-£d£d£d-1 |z| < r», all ? , if 
| Ot | < m and a 2 = 1 . 

With the transformation ( 4 . 1 ) it follows from ( 4 . 1 0 ) , ( 4 . 1 1 ) and ( 4 . 1 2 ) that after 

deleting the primes 

(4 .13 ) 1 a1 < M t — a 
â +ô -m- (ot̂ -m+l) 

fci 
o^-m+1- (ot̂ -m+l) 

t„ )

A 2- 1
r-ed C dCd-l x 

x|z1| 
(Ot -m+1-^) |z«|(|o,,l-le,,|)+

i all C / if | ot | = m and QL^ < 1, 

(4 .14 ) |D̂ a | 1 a1 < M t 
— a 

a i + a 2 ~ m al' 
t1 

-m+l a2~l 
Z2 r 

-£d£d£d-1 |z| <_ r' , all $ , 

if |ot | < m and ot2 < 1 , 

and 

( 4 . 1 5 ) iD̂ a ! < M t 1 a1 - a 
ai + A 2 ~ M 

t1 
ô -m+1 

t2 
a2-l 

|z-| ( | a » H e | ) V ^ V d _ 1 , 

|z| <_ r', all £ , if |ot| < m and 0t2 = 1 . 

It is clear from ( 4 . 1 3 ) , (4 .14 ) and ( 4 .15 ) that after deleting the primes in the 

new coordinate system ( 4 . 1 0 ) , ( 4 . 1 1 ) and ( 4 . 1 2 ) are true with new constants Ma. 

By choosing t 2 big then t̂  big and at last t big one achieves that ( 4 . 7 ) , 

( 4 . 8 ) and ( 4 . 9 ) are true and thus also ( 4 . 6 ) . 

With d and P(z,D) from Theorem 1.3 one gets from the Cauchy formula and 

( 4 . 7 ) that for some M , r and r' 

(4 .16 ) JD̂ a I < M |zJ 1 a1 — a1 1 1 

(a -m+l-^) |z"|(|a"|-|£"|)+ r--£d£d£d-1 

|z| < r' , all £ , if |ot| < m . 
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In the coordinate system given by (4.1) one notices that the inequality of (4.13) 

is true for all a after that the primes have been deleted. Then by a suitable 

choice of t^r t̂ , and t we can find new constants such that (4.16) and 

(4.6) are true in the new coordinate system. 

Let d = (1,...,1) and let P(z,D) fulfill the hypothesis of Theorem 1.4. 

Then the Cauchy formula, and (1.8) give that 

(4.17) I D̂ a I < M Iz•I 
I a i _ a \ I 

(a1-m+1+|a"|-£1-|£"-) -Çd Çd-1 r t,d , |z| < r', all Ç, 

if I ot j <_ m and a 1 >. m - 1 , 

for some constants M , r and r' a 

Let M =0 if a, < m - 1 . a 1 
In (4.1) let t = tx = 1 From (4.17) one gets 

(4.18) I A I 1 a1 

V 1 

z' I 
(aJ-m+l+|a"|-Ç1-|Ç

,,|) 
r - ^ d - l |z| < r' , 

all if j ot I <_ m and a _> m - ' 1 

in the new coordinate system after that the primes have been deleted. It follows 

the inequality (4.17) is true with new M and that these M can be chosen such 
a a 

that (4.7) and (4.9) and thus also (4.6) are true for some big in (4.1). 

Let P(z,D) fulfil the hypothesis of Theorem 1.5. Then the transformation 

used in the Theorem 1.1 case shows that in some coordinate system of this kind 

(4.19) 
a+3 

l*J < 1/2 • 

5. PROOF OF THEOREM 1.1. 

Let P(z,D) satisfy the hypothesis of Theorem 1.1. We assume that we have 

chosen a coordinate system such that (4.4) and (4.6) are true. We choose a new 

r, 0 < r < 1 , such that with this r both (4.4) and (3.8) are true. Then we 

-2 
choose r1 = min(r'/2,re /2) and r 2 = r̂  . Let ft' be as in Lemma 2.3 and let 
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(5.1) f = P(z,D)g . 
Then 

|D*f| 'a v<£ V
 ( V ( g ) I < Z — a o<£ 

(^)M Cr lal x 
v a 

I H|-k"l - | ? | / r v^,(?-V)d-l . ^ . (v+a)d-l . , ,-2m , „, -2m. x | z " I | S 'r | S 1 (£-v)d s (v+a) x exp(-|z1| - |z"| ), 
z e ft', z ^ O , z" ̂  0, all ? . 

Now we use Lemma 2.1 and the fact that there is a constant c such that 

r l£l (vd4ad)ad < c(r/2) '^',v < C and , / -1 -ix / vd-l 2m _ ((vd+ad)/vd) <. e , v <_ E, , dire true 
for all £ . From this and from (4.6) it follows that 

(5.2) |D5f| < e2mCcr"m|z"|"lC,'l (r^j'l^l^'^^z^), zeft', z x If 0, 

z" ̂  ° ' a 1 1 S • 

Here H. (z,£) is defined in Lemma 2 .3 . 

We now write r instead of r/2 . Still we can use Lemma 2.3 in ft' because 
of our choice of r̂  . We let = f and we let 

(5.3) vJ 

ate 
a D a~ 3v j, j = 0,1,2,... 
a 

We notice that (5.2) says that with our new r and with a new C 

(5.4) |d^| < c 2 - V r U ' V l ^ d - 1 H 1 (z ,£), z e ft', zx 4 0, 

z" 4 0, all 5 , j = 0, 1, 2 , . . . , 

is true for j = 0 . Then if it is true for j = p (5.3) gives 
|D£vP+1 

aft 
D?(a D a" evP)| 

a 1 a+3 v<£ 

(£ 
v) (D^a ) a 

(Dv+a-BvP) 

Now ( 5 . 4 ) , (4.4) and Lemma 2.3 give 

|DM> + 1 < C2 E 

aft v<£ 
M (?)|z"|l?"lr-|Cl ( C-V) d(5-v)d-l x v dvd-l z 

. a v 1 1 ^ 1 

Now we use Lemma 2.1 and (4 .6 ) . Then we see that (5.4) is true for j = p + 1 

too. Thus it is always true. 
Let v = 00 

j=0 
v j Then v like all its derivatives is represented by a series 
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which converges uniformly on all compact subsets of inner points of ft* . It is 
obvious that v solves v + 

a+3 
a-3 D v = f . Let u = g - D v It is obvious 

that P(z,D)u =0 in ft' when all derivatives of v and g are extended to 
continuous functions on ft' . The restriction of u to 1RU is then in C00 and 
u is analytic when both x̂  =(= 0 and x" =j= 0 . One notices that D v(x) =0 if 
x^ = 0 but that g(x) ̂  0 when both x̂  =(= 0 and x" =j= 0 . So 0 G supp u . One 
further notices that D̂ u(x) = 0 for all ^ , if = 0 or x" = 0 . 
The proof of Theorem 1.1 is complete. 

6. THE PROOFS OF THEOREM 1.2 TO THEOREM 1.5. 

The proofs of Theorem 1.2 to Theorem 1.5 are very similar to the proof of 
Theorem 1.1. As to Theorem 1.2 one chooses a coordinate system such that (4.10), 
(4.11), (4.12), and (4.6) are true. Then one chooses a g fulfilling (3.8) in the 
inner points of ft" . One lets f = P(z,D)g and finds that for some r (2.7) is 
fulfilled when g is replaced by f . At the same time the conditions (4.10), 
(4.11), (4.12) and (4.6) remain true with the new r . Then one chooses 
r̂  = r2 = m^-n (r'/2,r/2a) . The procedure of Section 5 is then repeated. We 

—ft 
construct a solution of P(z,D)D v = f by successive approximations. To prove 
the convergence we now use Lemma 2.4. We do not write down the proof. 

For the first part of the proof of Theorem 1.3 we use Lemma 2.5 instead of 
Lemma 2.3 from the proof of Theorem 1.1. Otherwise the proofs are identical. We 
just use (3.8) instead of (3.10). For the second part we use the g of (3.13) and 
Lemma 2.7. It is clear from the estimates that u have all the wanted properties. 
The proof is not written down. 

Theorem 1.4 has a proof where one chooses coordinates such that (4.17) and 
(4.6) are true. One chooses g such that (3.7) or (3.12) are true with z 
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replaced by z1 in the estimate and with ftfc = {z; |y| <. t|z'|, j = l,3,...,s} . 

Then one uses Lemma 2.6 or Lemma 2.8. We do not write down the proof. 

For the proof of Theorem 1.5 we choose a coordinate system such that (4.19) is 

true. We use g with the estimate (3.10) for s = 1 . We fix an arbitrary 
_2 

constant r̂  and let = r̂  . Then we take an r < r̂ e , let f = P(z,D)g 
—R 

and solve P(z,D)D v = f with this arbitrary . Use Lemma 2.9 in the 

estimation of the successive approximations. The solution is unique and r̂  is 

arbitrary. So the global solution exists. Then one just repeats the argument of 

the last part of the proof of Theorem 1.1 to get the conclusion of Theorem 1.5. 

7. SINGULAR SOLUTIONS IN Cn. 

We have seen that the nullsolutions in Theorem 1.1 to Theorem 1.5 are 

restrictions of singular solutions of P(z,D)u = 0 in C11 . Let s = 1 . Then 

one sees that the result in Persson C23, Theorem 4.ID applies to an operator 

fulfilling the hypothesis of Theorem 1.1. See also Persson C25, Theorem 1.23. 

If one adopts the procedure in Persson C223 one can get a singular solution in 

ft = {z; ẑ  ̂  0, |ZJ| < r', j = l,...,n} . Here z is any but a fixed point in ft 

with projection z down to ft = {z; ẑ  =)= 0, | z_. | <_r', j = l,...,n} . For the 

corresponding global result see Persson C24, Theorem 1] which corresponds to 

Theorem 1.5. We think that some small modification of the procedure in [223 in 

the Theorem 1.2 or Theorem 1.3 case would work equally well. The operator from 

Theorem 1.4 will not cause problems since there is no integration in the ẑ  

variable in the successive approximations in the existence proof. We do not go 

into more details here. 

244 



SINGULAR HOLOMORPHIC SOLUTIONS OF LINEAR PDE's 

R E F E R E N C E S 

[1] M.S. BAOUENDI, F. TREVES and E.C. ZACHMANOGLOU, Flat solutions and singular 

solutions of homogeneous linear partial differential equations 

with analytic coefficients, Duke Math. J. 46 (1979), 409-440. 

[2] B. BIRKELAND and J. PERSSON, The local Cauchy problem in IR2 at a point 

where two characteristic curves have a common tangent, J. 

Diff. Equations 30 (1978), 64-88. 

[3] M.D. BRONSTEIN, On differential equations having non-analytic solutions, 

Uspehi Mat. Nauk 30 (1975), vyp. 1 (181), 227-228. 

[4] M.D. BRONSTEIN and V.R. FRIDLENDER, On the characteristic Cauchy problem, 

Izvestija vyss. ucebn. Zaved., Mat. 1978, No. 1, 188 (1978), 

3-7. (In Russian). 

[5] J.C. DE PARIS, Problème de Cauchy oscillatoire pour un opérateur différentiel 

à caractéristiques multiples; lien avec 1'hyperbolicité, 

J. Math. Pures Appl. 51 (1972), 231-256. 

[6] E. GOURSAT, Leçons sur l'intégration des équations aux dérivées partielles 

de second ordre, Tome II, Hermann, Paris, 1898. 

[7] L. HÖRMANDER, On the theory of general partial differential operators, Acta 

Math. 94 (1955), 161-248. 

[8] , Linear partial differential operators. Springer, Berlin, 1963. 

[9] , Non-uniqueness for the Cauchy problem, in "Fourier integral 

operators and partial differential equations" (Coll. Int. Nice 

1974), Lecture Notes in Mathematics, No. 459, Springer, 

Berlin/Heidelberg/New York, 1975. 

[10] M. KASHIWARA and P. SCHAPIRA, Problème de Cauchy pour les systèmes micro

différentiels dans le domaine complexe, Inventiones math. 46 

(1978), 17-38. 

[11] H. KOMATSU, Irregularity of characteristic elements and construction of 

null-solutions, J. Fac. Sci. Univ. Tokyo Sect. IA 23 (1976), 

297-342. 

[12] , Irregularity of characteristic elements and hyperbolicity, 

Publ. RIMS Kyoto Univ. 12, suppl. (1977), 233-245. 

245 



J. PERSSON 

[l3] B. MALGRANGE, Sur les ouverts convexes par rapport a un opérateur 
différentiel, C. R. Acad. Sci. Paris 254 (1962), 614-615. 

[14] M. MIYAKE, Global and local Goursat problems in a class of holomorphic or 
partially holomorphic functions, J. Diff. Equations 39 (1981) 
445-463. 

[15] S. MIZOHATA, Solutions nulles et solutions non analytiques, J. Math. Kyoto 
Univ. 1 (1962), 271-302. 

[16] J. PERSSON, Global and local Goursat problems for functions of Gevrey-
Lednev nature. Thesis Lunds Universitet 1967. 

[17] , New proofs and generalizations of two theorems by Lednev for 
Goursat problems. Math. Ann. 178 (1968), 184-208. 

[18] , Exponential majorization and global Goursat problems, Math. 
Ann. 178 (1968), 271-276. 

[19] , Non-uniqueness in the characteristic Cauchy problem when the 
coefficients are analytic, Matematiche 27 (1972), 145-152. 

[20] , Semi-global null solutions and P-convexity, Boll. Un. Mat. 
Ital. (4) 8 (1973), 20-28. 

[21] , Correction of Semi-global null solutions and P-convexity, 
Boll. Un. Mat. Ital. (4) 11 (1975), 518-524. 

[22] , On the Cauchy problem in C n with singular data. Matematiche 
30 (1975), 339-361. 

[23] , Local analytic continuation of holomorphic solutions of 
partial differential equations, Ann. Mat. Pura Appl. (4) 112 
(1977), 193-204. 

[24] , The Cauchy problem and Hadamard's example, J. Math. Anal. 
Appl. 59 (1977), 522-530. 

[25] , On the analytic continuation of holomorphic solutions of 
partial differential equations, Preprint Università di Firenze 
no. 6 1979-80. 

[26] , Exponential majorization and the Cauchy problem. Séminaire 
Vaillant, Paris, 1979. 

[27] , Non-uniqueness of Täcklind type in the characteristic Cauchy 
problem, Matematiche 29 (1974), 162-175. 

246 



SINGULAR HOLOMORPHIC SOLUTIONS OF LINEAR PDE's 

[28] P. SCHAPIRA, Conditions de positivité dans une varieté symplectique 

complexe. Application à l'étude des micro-fonctions. Submitted 

May 1980. 

[29] S. TÄCKLIND, Sur les classes quasianalytiques des solutions des équations 

aux dérivées partielles du type parabolique. Nova Acta Soc. 

Sci. Upsaliensis (4) 10 (1936), 1-57. 

[30] A. TIHONOV, Théorèmes d'unicité pour l'équation de chaleur. Mat. Sb. 42 

(1935), 199-216. 

[31] F. TREVES, Discrete phenomena in uniqueness in the Cauchy problem, Proc. 

Amer. Math. 46 (1974), 229-233. 

[32] T. YAMANAKA and J. PERSSON, On an extension of Holmgren's uniqueness theorem, 

Comment. Math. Univ. St. Paul. 22-1 (1973), 19-30. 

[33] E.C. ZACHMANOGLOU, Manifolds with arbitrary submanifolds of nonanalyticity of 

solutions of linear PDE's, Comm. Partial Differential Equations 

5 (1980), 225-243. 

Jan PERSSON, 

Institutt for matematiske realfag, Breivika, 

Universitetet i TromsØ, 

Postboks 953, 

N-9000 TromsØ, 

Norway. 

247 


