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This paper is dedicated to the memory of Ennio De Giorgi, who was a master for us, as well as a gentle and modest person, in spite of his great personality. Always ready to listen, to discuss and to advise. We miss him.

Abstract. We prove existence of $W^{2,\infty}$ solutions to Dirichlet-Neumann problems related to some second order nonlinear partial differential equations in implicit form.

1. – Introduction

Motivated by some studies of existence problems of the calculus of variations without convexity assumptions (see [9]), we considered the following Dirichlet problem for systems of first order P.D.E.

$$
\begin{align*}
F_1(Du) &= \ldots = F_N(Du) = 0, \quad \text{a.e. in } \Omega \\
u &= \varphi, \\
\end{align*}
$$

with $\Omega$ an open set of $\mathbb{R}^n$, $n \geq 1$, $u$ vector-valued function (i.e. $u : \Omega \subset \mathbb{R}^n \rightarrow \mathbb{R}^m$ for some $m \geq 1$), $Du$ the Jacobian matrix of the gradient of $u$, $F_i : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}$, $i = 1, 2, \ldots, N$, and the boundary datum $\varphi$ vector-valued function of class $C^1(\Omega; \mathbb{R}^m)$ (or piecewise of class $C^1$). By the existence results obtained in [10], [11], [12], [13] it has been possible to treat, for example, the singular values case (see also below in this introduction for more details), a generalization of the eikonal equation and attainment for the problem of potential wells (introduced by J. M. Ball and R. D. James [2] in the context of nonlinear elasticity; for a similar attainment result see also S. Müller and V. Sverak [21]).
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In this paper we study second order equations and systems, more precisely some boundary value problems associated to them. If we start from the case of one equation, the equations that we study take the form

\[ F(x, u(x), Du(x), D^2u(x)) = 0, \quad x \in \Omega; \]

where \( u \) is a scalar function (i.e. \( u : \Omega \subset \mathbb{R}^n \to \mathbb{R} \)) and \( F : \overline{\Omega} \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^{n \times n} \to \mathbb{R} \) is a continuous function; since the matrix \( D^2u(x) \) of the second derivatives is symmetric, then for every fixed \( x \in \Omega \) this matrix is an element of the subset

\[ \mathbb{R}^{n \times n} = \{ \xi \in \mathbb{R}^{n \times n} : \xi = \xi^t \} \]

of the \( n \times n \) matrices \( \mathbb{R}^{n \times n} \).

We say that (1) is a second order partial differential equation of implicit type, since our hypotheses exclude that it is a quasilinear equation, i.e. it is not possible to write it as an equivalent equation which is linear with respect to the matrix of the second derivatives \( D^2u(x) \).

We can consider, for example, the P.D.E.

\[ |\Delta u| = 1, \quad \text{a.e. in } \Omega, \]

together with a boundary datum \( u = \varphi \) on \( \partial \Omega \). Instead, we could simply solve the Dirichlet problem with the same boundary datum, for the linear equation \( \Delta u = 1 \). But, the interesting fact is that, if we remain with the original nonlinear equation, then we can solve even a Dirichlet-Neumann problem of the type

\[ \begin{cases} 
|\Delta u| = 1, \quad \text{a.e. in } \Omega \\
 u = \varphi, \quad \text{on } \partial \Omega \\
 \partial u / \partial \nu = \psi, \quad \text{on } \partial \Omega.
\end{cases} \]

Independently of the differential equation, if a smooth function \( u \) is given on a smooth boundary \( \partial \Omega \), then it is known also its tangential derivative. Therefore to prescribe Dirichlet and Neumann conditions at the same time is equivalent to give \( u \) and \( Du \) together.

This means that the Dirichlet-Neumann problem that we consider will be written, in the specific context of (2), under the form

\[ \begin{cases} 
|\Delta u| = 1, \quad \text{a.e. in } \Omega \\
u = \varphi, \quad \text{on } \partial \Omega \\
 Du = D\varphi, \quad \text{on } \partial \Omega.
\end{cases} \]

(note the compatibility condition that we have imposed on the boundary gradient, to be equal to the gradient \( D\varphi \) of the boundary datum \( \varphi \); of course we assume that \( \varphi \) is defined all over \( \overline{\Omega} \)). We can formalize problem (3) as

\[ \begin{cases} 
 F(D^2u(x)) = 0, \quad \text{a.e. in } \Omega \\
 u = \varphi, \quad \text{on } \partial \Omega \\
 Du = D\varphi, \quad \text{on } \partial \Omega,
\end{cases} \]

where \( \overline{\Omega} \) is the closure of \( \Omega \).
where $F : \mathbb{R}^{n \times n} \to \mathbb{R}$ is the convex function given by

$$F(\xi) = |tr \; \xi| - 1 = \left| \sum_{i=1}^{n} \xi_{ii} \right| - 1, \quad \forall \; \xi \equiv (\xi_{ij}) \in \mathbb{R}^{n \times n}.$$ 

To compare with the statement of Theorem 2.1 below let us remark that $F$ is not coercive in the usual sense, but it is only coercive, for example, with respect to the $\xi_{11}$ real variable, in the sense that, if $\xi$ vary on a bounded set of $\mathbb{R}^{n \times n}$, then there exists a constant $q$ such that

$$F(\xi + te_{11}) \geq |t| - q, \quad \forall \; t \in \mathbb{R}$$

and for every $\xi$ that vary on the bounded set; here $e_{11}$ is the matrix with all the entries equal to 0, but the entry with indices 1, 1, which is equal to 1. We will say that $F$ is coercive in the rank-one direction $e_{11}$ (see (9) for the definition of coercivity of a function $F$ in a direction $\lambda \in \mathbb{R}^{n \times n}$ with rank $\{\lambda\} = 1$).

Returning to the equation (1), more generally we will consider in this paper Dirichlet-Neumann problems of the form (5)

$$\begin{cases}
F(x, u(x), Du(x), D^2 u(x)) = 0, \quad \text{a.e. in } \Omega \\
u(x) = \varphi, \; Du = D\varphi, \quad \text{on } \partial\Omega.
\end{cases}$$

(5)

We look for solutions $u$ in the class $W^{2,\infty}(\Omega)$ and in general we cannot expect that $u \in C^2(\Omega)$. An existence theorem for the problem (5) will be obtained in Section 2, while in Section 3 we will consider the case of Dirichlet-Neumann problems for systems of second order implicit equations. We will obtain a multiplicity result for solutions to problem (5); more precisely, we will prove that there exists a set of solutions dense in the $W^{2,\infty}(\Omega)$—norm on a given functional metric space contained in $W^{2,\infty}(\Omega)$. In particular we will prove the following result: Let $\Omega \subset \mathbb{R}^n$ be an open set with Lipschitz boundary. Let $F(x, s, p, \xi)$ be a continuous function, convex and coercive with respect to $\xi \in \mathbb{R}^{n \times n}$ in at least one rank-one direction. Let $\varphi$ be a function of class $C^2(\Omega)$ satisfying the compatibility condition

$$F \left( x, \varphi(x), D\varphi(x), D^2 \varphi(x) \right) \leq 0, \quad \forall \; x \in \overline{\Omega}. \tag{6}$$

Then there exists (a dense set of) $u \in W^{2,\infty}(\Omega)$ that solves the Dirichlet-Neumann problem (5).

We need the compatibility condition (6) first to be sure that the function $F$ is equal to zero somewhere (consequence of the compatibility condition and the coercivity assumption). More relevant, however is the implication by the convexity assumption through Jensen's inequality: in fact, for example, if the problem (4) with special boundary datum $\varphi$ equal to a polynomial of degree at most two (i.e. $D^2 \varphi(x) = \xi_0$ for some $\xi_0 \in \mathbb{R}^{n \times n}$ and for every $x \in \Omega$) has a
solution \( u \in W^{2,\infty}(\Omega) \), then, since \( F(D^2u) = 0 \) a.e. in \( \Omega \) and \( Du = D\varphi \) on \( \partial \Omega \), we obtain the necessary compatibility condition
\[
0 = \frac{1}{|\Omega|} \int_{\Omega} F\left(D^2u(x)\right) \, dx \geq F\left(\frac{1}{|\Omega|} \int_{\Omega} D^2u(x) \, dx\right) = F\left(\frac{1}{|\Omega|} \int_{\Omega} D^2\varphi(x) \, dx\right) = F(D^2\varphi).
\]

A difficulty in the proof of the result stated above relies in the fact that limits of sequences of solutions (or of approximate solutions) of a given equation in implicit form in general are not solutions. For example, if \( u_k \in W^{2,\infty}(\Omega) \) satisfies \( |\Delta u_k(x)| = 1 \), a.e. \( x \in \Omega \), then functions \( u, \) limits in the weak* topology of \( W^{2,\infty}(\Omega) \) of converging subsequences, in general only satisfy the condition \( |\Delta u(x)| \leq 1 \), a.e. \( x \in \Omega \). Instead to go to the limit in a sequence of approximate solutions, we “go to the limit” in a sequence of sets of approximate solutions; more precisely, we consider the intersection of a sequence of sets of approximate solutions and, by mean of Baire theorem, we show that the intersection is not empty. This method has been introduced by A. Cellina [6] for ordinary differential inclusions. See also F. S. De Blasi-G. Pianigiani [14], [15] and A. Bressan-F. Flores [4].

Let us make a remark related to the important case of second order elliptic fully nonlinear partial differential equations: a continuous function \( F(x, s, p, \xi) \), which is coercive with respect to \( \xi \in \mathbb{R}^{n \times n}_+ \) in a rank-one direction, is not elliptic in the sense of L. Caffarelli, L. Nirenberg, J. Spruck [5], M. G. Crandall-H. Ishii-P. L. Lions [7], L. C. Evans [16], N. S. Trudinger [22]. In fact the ellipticity condition \( \sum_{ij} \partial F/\partial \xi_{ij} \lambda_i \lambda_j \geq 0 \), for every \( \lambda \equiv (\lambda_i) \in \mathbb{R}^n \), excludes the coercivity of \( F \) in any rank-one direction.

We point out some examples of problems that can be solved by the existence results of this paper. We already gave a first example in (3); there the compatibility condition on the boundary datum \( \varphi \in C^2(\overline{\Omega}) \) is \( |\Delta \varphi(x)| \leq 1 \), for every \( x \in \Omega \). An other reference equation in this context is the implicit equation (see the example 1.4 below)
\[
\left| \det D^2u(x) \right| = 1, \quad \text{a.e. } x \in \Omega,
\]
that cannot be solved by the Monge-Ampère equation \( \det D^2u(x) = 1 \) if associated to the Dirichlet-Neumann conditions \( u = \varphi \) and \( Du = D\varphi \). Here the function \( F(\xi) = |\det \xi| - 1 \) is not convex in \( \mathbb{R}^{n \times n}_+ \), but is only quasiconvex in Morrey sense (see [20] and the definition (35) in Section 2 of this paper). In Sections 2 and 3 we will treat also the quasiconvex case. We can also prove existence in the cases stated below.

**Example 1.1.** We consider the Dirichlet-Neumann problem in an open set \( \Omega \subset \mathbb{R}^n \)
\[
\left\{ \begin{array}{c}
\frac{\partial^2 u}{\partial x_1^2} - \sum_{i=2}^{n} \frac{\partial^2 u}{\partial x_i^2} = 1, \quad \text{a.e. in } \Omega \\
u = \varphi, \ Du = D\varphi, \quad \text{on } \partial \Omega.
\end{array} \right.
\]
Existence Theorem 2.1 applies, with the compatibility condition on $\varphi \in C^2(\overline{\Omega})$

$$\left| \frac{\partial^2 \varphi}{\partial x_i^2} - \sum_{i=2}^{n} \frac{\partial^2 \varphi}{\partial x_i^2} \right| \leq 1, \quad \forall x \in \Omega.$$  

**Example 1.2.** Consider the generalization of the *eikonal equation* to second derivatives, related to a continuous function $a(x, s, \xi)$,

$$\left\{ \begin{array}{l} |D^2 u(x)| = a(x, u(x), Du(x)), \quad \text{a.e. in } \Omega \\ u = \varphi, \; Du = D\varphi, \quad \text{on } \partial \Omega. \end{array} \right.$$  

Then the compatibility condition on $\varphi \in C^2(\overline{\Omega})$ for existence is that

$$|D^2 \varphi(x)| \leq a(x, \varphi(x), D\varphi(x)), \quad \forall x \in \Omega.$$  

**Example 1.3.** Let $0 \leq \lambda_1(\xi) \leq \ldots \leq \lambda_n(\xi)$ denote the singular values (i.e., the absolute value of the eigenvalues) of $\xi \in \mathbb{R}_+^{n \times n}$. Then we can solve the Dirichlet-Neumann problem

$$\left\{ \begin{array}{l} \lambda_1(D^2 u) = \ldots = \lambda_n(D^2 u) = 1, \quad \text{a.e. in } \Omega \\ u = \varphi, \; Du = D\varphi, \quad \text{on } \partial \Omega, \end{array} \right.$$  

under the compatibility condition for the boundary datum $\varphi \in C^2(\overline{\Omega})$

$$\lambda_n(D^2 \varphi(x)) < 1, \quad \forall x \in \Omega.$$  

**Example 1.4.** The problem

$$\left\{ \begin{array}{l} |\det D^2 u (x)| = 1, \quad \text{a.e. } x \in \Omega \\ u = \varphi, \; Du = D\varphi, \quad \text{on } \partial \Omega, \end{array} \right.$$  

with the compatibility condition $\lambda_n(D^2 \varphi(x)) < 1$, for every $x \in \Omega$ (for example $\varphi \equiv 0$), can be reduced to the case of the previous Example 1.3, since

$$\prod_{i=1}^{n} \lambda_i(\xi) = |\det \xi|.$$
2. – The case of one implicit equation

Let $\Omega \subset \mathbb{R}^n$ be an open set. We start by considering a Dirichlet-Neumann problem related to a single second order P.D.E. in implicit form, with a function $F : \overline{\Omega} \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}_{s}^{n \times n} \to \mathbb{R}$ continuous in the variables $(x, s, p, \xi) \in \overline{\Omega} \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}_{s}^{n \times n}$ and convex with respect to the last variable $\xi \in \mathbb{R}_{s}^{n \times n}$. We denote by $\lambda \in \mathbb{R}_{s}^{n \times n}$ a matrix of rank one, for example

$$\lambda = \begin{pmatrix} 1 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & 0 \end{pmatrix}.$$ 

We say that $F(x, s, p, \xi)$ is coercive with respect to the last variable $\xi$ in the rank-one direction $\lambda$, if $\lambda \in \mathbb{R}_{s}^{n \times n}$ with rank $\{\lambda\} = 1$, and for every bounded set of $\mathbb{R} \times \mathbb{R}^n \times \mathbb{R}_{s}^{n \times n}$ there exist constants $m, q \in \mathbb{R}$, $m > 0$, such that

$$F(x, s, p, \xi + t \lambda) \geq m |t| - q$$

for every $t \in \mathbb{R}$ and for every $(x, s, p, \xi)$ that vary on the bounded set of $\mathbb{R} \times \mathbb{R}^n \times \mathbb{R}_{s}^{n \times n}$.

**Theorem 2.1.** Let $\Omega \subset \mathbb{R}^n$ be an open set with Lipschitz boundary. Let $F : \overline{\Omega} \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}_{s}^{n \times n} \to \mathbb{R}$ be a continuous function, convex with respect to the last variable and coercive in a rank-one direction $\lambda$. Let $\varphi$ be a function of class $C^2(\overline{\Omega})$ (or piecewise $C^2$) satisfying

$$F\left(x, \varphi(x), D\varphi(x), D^2\varphi(x)\right) \leq 0, \quad \forall x \in \overline{\Omega}.$$ 

Then there exists (a dense set of) $u \in W^{2,\infty}(\Omega)$ such that

$$\begin{cases} F(x, u(x), Du(x), D^2u(x)) = 0, & \text{a.e. in } \Omega \\ u = \varphi, \quad Du = D\varphi, & \text{on } \partial\Omega. \end{cases}$$

**Remark 2.1.** (i) By the notation $u \in W^{2,\infty}(\Omega)$, $u = \varphi$, $Du = D\varphi$, on $\partial\Omega$, we mean that $u - \varphi \in W^{2,\infty}_0(\Omega)$.

(ii) We have assumed the Lipschitz continuity of the boundary to be able to define $D\varphi$ on $\partial\Omega$, but we could also consider a more general open set $\Omega$ provided there exists $\Omega_1 \supset \Omega$ with Lipschitz boundary and such that $\varphi \in C^2(\overline{\Omega}_1)$. This remark will be used at the end of Section 2 in order to conclude the proof of Theorem 2.1.

The proof of the theorem will be divided into several lemmas. We give at the same time the proof of Theorem 2.1 and of Theorem 2.5 below. The two proofs are almost identical; thus we emphasize the differences in parentheses, by quoting explicitly the quasiconvexity assumption of Theorem 2.5.

We also observe that the following proof can be proposed with similar arguments in the $k$th order case, $k > 2$, for implicit functions involving derivatives $D^i u(x)$ from $i = 0$ up to the order $k$. 

Lemma 2.2. Let $\Omega \subset \mathbb{R}^n$ be an open set with Lipschitz boundary. Let $t \in [0, 1]$ and $A, B \in \mathbb{R}^{n \times n}$ with rank $\{A - B\} = 1$. Let $\varphi$ be a polynomial of degree at most 2 such that

$$D^2 \varphi(x) = tA + (1 - t)B, \quad x \in \overline{\Omega}.$$ 

Then, for every $\varepsilon > 0$, there exists $u \in W^{2,\infty}(\Omega)$, piecewise polynomial of degree at most 2 up to a set of measure less than $\varepsilon$, (i.e. $u \in P_e$, see the definition (21) below) and there exist disjoint open sets $\Omega_A, \Omega_B \subset \Omega$, with Lipschitz boundary, such that

$$\begin{align*}
&|\text{meas } \Omega_A - t \text{ meas } \Omega|, \quad |\text{meas } \Omega_B - (1 - t) \text{ meas } \Omega| \leq \varepsilon \\
u(x) = \varphi(x), \quad Du(x) = D\varphi(x), &\quad x \in \partial \Omega \\
|u(x) - \varphi(x)| \leq \varepsilon, \quad |Du(x) - D\varphi(x)| \leq \varepsilon, &\quad x \in \Omega \\
D^2u(x) = \left\{ \begin{array}{ll}
A & \text{in } \Omega_A \\
B & \text{in } \Omega_B \\
\text{dist } (D^2u(x), \text{co } \{A, B\}) \leq \varepsilon, & \text{a.e. in } \Omega,
\end{array} \right.
\end{align*}$$

where $\text{co } \{A, B\} = [A, B]$ is the convex hull of $\{A, B\}$, that is the closed segment joining $A$ and $B$.

Proof. Step 1: Let us first assume that the matrix $A - B$ has the form

$$A - B = \left( \begin{array}{cccc}
\alpha & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & 0
\end{array} \right).$$

We can express $\Omega$ as union of cubes with faces parallel to the coordinate axes and a set of small measure. Then, by posing $u = \varphi$ on the set of small measure, and by homotheties and translations, we can reduce ourselves to work with $\Omega$ equal to the unit cube.

Let $\Omega_\varepsilon$ be a set compactly contained in $\Omega$ and let $\eta \in C^2_0(\Omega)$ and $L > 0$ be such that

$$\begin{align*}
\text{meas } (\Omega - \Omega_\varepsilon) &\leq \varepsilon \\
0 \leq \eta(x) &\leq 1, \quad \forall x \in \Omega \\
\eta(x) &\equiv 1, \quad \forall x \in \Omega_\varepsilon \\
|D\eta(x)| &\leq L/\varepsilon, \quad \forall x \in \Omega - \Omega_\varepsilon \\
|D^2\eta(x)| &\leq L/\varepsilon^2, \quad \forall x \in \Omega - \Omega_\varepsilon
\end{align*}$$

(12)

Let us define a function $v$ in the following way: given $\delta > 0$, $v = v(x_1)$ depends only on the real variable $x_1 \in (0, 1)$ and the interval $(0, 1)$ is divided into two finite unions $I, J$ of open subintervals such that

$$\begin{align*}
\bar{I} \cup \bar{J} &\equiv [0, 1], \quad I \cap J = \emptyset \\
\text{meas } I &\equiv t, \quad \text{meas } J = 1 - t \\
v''(x_1) &\equiv \left\{ \begin{array}{ll}
(1 - t)\alpha & \text{if } x_1 \in I \\
-t\alpha & \text{if } x_1 \in J
\end{array} \right. \\
|v'(x_1)| &\leq \delta, \quad \forall x_1 \in (0, 1) \\
|v(x_1)| &\leq \delta, \quad \forall x_1 \in (0, 1).
\end{align*}$$
In particular \( v''(x_1) \) can assume the two values \((1 - t) \alpha \) and \(-t \alpha\), and at the same time \( v(x_1) \) and \( v'(x_1) \) can be small, i.e. in absolute value less than or equal to \( \delta \), since 0 is a convex combination of the two values, with coefficients \( t \) and \( 1 - t \). If we choose \( \delta = \min\{\epsilon^2/(4L), \epsilon^3/(2L)\} \), then by the last two inequalities we obtain

\[
|Du(x)| \leq \frac{\epsilon^2}{(4L)}, \quad \forall x \in \Omega,
\]

\[
|v(x)| \leq \frac{\epsilon^3}{(2L)}, \quad \forall x \in \Omega.
\]

We define \( u \) as a convex combination of \( v + \varphi \) and \( \varphi \) in the following way

\[
u = \eta(v + \varphi) + (1 - \eta)\varphi = \eta v + \varphi.
\]

Then \( u \) satisfies the conclusion, with

\[
\Omega_A = \{ x \in \Omega : x_1 \in I \}, \quad \Omega_B = \{ x \in \Omega : x_1 \in J \}.
\]

In fact \( u(x) = \varphi(x) \) and \( Du(x) = D\varphi(x) \) for every \( x \in \partial \Omega \), and

\[
|u(x) - \varphi(x)| = |\eta v| \leq \frac{\epsilon^3}{(2L)} \leq \epsilon, \quad \forall x \in \Omega,
\]

for \( \epsilon \) sufficiently small. Since

\[
Du = D\eta \cdot v + \eta \cdot Dv + D\varphi,
\]

then, again for \( \epsilon \) sufficiently small

\[
|Du(x) - D\varphi(x)| = |D\eta \cdot v + \eta \cdot Dv| \leq \frac{\epsilon^2}{2(4L)} \leq \epsilon, \quad \forall x \in \Omega.
\]

Finally

\[
D^2u = D^2\eta \cdot v + 2D\eta \cdot Dv + \eta D^2v + D^2\varphi,
\]

and so

\[
D^2u = D^2v + D^2\varphi = D^2v + tA + (1 - t)B = \begin{cases} A & \text{in } \Omega_A \\ B & \text{in } \Omega_B \end{cases}.
\]

Since both \( D^2v + D^2\varphi \) (\( = A \) or \( B \)) and \( D^2\varphi = tA + (1 - t)B \) belong to \( \text{co}\{A, B\} \), then by (15) and by (12), (14), (13) for almost every \( x \in \Omega \) we obtain

\[
\text{dist} \left( D^2u, \text{co}\{A, B\} \right) \leq \left| D^2u - \left[ \eta \left( D^2v + D^2\varphi \right) + (1 - \eta)D^2\varphi \right] \right| \leq |D^2\eta| \cdot |v| + 2|D\eta| \cdot |Dv| \leq \epsilon.
\]
Step 2: Since $A - B$ is symmetric and of rank one, by the usual reduction of a symmetric matrix to diagonal form, by the well known properties of eigenvalues (c.f. Bellman [3], Theorem 2, page 54) we can always find $R \in SO(n)$ so that

$$A - B = R \begin{pmatrix} \alpha & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 \\ \ldots & \ldots & \ldots & \ldots \\ 0 & 0 & \ldots & 0 \end{pmatrix} R^t.$$ 

Then we set

$$\begin{cases} \tilde{\Omega} = R^t \Omega \Rightarrow \text{meas} \tilde{\Omega} = \text{meas} \Omega \\ \tilde{A} = R^t A R, \quad \tilde{B} = R^t B R \end{cases}$$

and by Step 1 we find $\tilde{\Omega}_A, \tilde{\Omega}_B$ and $\tilde{u} \in W^{2,\infty}(\tilde{\Omega})$ with the claimed properties. By posing

$$\begin{cases} u(x) = \tilde{u}(R^t x), \quad x \in \Omega \\ \Omega_A = R \tilde{\Omega}_A, \quad \Omega_B = R \tilde{\Omega}_B \end{cases}$$

(note that $Du(x) = RD\tilde{u}(R^t x)$ and $D^2 u(x) = RD^2 \tilde{u}(R^t x) R^t$) we get the result. \hfill \Box

We now prove the theorem for functions $F$ independent of $(x, s, p)$ and for boundary data that are polynomial of degree at most two.

**Lemma 2.3.** Let $\Omega \subset \mathbb{R}^n$ be an open set with Lipschitz boundary. Let $F : \mathbb{R}^{n \times n} \to \mathbb{R}$ be a convex function, coercive in a rank-one direction $\lambda$, i.e. there exists a matrix $\lambda \in \mathbb{R}^{n \times n}$ with rank $\{\lambda\} = 1$, and constants $m, q \in \mathbb{R}$, $m > 0$, such that

$$F(\xi + t \lambda) \geq m |t| - q$$

for every $t \in \mathbb{R}$ and for every $\xi$ that vary on a bounded set of $\mathbb{R}^{n \times n}$. Let $\phi$ be a polynomial of degree at most two (i.e. $D^2 \phi(x) = \xi_0$, for every $x \in \Omega$) satisfying

$$F(\lambda) \leq 0.$$ 

Then there exists (a dense set of) $u \in W^{2,\infty}(\Omega)$ such that

$$\begin{cases} F(D^2 u(x)) = 0, \quad \text{a.e. } x \in \Omega \\ u = \phi, \quad Du = D\phi, \quad \text{on } \partial \Omega. \end{cases}$$

**Proof.** We assume without loss of generality that $\Omega$ is bounded (since we can cover $\Omega$ with a countable family of bounded sets with Lipschitz boundary and prove the lemma on each of these sets). We can assume also that

$$F(\xi_0) < 0$$

otherwise $\phi$ is a solution of our problem. For $r > 0$ given we define the subset of $\mathbb{R}^{n \times n}$

$$K = \{ \eta \in \mathbb{R}^{n \times n} : \eta = \xi + t \lambda, \quad \xi \in \overline{B_r(\xi_0)}, \quad t \in \mathbb{R} \quad \text{and} \quad m |t| - q \leq 0 \}$$

(19)
where \( m, q \) are the constants that appear in the coercivity assumption (16), when \( \xi \) vary in \( B_r(\xi_0) \), the closed ball centered at \( \xi_0 \) with radius \( r \). The set \( K \) is compact and convex. Furthermore its interior is given by

\[
\text{int } K = \left\{ \eta \in \mathbb{R}^{n \times n} : \eta = \xi + t\lambda, \xi \in B_r(\xi_0), t \in \mathbb{R} \text{ and } m |t| - q < 0 \right\}.
\]

Moreover by (16) the following inclusion holds

\[
\left\{ \eta \in \mathbb{R}^{n \times n} : \eta = \xi + t\lambda, \xi \in B_r(\xi_0), t \in \mathbb{R} \text{ and } F(\eta) \leq 0 \right\} \subset K.
\]

We next define for every \( \varepsilon \geq 0 \), \( P_\varepsilon \) to be the set of piecewise polynomial of degree at most two, up to a set of measure less than \( \varepsilon \). More precisely

\[
P_\varepsilon \text{ is the set of functions } u \in W^{2,\infty}(\Omega) \text{ such that there exist an open set } \Omega_0, \text{ with Lipschitz boundary and with meas } \Omega_0 \leq \varepsilon,
\]

and a countable family of disjoint open sets \( \{\Omega_j\}_{j=1}^{\infty} \)

with Lipschitz boundary satisfying \( \bigcup_{j=1}^{\infty} \Omega_j = \Omega \setminus \Omega_0 \), such that \( u \mid_{\Omega_j}, j = 1, 2, \ldots, \), is a polynomial of degree at most two.

Note that (for \( \varepsilon = 0 \)) \( P_0 \) is the set of \( C^1 \) functions which are piecewise polynomial of degree at most two. Moreover \( P_0 \subset P_\varepsilon \) for every \( \varepsilon \geq 0 \). In particular \( \varphi \in P_\varepsilon \) for every \( \varepsilon \geq 0 \).

We then let \( V \) be the set of functions \( u \in C^1(\Omega) \) such that there exist sequences \( \varepsilon_k \to 0 \) and \( u_k \in P_\varepsilon \) satisfying

\[
\begin{align*}
&u_k \to u \text{ in } C^1(\Omega) \\
&D^2 u_k(x) \in \text{int } K, \quad \text{a.e. } x \in \Omega \\
&F(D^2 u_k(x)) < 0, \quad \text{a.e. } x \in \Omega \\
&u_k = \varphi \text{ and } D u_k = D \varphi \text{ on } \partial \Omega.
\end{align*}
\]

The set \( V \) is non empty since \( \varphi \in V \). We endow \( V \) with the \( C^1 \)-norm and thus \( V \) is a metric space. By classical diagonal process we get that \( V \) is closed in \( C^1(\Omega) \); thus \( V \) is a complete metric space.

Furthermore since \( K \) is bounded, \( V \) is bounded in \( W^{2,\infty} \); then any sequence in \( V \) contains a subsequence which converges in the weak* topology of \( W^{2,\infty} \). Since \( F \) is convex (quasiconvex in Theorem 2.5, where we use the semicontinuity in the weak* topology of \( W^{2,\infty} \) of integrals depending on second derivatives; see Meyers [19]; see also [1], [17], [18]) we obtain

\[
F(D^2 u(x)) \leq 0, \text{ a.e. } x \in \Omega, \forall u \in V.
\]

In fact, if \( \eta \in C^0(\Omega), \eta \geq 0 \) and \( u_k \) weak* converges to \( u \) in \( W^{2,\infty} \), with \( F(D^2 u_k) \leq 0 \), then

\[
\int_\Omega \eta(x) \cdot F(D^2 u(x)) \, dx \leq \liminf_{k \to +\infty} \int_\Omega \eta(x) \cdot F(D^2 u_k(x)) \, dx,
\]
and thus
\[ \int_{\Omega} \eta(x) \cdot F \left( D^2 u(x) \right) dx \leq 0, \quad \forall \eta \in C^0(\overline{\Omega}), \quad \eta \geq 0, \]
which implies (22). Therefore
\[ V \subset \left\{ u \in \varphi + W^{2,\infty}_0(\Omega) : F \left( D^2 u(x) \right) \leq 0, \quad \text{a.e. } x \in \Omega \right\}. \tag{23} \]

For \( k \in \mathbb{N} \) we define
\[ V^k = \{ u \in V : \int_{\Omega} F \left( D^2 u(x) \right) dx > -1/k \}. \]

The set \( V^k \) is open in \( V \). Indeed by the boundedness in \( W^{2,\infty} \) of \( V \) and by the convexity (quasiconvexity in Theorem 2.5) of \( F \) we deduce that \( V \setminus V^k \) is closed in \( V \).

Now we show that \( V^k \) is dense in \( V \). So let \( v \in V \); we can assume, by construction of \( V \), that there exist \( \varepsilon > 0 \) and \( v_\varepsilon \) such that
\[
\begin{cases}
   v_\varepsilon \in P_\varepsilon \\
   D^2 v_\varepsilon \in \text{int } K \\
   F \left( D^2 v_\varepsilon(x) \right) < 0 \\
   v_\varepsilon = \varphi, \quad Dv_\varepsilon = D\varphi \quad \text{on } \partial \Omega \\
   \|v_\varepsilon - v\|_{C^1(\overline{\Omega})} \leq \varepsilon/2.
\end{cases}
\]

Therefore there exist disjoint open sets \( \Omega_j, \quad j = 0, 1, 2, \ldots, \) so that \( \text{meas } \Omega_j \leq \varepsilon \) and \( v_\varepsilon \mid_{\Omega_j} \) is a polynomial of degree at most two, i.e. \( D^2 v_\varepsilon = \xi_j \in \text{int } K \) in \( \Omega_j \), with \( F \left( \xi_j \right) < 0 \), for every \( j = 1, 2, \ldots, \)

Next we consider the function which at every \( t \in \mathbb{R} \) associates \( \xi_j(t) = \xi_j + t\lambda \in \mathbb{R}^{n \times n} \). Note that \( \xi_j(t) \in \text{int } K \) for \( t \in \mathbb{R} \) as long as \( F \left( \xi_j(t) \right) < 0 \). Since \( F \left( \xi_j \right) < 0 \), by (16) we can find \( t_1 < 0 < t_2 \) such that \( F \left( \xi_j(t_1) \right) = F \left( \xi_j(t_2) \right) = 0 \). By the continuity of \( F \) for \( \varepsilon \) sufficiently small we can find \( \delta_1, \delta_2 > 0 \) such that
\[ F \left( \xi_j(t_1 + \delta_1) \right) = F \left( \xi_j(t_2 - \delta_2) \right) = -\varepsilon. \]

We then apply the previous lemma with \( A = \xi_j(t_1 + \delta_1), \quad B = \xi_j(t_2 - \delta_2) \) (observe that \( A - B = (t_1 - t_2 + \delta_1 + \delta_2)\lambda \) is a rank one matrix) and \( t = (t_2 - \delta_2)/(t_2 - \delta_2 - t_1 - \delta_1) \), with \( \varphi \) replaced by \( v_\varepsilon \) and \( \varepsilon \) replaced by min \( \{\delta, \varepsilon/2^j\} \) with \( \delta \) to be chosen below. Therefore we get \( v_{\varepsilon,j} \in P_\varepsilon \subset W^{2,\infty}(\Omega) \) and \( \tilde{\Omega}_j = (\Omega_A \cup \Omega_B) \subset \Omega_j \) such that
\[
\begin{cases}
   \text{meas } (\Omega_j - \tilde{\Omega}_j) \leq \varepsilon/2^j \\
   v_{\varepsilon,j}(x) = v_\varepsilon(x), \quad Dv_{\varepsilon,j}(x) = Dv_\varepsilon(x), \quad x \in \partial \Omega_j \\
   \|v_{\varepsilon,j} - v\|_{C^1(\tilde{\Omega}_j)} \leq \varepsilon/2^j \leq \varepsilon/2 \\
   F \left( D^2 v_{\varepsilon,j}(x) \right) = -\varepsilon \quad \text{a.e. } x \in \Omega_A \cup \Omega_B = \tilde{\Omega}_j \\
   D^2 v_{\varepsilon,j}(x) \in \text{int } K \text{ and } F \left( D^2 v_{\varepsilon,j}(x) \right) < 0 \quad \text{a.e. } x \in \Omega_j.
\end{cases}
\]
The facts that $D^2v_{\epsilon,j}(x) \in \text{int } K$ and $F\left(D^2v_{\epsilon,j}(x)\right) < 0$ are consequences of

$$\begin{cases}
  \text{co } \{A, B\} \subset \text{int } K \\
  F|_{\text{co } \{A, B\}} \leq -\epsilon < 0 \\
  \text{dist}\left(D^2v_{\epsilon,j}, \text{co } \{A, B\}\right) < \delta,
\end{cases}$$

and the possibility to choose $\delta$ arbitrarily small; note above that $F(A) = F(B) = -\epsilon < 0$ and, by convexity, $F(\xi) < 0$ for every $\xi \in \text{co } \{A, B\}$ (in Theorem 2.5 the quasiconvex function $F$ is also convex on the segment $\text{co } \{A, B\}$, since $A - B \in \mathbb{R}^{n \times n}$ and rank $\{A - B\} = 1$). We define the function $u_\epsilon$ by

$$u_\epsilon(x) = \begin{cases}
  v_\epsilon(x) & \text{if } x \in \overline{\Omega}_0 \\
  v_{\epsilon,j}(x) & \text{if } x \in \overline{\Omega}_j, \quad j = 1, 2, \ldots
\end{cases}$$

Then $u_\epsilon \in P_{2\epsilon} \cap V$ and $\|u_\epsilon - v\|_{C^1(\overline{\Omega})} \leq \epsilon$. It remains to show that $u_\epsilon \in V^k$. To this aim we compute

$$\int_\Omega F\left(D^2u_\epsilon(x)\right) dx = \int_{\Omega_0} F\left(D^2v_\epsilon(x)\right) dx + \sum_{j=1}^{\infty} \int_{\Omega_j} F\left(D^2v_{\epsilon,j}(x)\right) dx$$

$$= \int_{\Omega_0} F\left(D^2v_\epsilon(x)\right) dx + \sum_{j=1}^{\infty} \int_{\Omega_j - \tilde{\Omega}_j} F\left(D^2v_{\epsilon,j}(x)\right) dx - \epsilon \sum_{j=1}^{\infty} \text{meas } \tilde{\Omega}_j.$$

We use the inequalities

$$\text{meas } \Omega_0 < \epsilon, \quad \sum_{j=1}^{\infty} \text{meas } (\Omega_j - \tilde{\Omega}_j) < \epsilon,$$

and the fact that $D^2v_\epsilon(x), D^2v_{\epsilon,j}(x)$ belong to the compact set $K$ a.e. $x \in \Omega$, to deduce, since $F$ is continuous on $K$, that

$$\int_\Omega F\left(D^2u_\epsilon(x)\right) dx > -1/k$$

for $\epsilon$ sufficiently small. Therefore $u_\epsilon \in V^k$ and the density of $V^k$ in $V$ has been established.

By Baire category theorem we have that

$$\bigcap_{k \in \mathbb{N}} V^k = \left\{ u \in V : \int_\Omega F\left(D^2u(x)\right) dx \geq 0 \right\}$$

is dense in $V$, in particular it is not empty. Since every $u \in V$ by (23) satisfies the condition $F\left(D^2u(x)\right) \leq 0$ a.e. $x \in \Omega$, we obtain that every element $u$ of this intersection solves the equation $F\left(D^2u(x)\right) = 0$ a.e. $x \in \Omega$, and thus the thesis (18) holds.
Lemma 2.4. Under the hypotheses of Theorem 2.1 and under the further assumption that the boundary datum $\varphi \in C^2(\overline{\Omega})$ satisfies the condition

(24) \[ F \left( x, \varphi(x), D\varphi(x), D^2\varphi(x) \right) < 0, \quad \forall x \in \overline{\Omega}, \]

then the conclusion (11) of Theorem 2.1 holds.

Proof. As usual we can assume that $\Omega$ is bounded. Letting $w = u - \varphi$ we obtain the equivalent formulation: find $w \in W^{2,\infty}(\Omega)$ satisfying

\[
\begin{cases}
G(x, w(x), Dw(x), D^2w(x)) = 0, & \text{a.e. in } \Omega \\
w = 0, \quad Dw = 0, & \text{on } \partial \Omega,
\end{cases}
\]

where

\[ G(x, s, p, \xi) = F \left( x, s + \varphi(x), p + D\varphi(x), \xi + D^2\varphi(x) \right). \]

Since $\varphi \in C^2(\overline{\Omega})$, then $G$ is continuous with respect to $(x, s, p, \xi)$, convex (quasiconvex in Theorem 2.5) and coercive in the $\lambda$ direction with respect to the $\xi$ variable. By the compatibility assumption (24), if we denote by $\psi = 0$ the function identically equal to zero on $\overline{\Omega}$, then

(25) \[ G \left( x, \psi(x), D\psi(x), D^2\psi(x) \right) = G(x, 0, 0, 0) < 0, \quad \forall x \in \overline{\Omega}. \]

Let $r > 0$. If $v \in W^{2,\infty}_0(\Omega)$ and $|D^2v(x)| \leq r$ a.e. $x \in \Omega$, then $|v(x)| + |Dv(x)| \leq L \cdot r$, for every $x \in \overline{\Omega}$ and for some positive constant $L$ depending on the diameter of $\Omega$. Therefore we can consider the coercivity assumption (9) with $x \in \overline{\Omega}$, $|s| + |p| \leq L \cdot r$, $|\xi| \leq r$ and thus we can find constants $q, m > 0$, such that

(26) \[ G(x, s, p, \xi + t\lambda) \geq m |t| - q, \quad \forall t \in \mathbb{R}. \]

Then we consider the (compact and convex) set $K \subset \mathbb{R}^{n \times n}$ as in (19)

\[ K = \{ \eta \in \mathbb{R}^{n \times n} : \eta = \xi + t\lambda, \xi \in \overline{B_r(0)}, t \in \mathbb{R} \text{ and } m |t| - q \leq 0 \}. \]

By the coercivity assumption (26) for every $x \in \overline{\Omega}$, $|s| + |p| \leq L \cdot r$, the following inclusion holds

\[ \{ \eta \in \mathbb{R}^{n \times n} : \eta = \xi + t\lambda, \xi \in \overline{B_r(0)}, t \in \mathbb{R} \text{ and } G(x, s, p, \eta) \leq 0 \} \subset K. \]

By considering again the set $P \subset W^{2,\infty}(\Omega)$ of piecewise polynomial of degree at most two up to a set of measure less than $\varepsilon$, as in Lemma 2.3, we can define
$W$ as the set of functions $u \in C^1(\Omega)$ such that there exist sequences $\varepsilon_k \to 0$ and $u_k \in P_{\varepsilon_k}$ satisfying

\[
\begin{cases}
  u_k \to u \text{ in } C^1(\Omega) \\
  D^2 u_k(x) \in \text{int } K, \quad \text{a.e. } x \in \Omega \\
  G(x, u_k(x), Du_k(x), D^2 u_k(x)) < 0 \quad \text{a.e. } x \in \Omega \\
  u_k = 0 \text{ and } Du_k = 0 \quad \text{on } \partial \Omega.
\end{cases}
\]

Then $W$ is non empty, since $0 \in W$. As in Lemma 2.3 we endow $W$ with the $C^1$-norm and $W$ becomes a complete metric space. Again, similarly to (23) of Lemma 2.3, we can see that

\[
W \subset \left\{ u \in W_{0,\infty}^2(\Omega) : G(x, u(x), Du(x), D^2 u(x)) \leq 0, \text{ a.e. } x \in \Omega \right\}.
\]

For every $k \in \mathbb{N}$ we define

\[
W^k = \{ u \in W : \int_\Omega G(x, u(x), Du(x), D^2 u(x)) \, dx > -1/k \}.
\]

By the lower semicontinuity of the integral in the weak* topology of $W_{0,\infty}^2(\Omega)$ the set $W^k$ is open in $W$.

We also show that $W^k$ is dense in $W$. So let $v \in W$; we can assume, by definition of $W$, that there exist $\varepsilon > 0$ and $v_\varepsilon$ such that

\[
\begin{cases}
  v_\varepsilon \in P_\varepsilon \\
  D^2 v_\varepsilon \in \text{int } K, \quad \text{a.e. } x \in \Omega \\
  G(x, v_\varepsilon(x), Dv_\varepsilon(x), D^2 v_\varepsilon(x)) < 0, \quad \text{a.e. } x \in \Omega \\
  v_\varepsilon = 0, \quad Dv_\varepsilon = 0 \quad \text{on } \partial \Omega \\
  \|v_\varepsilon - v\|_{C^1(\Omega)} \leq \varepsilon/2.
\end{cases}
\]

Therefore there exist disjoint open sets $\Omega_j$, $j = 0, 1, 2, \ldots$, so that $\text{meas } \Omega_0 \leq \varepsilon$ and, for $j = 1, 2, \ldots$, $v_\varepsilon \mid_{\Omega_j}$ is a polynomial of degree at most two, i.e.

\[
D^2 v_\varepsilon = \xi_j \in \text{int } K \text{ in } \Omega_j,
\]

\[
G(x, v_\varepsilon(x), Dv_\varepsilon(x), \xi_j) < 0, \quad \forall x \in \overline{\Omega}_j, \quad \forall j = 1, 2, \ldots
\]

Given $\delta > 0$, for every $j = 1, 2, \ldots$ we consider $\delta_j \leq \delta$ satisfying

\[
0 < \delta_j < -\max \left\{ G(x, v_\varepsilon(x), Dv_\varepsilon(x), \xi_j) : x \in \overline{\Omega}_j \right\}.
\]

By the uniform continuity of $G$ and the equicontinuity in $\overline{\Omega}_j$ of the first derivatives of elements of $W$, there exists a finite number $H_j$ of disjoint open sets $\{\Omega_{jh}\}_{h=1, \ldots, H_j}$ with Lipschitz boundary, with the property that the closure of their union is equal to $\overline{\Omega}_j$ and such that, if $x_h \in \Omega_{jh}$ for $h = 1, \ldots, H_j$, then

\[
\left| G(x, v_1(x), Dv_1(x), \xi) - G(x_h, v_2(x_h), Dv_2(x_h), \xi) \right| < \delta_j
\]
for every \( x \in \overline{\Omega_{jh}} \), for every \( \xi \in K \) and for every \( v_1, v_2 \in W^{2,\infty}(\Omega_{jh}) \), \( v_1 - v_2 \in W^{2,\infty}_0(\Omega_{jh}) \) such that \( D^2 v_1(x), D^2 v_2(x) \in K \) (which is a compact set) a.e. \( x \in \Omega_{jh} \). From (28) we deduce

\[
(30) \quad G\left(x_h, v_\varepsilon(x_h), Dv_\varepsilon(x_h), \xi_j\right) < -\delta_j
\]

for every \( h = 1, \ldots, H_j \). Recalling that \( D^2 v_\varepsilon \equiv \xi_j \) in \( \overline{\Omega_{jh}} = \cup_{\Delta_{jh}} \), by the compatibility condition (30) we can apply Lemma 2.3 to solve the problem

\[
\begin{cases}
  G\left(x_h, v_\varepsilon(x_h), Dv_\varepsilon(x_h), D^2 w(x)\right) = -\delta_j, & \text{a.e. } x \in \Omega_{jh} \\
  w(x) = v_\varepsilon(x), \quad Dw(x) = Dv_\varepsilon(x), & x \in \partial\Omega_{jh}
\end{cases}
\]

and find \( w = w_{jh} \in V \subset W^{2,\infty}(\Omega_{jh}) \) (see the definition of \( V \) in the proof of Lemma 2.3). Recall that, by the definition of \( V \), for \( j, h \) fixed there exist sequences \( \varepsilon_k \to 0 \) and \( u_{jhk} \in P_{\varepsilon_k} \) satisfying

\[
\begin{cases}
  u_{jhk} \to w_{jh} \text{ in } C^1(\Omega) & \text{as } k \to +\infty \\
  D^2 u_{jhk} \in \text{int } K & \text{a.e. } x \in \Omega \\
  G\left(x_h, v_\varepsilon(x_h), Dv_\varepsilon(x_h), D^2 u_{jhk}(x)\right) < -\delta_j, & \text{a.e. } x \in \Omega_{jh} \\
  u_{jhk}(x) = v_\varepsilon(x), \quad D_{jhk}(x) = Dv_\varepsilon(x), & x \in \partial\Omega_{jh}
\end{cases}
\]

By (29), with \( v_1 = u_{jhk} \) and \( v_2 = v_\varepsilon \) we get

\[
(31) \quad G\left(x, u_{jhk}(x), D u_{jhk}(x), D^2 u_{jhk}(x)\right) < 0, \quad \text{a.e. } x \in \Omega_{jh}.
\]

We then define the function \( w \in W \) in \( \Omega \) by

\[
w(x) = \begin{cases} v_\varepsilon(x) & \text{if } x \in \overline{\Omega_0} \\ w_{jh}(x) & \text{if } x \in \overline{\Omega_{jh}}, \ j = 1, 2, \ldots, \ h = 1, \ldots, H_j. \end{cases}
\]

The fact that \( w \in W \) is a consequence of the definition of \( v_\varepsilon \), (31), (32) and (33). We then go back to \( \delta_j \leq \delta \) in (28); as \( \delta \to 0 \) the function \( w \) converges to \( v_\varepsilon \) pointwise in \( \Omega \), and thus in \( C^1(\overline{\Omega}) \), since \( D^2 w \) is uniformly bounded. To show that \( w \in W^k \) we compute

\[
\begin{align*}
\int_\Omega G\left(x, w(x), D w(x), D^2 w(x)\right) \, dx &= \int_{\Omega_0} G\left(x, v_\varepsilon(x), Dv_\varepsilon(x), D^2 v_\varepsilon(x)\right) \, dx \\
&\quad + \sum_{jh} \int_{\Omega_{jh}} G\left(x, w_{jh}(x), D w_{jh}(x), D^2 w_{jh}(x)\right) \, dx \\
&\quad + \sum_{jh} \int_{\Omega_{jh}} \left\{ G\left(x, w_{jh}(x), D w_{jh}(x), D^2 w_{jh}(x)\right) \right. \\
&\quad \left. - G\left(x_h, v_\varepsilon(x_h), Dv_\varepsilon(x_h), D^2 w_{jh}(x)\right) \right\} \, dx \\
&\geq -M \varepsilon - 2|\Omega| \delta,
\end{align*}
\]
since \( \text{mes} \Omega_0 < \varepsilon \) and \( |G(x, v_\varepsilon(x), Dv_\varepsilon(x), D^2v_\varepsilon(x))| \leq M \), for some constant \( M \) (in fact \( D^2v_\varepsilon(x) \) belongs to the compact set \( K \) a.e. \( x \in \Omega \)) and where we have used (29) with \( v_1 = w_{jh} \) and \( v_2 = v_\varepsilon \). Therefore \( w \in W^k \) for \( \varepsilon \) and \( \delta \) sufficiently small and the density of \( W^k \) in \( W \) has been proved. We obtain the conclusion by using Baire category theorem, as in the proof of Lemma 2.3. In fact we have that

\[
\bigcap_{k \in \mathbb{N}} W^k = \left\{ u \in W : \int_{\Omega} G(x, u(x), Du(x), D^2u(x)) \, dx \geq 0 \right\}
\]

is dense in \( W \), in particular it is not empty. Then every \( u \in W \) by (27) satisfies the condition \( G(x, u(x), Du(x), D^2u(x)) \leq 0 \) a.e. \( x \in \Omega \), and every element \( u \) of this intersection solves the equation \( G(x, u(x), Du(x), D^2u(x)) = 0 \) a.e. \( x \in \Omega \). Thus the conclusion (11) holds. \( \square \)

We are ready to conclude the proof of Theorem 2.1; it only remains to reduce ourselves to the case of compatibility condition (24).

**Proof.** (Conclusion of the proof of Theorem 2.1). First we observe that if \( \varphi \) is piecewise \( C^2 \) we can do the following construction on each set where \( \varphi \) is of class \( C^2 \) and hence obtain the result on the whole of \( \Omega \). We will therefore assume that \( \varphi \in C^2(\bar{\Omega}) \). We also assume that \( \Omega \) is bounded, otherwise we cover \( \Omega \) with a countable family of bounded sets with Lipschitz boundary and prove the theorem on each of these sets. We define

\[
\Omega_0 = \left\{ x \in \Omega : F(x, \varphi(x), D\varphi(x), D^2\varphi(x)) = 0 \right\}.
\]

Since \( \varphi \) is \( C^2 \), the set \( \Omega - \Omega_0 \) is open. We define \( u = \varphi \) in \( \Omega_0 \) and we solve in \( W^{2,\infty}(\Omega - \Omega_0) \) the Dirichlet-Neumann problem

\[
\begin{aligned}
F(x, u(x), Du(x), D^2u(x)) &= 0, & \text{a.e. in } \Omega - \Omega_0 \\
u &= \varphi, & Du = D\varphi, & \text{on } \partial(\Omega - \Omega_0)
\end{aligned}
\]

(note that, by Remark 2.1 (ii), we do not care of the Lipschitz continuity of the boundary of \( \Omega - \Omega_0 \)) with the compatibility condition

\[
F(x, \varphi(x), D\varphi(x), D^2\varphi(x)) < 0, \quad \forall x \in \Omega - \Omega_0.
\]

For every \( t < 0 \) let us define the subset of \( \Omega - \Omega_0 \subset \mathbb{R}^n \)

\[
\Omega' = \left\{ x \in \Omega - \Omega_0 : F(x, \varphi(x), D\varphi(x), D^2\varphi(x)) = t \right\}.
\]

Then we can find an increasing sequence \( t_k < 0 \), converging to zero as \( k \to +\infty \), such that

\[
(34) \quad \text{mes } \Omega^{2k} = 0, \quad \forall k \in \mathbb{N}.
\]
To prove (34) we define for every $k \in \mathbb{N}$

$$T_k = \left\{ t < 0 : \frac{\text{meas} (\Omega - \Omega_0)}{k + 1} < \text{meas } \Omega' \leq \frac{\text{meas} (\Omega - \Omega_0)}{k} \right\}.$$

This set $T_k$, for $k$ fixed, contains at most a finite number of real numbers. In fact, if $T_k$ would contain infinitely many numbers, then, from the fact that

$$\Omega - \Omega_0 = \bigcup_{t < 0} \Omega' \supset \bigcup_{t \in T_k} \Omega',$$

we would obtain

$$\text{meas} (\Omega - \Omega_0) \geq \sum_{t \in T_k} \text{meas } \Omega' \geq \sum_{t \in T_k} \frac{\text{meas} (\Omega - \Omega_0)}{k + 1} = \frac{\text{meas} (\Omega - \Omega_0)}{k + 1} \sum_{t \in T_k} 1 = +\infty,$$

which contradicts the fact that $\Omega$ is bounded. Therefore the set

$$\{ t < 0 : \text{meas } \Omega' > 0 \} \subset \bigcup_{k=1}^{\infty} T_k$$

is countable and the set $\{ t < 0 : \text{meas } \Omega' = 0 \}$ is dense in the interval $(-\infty, 0)$. This proves (34). Then we define

$$\Omega_k = \left\{ x \in \Omega - \Omega_0 : t_k < F \left( x, \varphi(x), D\varphi(x), D^2\varphi(x) \right) < t_{k+1} \right\}.$$

Then for every $k \in \mathbb{N}$, since $\Omega_k$ is an open set with boundary

$$\partial\Omega_k \subset \partial(\Omega - \Omega_0) \cup \Omega^k \cup \Omega^{k+1},$$

and since $\text{meas } \Omega^k = 0$, $\text{meas } \Omega^{k+1} = 0$ by (34), we can define in $\Omega$ a function $u$ by

$$u(x) = \begin{cases} u_k(x) & \text{if } x \in \overline{\Omega}_k \\ \varphi(x) & \text{if } x \in \Omega_0, \end{cases}$$

where $u_k \in W^{2,\infty}(\Omega_k)$ is a solution given by Lemma 2.4 (c.f. Remark 2.1) to the problem

$$\begin{cases} F(x, u(x), Du(x), D^2u(x)) = 0, & \text{a.e. in } \Omega_k \\ u = \varphi, \ Du = D\varphi, & \text{on } \partial\Omega_k. \end{cases}$$

Then $u$ is a $W^{2,\infty}(\Omega)$ solution to the initial problem (11). □
Following C.B. Morrey [20], N.G. Meyers [19] (see also [1], [17], [18]),
we recall that a continuous function $F : \Omega \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^{n \times n} \rightarrow \mathbb{R}$ is quasiconvex
with respect to the last variable if
\begin{equation}
\int_{\Omega} F \left( x, s, p, \xi + D^2 \varphi (x) \right) \, dy \geq |\Omega| \cdot F(x, s, p, \xi),
\end{equation}
for every $(x, s, p, \xi) \in \Omega \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^{n \times n}$ and for all $\varphi \in C^2_0(\Omega)$. A
function of this type has the property that the function of one real variable $t \rightarrow F(x, s, p, \xi + t \lambda)$ is convex with respect to $t \in \mathbb{R}$ for every $\lambda \in \mathbb{R}^{n \times n}$, with rank $\lambda = 1$. Every convex function is also quasiconvex; an example of quasiconvex function which is not convex is given by
$$F(\xi) = |\det \xi|, \quad \xi \in \mathbb{R}^{n \times n}.$$

With the proof given above in this section we have the following

**Theorem 2.5.** Let $\Omega \subset \mathbb{R}^n$ be an open set with Lipschitz boundary. Let $F : \Omega \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^{n \times n} \rightarrow \mathbb{R}$ be a continuous function, quasiconvex with respect
to the last variable and coercive in a rank-one direction $\lambda$ (see (9)). Let $\varphi$ be a
function of class $C^2(S^2)$ (or piecewise $C^2$) satisfying
\begin{equation}
F \left( x, \varphi(x), D\varphi(x), D^2 \varphi(x) \right) \leq 0, \quad \forall x \in \Omega.
\end{equation}
Then there exists (a dense set of) $u \in W^{2,\infty}(\Omega)$ such that
\begin{equation}
\begin{cases}
F(x, u(x), Du(x), D^2 u(x)) = 0, \quad \text{a.e. in } \Omega \\
u = \varphi, \quad Du = D\varphi, \quad \text{on } \partial \Omega.
\end{cases}
\end{equation}

3. – Systems of implicit second order equations

We say that $f : \mathbb{R}^{n \times n} \rightarrow \mathbb{R} = \mathbb{R} \cup \{+\infty\}$ is rank one convex if
$$f (t A + (1 - t) B) \leq t f (A) + (1 - t) f (B)$$
for every $A, B \in \mathbb{R}^{n \times n}$ with rank $\{ A - B \} = 1$ and for every $t \in [0, 1]$. As well known a quasiconvex function is necessarily rank one convex.

For $E \subset \mathbb{R}^{n \times n}$ and
$$F_E = \{ f : \mathbb{R}^{n \times n} \rightarrow \mathbb{R} = \mathbb{R} \cup \{+\infty\}, f |_E = 0 \}$$
we let
$$RcoE = \{ \xi \in \mathbb{R}^{n \times n} : f(\xi) \leq 0, \quad \forall f \in F_E, \quad f \text{ rank one convex} \},$$
called the rank one convex hull of $E$.

The proof of the following proposition can be found in [13] (Proposition 2.3).
PROPOSITION 3.1. Let $E \subset \mathbb{R}^{n \times n}$ and define by induction

$$R_0 \text{co} E = E,$$

$$R_{i+1} \text{co} E = \{ \xi \in \mathbb{R}_s^{n \times n} : \xi = tA + (1-t)B, \, t \in [0, 1], \, A, B \in R_i \text{co} E, \, \text{rank} \{A - B\} = 1 \}.$$

Then $R \text{co} E = \bigcup_{i \in \mathbb{N}} R_i \text{co} E$.

We now give the main theorem of this section.

THEOREM 3.2. Let $\Omega \subset \mathbb{R}^n$ be an open set with Lipschitz boundary. Let $F_i^\delta(x, s, p, \xi), \, i = 1, \ldots, N,$ be quasiconvex functions with respect to $\xi \in \mathbb{R}_s^{n \times n}$ and continuous with respect to $(x, s, p) \in \Omega \times \mathbb{R} \times \mathbb{R}^n$ and with respect to $\delta \in [0, \delta_0)$, for some $\delta_0 > 0$. Assume that, for every $(x, s, p) \in \overline{\Omega} \times \mathbb{R} \times \mathbb{R}^n$,

(i) $R \text{co} \left\{ \xi \in \mathbb{R}_s^{n \times n} : F_i^\delta(x, s, p, \xi) = 0, \, i = 1, \ldots, N \right\}
\quad = \left\{ \xi \in \mathbb{R}_s^{n \times n} : F_i^\delta(x, s, p, \xi) \leq 0, \, i = 1, \ldots, N \right\}, \, \forall \delta \in [0, \delta_0)$

and it is bounded;

(ii) $\left\{ \xi \in \mathbb{R}_s^{n \times n} : F_i^\delta(x, s, p, \xi) = 0, \, i = 1, \ldots, N \right\}
\quad \subset \left\{ \xi \in \mathbb{R}_s^{n \times n} : F_i^{\delta'}(x, s, p, \xi) < 0, \, i = 1, \ldots, N \right\}, \, \forall 0 \leq \delta' < \delta < \delta_0.$

If $\varphi \in C^2(\overline{\Omega})$ (or piecewise $C^2$) satisfies

\begin{equation}
F_i^0(x, \varphi(x), D\varphi(x), D^2\varphi(x)) < 0, \, \forall x \in \Omega, \, i = 1, \ldots, N,
\end{equation}

then there exists (a dense set of) $u \in W^{2, \infty}(\Omega)$ such that

\begin{align*}
\begin{cases}
F_i^0(x, u(x), Du(x), D^2u(x)) = 0, & \text{a.e. } x \in \Omega, \, i = 1, \ldots, N \\
u(x) = \varphi(x), & \text{Du(x) = D} \varphi(x), \quad x \in \partial \Omega.
\end{cases}
\end{align*}

In order to establish this theorem we proceed as in the previous section and we start with the case independent of $(x, u(x), Du(x))$.

LEMMA 3.3. Let $\Omega \subset \mathbb{R}^n$ be an open set with Lipschitz boundary. Let $F_i^\delta : \mathbb{R}_s^{n \times n} \to \mathbb{R}, \, i = 1, \ldots, N,$ be quasiconvex and continuous with respect to $\delta \in [0, \delta_0)$, for some $\delta_0 > 0$. Let us assume that

(i) $R \text{co} \left\{ \xi \in \mathbb{R}_s^{n \times n} : F_i^\delta(\xi) = 0, \, i = 1, \ldots, N \right\}
\quad = \left\{ \xi \in \mathbb{R}_s^{n \times n} : F_i^\delta(\xi) \leq 0, \, i = 1, \ldots, N \right\}, \, \forall \delta \in [0, \delta_0)$
and it is bounded;

\[(\text{ii}) \quad \left\{ \xi \in \mathbb{R}^{n \times n}_s : F^\delta_i(\xi) = 0, \ i = 1, \ldots, N \right\} \]
\[\subset \left\{ \xi \in \mathbb{R}^{n \times n}_s : F^0_i(\xi) < 0, \ i = 1, \ldots, N \right\}, \ \forall \delta \in (0, \delta_0).\]

If \(\varphi\) is a polynomial of degree at most two (i.e. \(D^2\varphi(x) = \xi_0\), for every \(x \in \Omega\)) satisfying

\[F^0_i(D^2\varphi(x)) = F^0_i(\xi_0) < 0, \ \forall x \in \Omega, \ i = 1, \ldots, N,\]

then there exists (a dense set of) \(u \in W^{2,\infty}(\Omega)\) such that

\[
\begin{align*}
F^0_i(D^2u(x)) &= 0, & \text{a.e. } x \in \Omega, \ i = 1, \ldots, N \\
u(x) &= \varphi(x), \ Du(x) = D\varphi(x), & x \in \partial\Omega.
\end{align*}
\]

The proof of Lemma 3.3 will be consequence of the following lemma, which is an iteration of Lemma 2.2.

**Lemma 3.4.** Let \(F^\delta_i\) be as in the previous lemma and define \(E_\delta\) to be

\[E_\delta = \left\{ \xi \in \mathbb{R}^{n \times n}_s : F^\delta_i(\xi) = 0, \ i = 1, \ldots, N \right\}.
\]

Let \(\Omega \subset \mathbb{R}^n\) be an open set with Lipschitz boundary. Let \(\xi \in RcoE_\delta\) and let \(\varphi\) be such that \(D^2\varphi(x) = \xi\). Then, for every \(\varepsilon > 0\), there exists \(u \in W^{2,\infty}(\Omega)\), piecewise polynomial of degree at most 2 up to a set of measure less than \(\varepsilon\) (i.e. \(u \in P_\varepsilon\), see the definition (21)) and there exists an open set \(\tilde{\Omega} \subset \Omega\), with Lipschitz boundary, so that

\[
\begin{align*}
\text{meas}(\Omega - \tilde{\Omega}) &\leq \varepsilon \\
u(x) &= \varphi(x), \ Du(x) = D\varphi(x), & x \in \partial\Omega \\
|u(x) - \varphi(x)| &\leq \varepsilon, \ |Du(x) - D\varphi(x)| \leq \varepsilon, & x \in \Omega \\
D^2u(x) &\in E_\delta, & \text{a.e. } x \in \tilde{\Omega} \\
\text{dist}(D^2u(x); RcoE_\delta) &\leq \varepsilon, & \text{a.e. } x \in \Omega.
\end{align*}
\]

**Proof.** (Lemma 3.4). By Proposition 3.1, we have

\[RcoE_\delta = \bigcup_{i \in \mathbb{N}} R_i\text{co}E_\delta.
\]

Since \(\xi \in RcoE_\delta\), we deduce that \(\xi \in R_i\text{co}E_\delta\) for some \(i \in \mathbb{N}\). We proceed by induction on \(i\).

**Step 1.** We start with \(i = 1\). We can hence write

\[\xi = \lambda A + (1 - \lambda)B, \ \text{rank } \{A - B\} = 1, \ A, B \in E_\delta.
\]
We then use Lemma 2.2 and get the claimed result by setting \( \Omega = \Omega_A \cup \Omega_B \) and since \( co \{ A, B \} = [A; B] \subset RcoE_\delta \) and hence
\[
\text{dist} \left( D^2 u(x); RcoE_\delta \right) \leq \varepsilon, \quad \text{a.e. in } \Omega.
\]

**STEP 2.** We now let for \( i \geq 1 \)
\[
\xi \in R_{i+1}coE_\delta.
\]
Therefore there exist \( A, B \in \mathbb{R}^{n\times n}_\delta \) such that
\[
\begin{cases}
\xi = \lambda A + (1 - \lambda) B, \\
\text{rank} \{ A - B \} = 1, \\
A, B \in R_i coE_\delta.
\end{cases}
\]
We then apply Lemma 2.2 and find that there exist a function \( v \in P_\varepsilon \) and \( \Omega_A, \Omega_B \) disjoint open sets such that
\[
\begin{cases}
\text{meas} \left( \Omega - (\Omega_A \cup \Omega_B) \right) \leq \varepsilon/2 \\
v(x) = \varphi(x), \quad Dv(x) = D\varphi(x), \quad x \in \partial \Omega \\
|v(x) - \varphi(x)| \leq \varepsilon/2, \quad |Dv(x) - D\varphi(x)| \leq \varepsilon/2, \quad x \in \Omega \\
D^2 v(x) = \begin{cases}
A & \text{in } \Omega_A \\
B & \text{in } \Omega_B
\end{cases}
\end{cases}
\]
\[
\text{dist} \left( D^2 v(x); RcoE_\delta \right) \leq \varepsilon, \quad \text{a.e. in } \Omega.
\]
We now use the hypothesis of induction on \( \Omega_A, \Omega_B \) and \( A, B \). We then can find \( \widetilde{\Omega}_A, \widetilde{\Omega}_B, \ v_A \in P_\varepsilon, \ v_B \in P_\varepsilon \) satisfying
\[
\begin{cases}
\text{meas} (\Omega_A - \widetilde{\Omega}_A), \ \text{meas} (\Omega_B - \widetilde{\Omega}_B) \leq \varepsilon/4 \\
v_A(x) = v(x), \quad Dv_A(x) = Dv(x) \quad \text{on } \partial \Omega_A \\
v_B(x) = v(x), \quad Dv_B(x) = Dv(x) \quad \text{on } \partial \Omega_B \\
|v_A(x) - v(x)| \leq \varepsilon/2, \quad |Dv_A(x) - Dv(x)| \leq \varepsilon/2 \quad \text{in } \Omega_A \\
|v_B(x) - v(x)| \leq \varepsilon/2, \quad |Dv_B(x) - Dv(x)| \leq \varepsilon/2 \quad \text{in } \Omega_B \\
D^2 v_A(x) \in E_\delta, \quad \text{a.e. in } \widetilde{\Omega}_A, \quad D^2 v_B(x) \in E_\delta, \quad \text{a.e. in } \widetilde{\Omega}_B \\
\text{dist}(D^2 v_A, RcoE_\delta) \leq \varepsilon, \quad \text{a.e. in } \widetilde{\Omega}_A \\
\text{dist}(D^2 v_B, RcoE_\delta) \leq \varepsilon, \quad \text{a.e. in } \widetilde{\Omega}_B.
\end{cases}
\]
Letting \( \tilde{\Omega} = \tilde{\Omega}_A \cup \tilde{\Omega}_B \) and
\[
u(x) = \begin{cases}
v(x) & \text{in } \Omega - (\Omega_A \cup \Omega_B) \\
v_A(x) & \text{in } \Omega_A \\
v_B(x) & \text{in } \Omega_B
\end{cases}
\]
we have indeed obtained the result. \( \square \)
PROOF. (Lemma 3.3). As in Theorem 2.1 we assume without loss of gener-
ality that \( \Omega \) is bounded. We next define \( V \) to be the set of functions \( u \in C^1(\overline{\Omega}) \) such that there exist sequences \( \varepsilon_k \to 0 \) and \( u_k \in P_{\varepsilon_k} \) satisfying

\[
\begin{align*}
&\left\{ \begin{array}{l}
u_k \to u \\
F_i^0 \left( D^2u_k(x) \right) < 0, \quad \text{a.e. } x \in \Omega, \ i = 1, \ldots, N \\
u_k = \varphi \text{ and } Du_k = D\varphi \quad \text{on } \partial\Omega.
\end{array} \right.
\end{align*}
\]

The set \( V \) is non empty since \( \varphi \in V \). We endow \( V \) with the \( C^1 \)-norm and thus \( V \) is a metric space. By classical diagonal process we get that \( V \) is closed in \( C^1(\overline{\Omega}) \); thus \( V \) is a complete metric space. Let

\[
E = \left\{ \xi \in \mathbb{R}^{n \times n} : F_i^0(\xi) = 0, \ i = 1, \ldots, N \right\}.
\]

Since \( E \), and thus \( RcoE \), are bounded, we get that \( V \) is bounded in \( W^{2,\infty} \); then any sequence in \( V \) contains a subsequence which converges in the weak* topology of \( W^{2,\infty} \). Since \( F_i^0 \) are quasiconvex we deduce, as in the proof of Lemma 2.3, that

\[
V \subset \left\{ u \in \varphi + W^{2,\infty}_0(\Omega) : F_i^0 \left( D^2u(x) \right) \leq 0, \ \text{a.e. } x \in \Omega, \ i = 1, \ldots, N \right\}.
\]

For \( k \in \mathbb{N} \) we define

\[
V^k = \left\{ u \in V : \sum_{i=1}^{N} \int_{\Omega} F_i^0 \left( D^2u(x) \right) dx > -1/k \right\}.
\]

The set \( V^k \) is open in \( V \). Indeed by the boundedness in \( W^{2,\infty} \) of \( V \) and by the quasiconvexity of \( F_i^0 \) we deduce that \( V \setminus V^k \) is closed in \( V \).

Now we show that \( V^k \) is dense in \( V \). So let \( v \in V \); we can assume, by construction of \( V \), that there exist \( \varepsilon > 0 \) and \( u_\varepsilon \) such that

\[
\begin{align*}
&\left\{ \begin{array}{l}
u_\varepsilon \in P_{\varepsilon} \\
F_i^0 \left( D^2u_\varepsilon(x) \right) < 0, \quad \text{a.e. } x \in \Omega, \ i = 1, \ldots, N \\
u_\varepsilon = \varphi, \ Du_\varepsilon = D\varphi \quad \text{on } \partial\Omega \\
\|u_\varepsilon - v\|_{C^1(\overline{\Omega})} \leq \varepsilon/2.
\end{array} \right.
\end{align*}
\]

Therefore there exist disjoint open sets \( \Omega_j, \ j = 0, 1, 2, \ldots, \) so that \( \text{meas } \Omega_0 \leq \varepsilon \) and \( u_\varepsilon \mid_{\Omega_j} \) is a polynomial of degree at most two, i.e. \( D^2u_\varepsilon = \xi_j \) in \( \Omega_j \), with \( F_i^0(\xi_j) < 0 \), for every \( i = 1, \ldots, N \) and for every \( j = 1, 2, \ldots \). By continuity of \( F_i^\delta \) with respect to \( \delta \geq 0 \) and by assumption (i) we have that \( \xi_j \in RcoE_{\delta_j} \) for a certain \( \delta_j \in [0, \delta_0) \), where

\[
E_{\delta_j} = \left\{ \xi \in \mathbb{R}^{n \times n} : F_i^{\delta_j}(\xi) = 0, \ i = 1, \ldots, N \right\}.
\]
we can also assume that \( \delta_j \in [0, \delta_1] \) for every \( j \in \mathbb{N} \). By the assumption (ii) and by the rank-one convexity and the openness of the set \( \{ \xi \in \mathbb{R}_+^{n \times n} : F_i^0(\xi) < 0 \} \) we also have

\[
R_{\Omega_j} \subset \{ \xi \in \mathbb{R}_+^{n \times n} : F_i^0(\xi) < 0 \}.
\]

By Lemma 3.4 we find a function \( u_{\varepsilon, j} \in P_\varepsilon \) and an open set \( \Omega_j \subset \Omega_j \), with Lipschitz boundary, so that, for every \( \varepsilon_j \in (0, \varepsilon) \), \( j = 1, 2, \ldots \)

\[
\begin{align*}
\text{meas}(\Omega_j - \Omega_j) & \leq \varepsilon/2^j \\
u_{\varepsilon, j}(x) & = u_{\varepsilon}(x), \quad Du_{\varepsilon, j}(x) = Du_{\varepsilon}(x), \quad x \in \partial \Omega_j \\
|u_{\varepsilon, j}(x) - u_{\varepsilon}(x)| & \leq \varepsilon/2, \quad \text{for every } x \in \Omega_j \\
|Du_{\varepsilon, j}(x) - Du_{\varepsilon}(x)| & \leq \varepsilon/2, \quad \text{for every } x \in \Omega_j \\
D^2u_{\varepsilon, j}(x) & \in E_{\delta_j}, \quad \text{a.e. } x \in \Omega_j \\
dist \left( D^2u_{\varepsilon, j}(x); R_{\Omega_j} \right) & \leq \varepsilon_j, \quad \text{a.e. } x \in \Omega_j.
\end{align*}
\]

By (37), the last inequality implies that \( D^2u_{\varepsilon, j}(x) \) is compactly contained in \( \{ \xi \in \mathbb{R}_+^{n \times n} : F_i^0(\xi) < 0 \} \), provided that \( \varepsilon_j \) is sufficiently small.

Then the function \( v_\varepsilon \) defined as \( v_\varepsilon(x) = u_{\varepsilon}(x), x \in \Omega_0 \) and \( v_\varepsilon(x) = u_{\varepsilon, j}(x), x \in \Omega_j, \quad j = 1, 2, \ldots \), belongs to \( V \cap P_\varepsilon \), since \( u_{\varepsilon, j} \in P_\varepsilon \), \( v_\varepsilon = u_\varepsilon = \varphi \) and \( Dv_\varepsilon = Du_\varepsilon = D\varphi \) on \( \partial \Omega \) and \( F_i^0(D^2u_\varepsilon), F_i^0(D^2u_{\varepsilon, j}) < 0 \), a.e. in \( \Omega, \quad i = 1, \ldots, N \).

We let

\[
M = \max \left\{ \sum_{i=1}^N \left| F_i^0(\xi) \right| : F_i^0(\xi) \leq 0, \quad i = 1, \ldots, N \right\}.
\]

We then compute

\[
\begin{align*}
\sum_{i=1}^N & \int_{\Omega} F_i^0 \left( D^2v_\varepsilon(x) \right) \, dx \\
= & \sum_{i=1}^N \int_{\Omega_0} F_i^0 \left( D^2v_\varepsilon(x) \right) \, dx \\
+ & \sum_{i=1}^N \sum_{j=1}^N \int_{\Omega_j - \Omega_j} F_i^0(D^2u_{\varepsilon, j}) \, dx + \sum_{i=1}^N \sum_{j=1}^N \int_{\Omega_j} F_i^0(D^2u_{\varepsilon, j}) \, dx \\
\geq & - \left( \text{meas} \Omega_0 + \sum_{j=1}^\infty \text{meas}(\Omega_j - \Omega_j) \right) \cdot M \\
+ & \sum_{i=1}^N \sum_{j=1}^\infty \int_{\Omega_j} F_i^{\delta_j}(D^2u_{\varepsilon, j}) \, dx + \sum_{i=1}^N \sum_{j=1}^\infty \int_{\Omega_j} \left\{ F_i^0(D^2u_{\varepsilon, j}) - F_i^{\delta_j}(D^2u_{\varepsilon, j}) \right\} \, dx.
\end{align*}
\]
In the right hand side the first addendum is small since

\[ \text{meas } \Omega_0 \leq \varepsilon, \quad \sum_{j=1}^{\infty} \text{meas}(\Omega_j - \tilde{\Omega}_j) \leq \varepsilon; \]

the second addendum is zero since \( D^2 u_{\varepsilon,j}(x) \in E_{\delta_j}, \) a.e. \( x \in \tilde{\Omega}_j, \) and

\[ F_{i,j}^{\delta_j}(E_{\delta_j}) = 0. \]

Finally the third addendum in the right hand side is small because \( D^2 u_{\varepsilon,j}(x) \) a.e. in \( \tilde{\Omega}_j \) belongs to the bounded set \( \{ \xi \in \mathbb{R}^{n \times n}_s : F_{i,j}^0(\xi) < 0 \} \) and \( F_{i,j}^\delta(\xi) \) is uniformly continuous as \( \delta \to 0^+ \) and since \( \delta_j \leq \delta_1 \) for \( j \in \mathbb{N}. \) Therefore, for \( \varepsilon \) and \( \delta_1 \) sufficiently small we have indeed that \( v_\varepsilon \in V^k. \)

Since \( V^k \) is a sequence of open and dense sets in \( V, \) by Baire category theorem we have that the intersection of the \( V^k, k \in \mathbb{N}, \) is still dense in \( V, \) in particular it is not empty. Any element of this intersection is a \( W^{2,\infty}(\Omega) \) solution of the given Dirichlet-Neumann problem.

**Proof.** (Theorem 3.2). As before we can assume that \( \Omega \) is bounded. If we let \( w = u - \varphi, \) we obtain the equivalent differential problem for \( w \in W^{2,\infty}(\Omega) \)

\[
\begin{align*}
G_i^0(x, w(x), Dw(x), D^2 w(x)) &= 0, \quad \text{a.e. in } \Omega, \ i = 1, 2, \ldots, N \\
w(x) &= 0, \ Dw(x) = 0, \quad \text{on } \partial \Omega,
\end{align*}
\]

where, for every \( i = 1, 2, \ldots, N \) and \( \delta \in [0, \delta_0) \)

\[
G_i^\delta(x, s, p, \xi) = F_i^\delta \left( x, s + \varphi(x), p + D\varphi(x), \xi + D^2 \varphi(x) \right).
\]

Since \( \varphi \in C^2(\Omega) \), then \( G_i^\delta \) are continuous with respect to \( (x, s, p, \xi) \) and with respect to \( \delta \in [0, \delta_0), \) quasiconvex with respect to \( \xi; \) moreover, for every \( (x, s, p) \in \overline{\Omega} \times \mathbb{R} \times \mathbb{R}^n \) they satisfy

\[
Rco \left\{ \xi \in \mathbb{R}^{n \times n}_s : G_i^\delta(x, s, p, \xi) = 0, \ i = 1, \ldots, N \right\}
= \left\{ \xi \in \mathbb{R}^{n \times n}_s : G_i^\delta(x, s, p, \xi) \leq 0, \ i = 1, \ldots, N \right\},
\]

for every \( \delta \in [0, \delta_0) \) and the sets in (39) are compact in \( \mathbb{R}^{n \times n}_s. \) While, for \( 0 \leq \delta' < \delta < \delta_0, \)

\[
\left\{ \xi \in \mathbb{R}^{n \times n}_s : G_i^\delta(x, s, p, \xi) = 0, \ i = 1, \ldots, N \right\}
\subset \left\{ \xi \in \mathbb{R}^{n \times n}_s : G_i^{\delta'}(x, s, p, \xi) < 0, \ i = 1, \ldots, N \right\}.
\]

By the compatibility assumption (36) we obtain

\[
G_i^0(x, 0, 0, 0) < 0, \quad \forall x \in \overline{\Omega}, \ \forall i = 1, \ldots, N.
\]
By considering again the set \( P_\varepsilon \subset W^{2,\infty}(\Omega) \) of piecewise polynomial of degree at most two up to a set of measure less than \( \varepsilon \), we can define \( W \) as the set of functions \( u \in C^1(\bar{\Omega}) \) such that there exist sequences \( \varepsilon_k \to 0 \) and \( u_k \in P_{\varepsilon_k} \) satisfying

\[
\left\{ \begin{array}{l}
    u_k \to u \text{ in } C^1(\bar{\Omega}), \quad u_k = 0 \text{ and } Du_k = 0 \quad \text{on } \partial\Omega \\
    G^0_i(x, u_k(x), Du_k(x), D^2u_k(x)) < 0, \quad \text{a.e. } x \in \Omega, \ i = 1, \ldots, N.
\end{array} \right.
\]

Then \( W \) is non-empty, since \( 0 \in W \) by (41). As in Lemma 2.3 we endow \( W \) with the \( C^1 \)-norm and \( W \) becomes a complete metric space. Again similarly to (23) of Lemma 2.3, we can see that

\[
W \subset \{ u \in W^{2,\infty}_0(\Omega) : \ G^0_i(x, u(x), Du(x), D^2u(x)) \leq 0, \quad \text{a.e. } x \in \Omega, \ i = 1, \ldots, N \}.
\]

(42)

For every \( k \in \mathbb{N} \) we define

\[
W^k = \left\{ u \in W : \sum_{i=1}^{N} \int_{\Omega} G^0_i(x, u(x), Du(x), D^2u(x)) \, dx > -1/k \right\}.
\]

By the lower semicontinuity of the integral in the weak* topology of \( W^{2,\infty}(\Omega) \) the set \( W^k \) is open in \( W \).

We also show that \( W^k \) is dense in \( W \). So let \( v \in W \); we can assume, by definition of \( W \), that for every \( \varepsilon > 0 \) we can find \( v_\varepsilon \) such that

\[
\left\{ \begin{array}{l}
    v_\varepsilon \in P_\varepsilon, \quad v_\varepsilon = 0, \quad Dv_\varepsilon = 0 \quad \text{on } \partial\Omega, \quad \|v_\varepsilon - v\|_{C^1(\bar{\Omega})} \leq \varepsilon/2 \\
    G^0_i(x, v_\varepsilon(x), Dv_\varepsilon(x), D^2v_\varepsilon(x)) < 0, \quad \text{a.e. } x \in \Omega, \ i = 1, \ldots, N.
\end{array} \right.
\]

Therefore there exist disjoint open sets \( \Omega_j, \ j = 0, 1, 2, \ldots, \) so that \( \text{meas } \Omega_0 \leq \varepsilon \) and, for \( j = 1, 2, \ldots, \ v_\varepsilon |_{\Omega_j} \) is a polynomial of degree at most two, i.e. \( D^2v_\varepsilon = \xi_j \) in \( \Omega_j \), with

\[
G^0_i(x, v_\varepsilon(x), Dv_\varepsilon(x), \xi_j) < 0, \quad \forall x \in \Omega_j, \ \forall i = 1, \ldots, N, \ \forall j = 1, 2, \ldots
\]

Since \( (x, v_\varepsilon(x), Dv_\varepsilon(x)) \) vary on a compact set, we can find \( \delta_j \in [0, \delta_0) \) such that

\[
G^0_i(x, v_\varepsilon(x), Dv_\varepsilon(x), \xi_j) < 0, \quad \forall x \in \Omega_j, \ \forall i = 1, \ldots, N, \ \forall j = 1, 2, \ldots
\]

(44)

By the fact that the set in (39) is bounded for every \( \delta \in [0, \delta_0) \), there exists \( r > 0 \) such that \( |D^2v(x)| \leq r \) a.e. \( x \in \Omega \) when \( v \in W^{2,\infty}_0(\Omega) \) vary on this bounded set (39). Then \( |v(x)| + |Dv(x)| \leq L \cdot r \), for every \( x \in \Omega \) and for some positive constant \( L \). Now we use the condition (40): by the uniform continuity of \( G^0_i \) and the equicontinuity in \( \Omega_j \) of the first derivatives of elements of \( W \),
there exists a finite number $H_j$ of disjoint open sets $\{\Omega_{jh}\}_{h=1,\ldots,H_j}$ with Lipschitz boundary, with the property that the closure of their union is equal to $\overline{\Omega}_j$ and such that, if $x_h \in \Omega_{jh}$ for $h = 1, \ldots, H_j$, then
\begin{equation}
G_i^\delta_j (x_h, v_1 (x_h), Dv_1 (x_h), \xi) < 0 \implies G_i^0 (x, v_2 (x), Dv_2 (x), \xi) < 0,
\end{equation}
provided $x \in \Omega_{jh}$, $v_1, v_2 \in W^{2,\infty} (\Omega_{jh})$, $v_1 - v_2 \in W^{2,\infty}_0 (\Omega_{jh})$, $|D^2 v_1|$, $|D^2 v_2|$, $|\xi| \leq r$.

By the compatibility condition (44) with $x = x_h$ we can apply Lemma 3.3 to find a solution $w_{jh} \in V \subset W^{2,\infty} (\Omega_{jh})$ (see the definition of $V$ in the proof of Lemma 3.3) to the problem
\begin{equation}
\begin{cases}
G_i^\delta_j (x_h, v_e (x_h), Dv_e (x_h), D^2 w_{jh} (x)) = 0, & \text{a.e. } x \in \Omega_{jh}, \ i = 1, \ldots, N \\
w_{jh} (x) = v_e (x), & \forall x \in \partial \Omega_{jh}.
\end{cases}
\end{equation}
Recall that, by the definition of $V$, for $j, h$ fixed there exist sequences $\varepsilon_k \to 0$ and $u_{jhk} \in P_{\varepsilon_k}$ satisfying
\begin{equation}
u_{jhk} \to w_{jh} \text{ in } C^1 (\overline{\Omega}) \text{ as } k \to +\infty\end{equation}
\begin{equation}
\begin{cases}
G_i^\delta_j (x_h, v_e (x_h), Dv_e (x_h), D^2 u_{jhk} (x)) < 0, & \text{a.e. } x \in \Omega_{jh}, \ i = 1, \ldots, N \\
u_{jhk} (x) = v_e (x), & \forall x \in \partial \Omega_{jh}.
\end{cases}
\end{equation}
By (45) with $v_1 = v_e$ and $v_2 = u_{jhk}$ we also get
\begin{equation}
G_i^0 (x, u_{jhk} (x), D u_{jhk} (x), D^2 u_{jhk} (x)) < 0, \text{ a.e. in } x \in \Omega_{jh}, \ i = 1, \ldots, N.
\end{equation}

We then define the function $w \in W$ in $\Omega$ by
\begin{equation}
w(x) = \begin{cases}
v_e (x) & \text{if } x \in \overline{\Omega}_0 \\
w_{jh} (x) & \text{if } x \in \overline{\Omega}_{jh}, \ j = 1, 2, \ldots, h = 1, \ldots, H_j.
\end{cases}
\end{equation}
By the definition of $v_e$ in (43) and by (46), (47) and (48) we get that $w \in W$. As $\delta_j \to 0$ the function $w$ converges to $v_e$ in $C^1 (\overline{\Omega})$, since $D^2 w$ is uniformly bounded. To show that $w \in W^K$ we compute
\begin{equation}
\sum_{i=1}^N \int_{\Omega} G_i^0 (x, w (x), Dw (x), D^2 w (x)) \, dx
= \sum_{i=1}^N \int_{\overline{\Omega}_0} G_i^0 (x, v_e (x), Dv_e (x), D^2 v_e (x)) \, dx
+ \sum_{i=1}^N \sum_{jh} \int_{\Omega_{jh}} G_i^\delta_j (x_h, v_e (x_h), Dv_e (x_h), D^2 w_{jh} (x)) \, dx
+ \sum_{i=1}^N \sum_{jh} \int_{\Omega_{jh}} \{G_i^0 (x, w_{jh} (x), Dw_{jh} (x), D^2 w_{jh} (x))
- G_i^\delta_j (x_h, v_e (x_h), Dv_e (x_h), D^2 w_{jh} (x))\} \, dx.
\end{equation}
The second addendum in the right hand side is equal to zero by (46), while the third addendum is small as $\delta_j$ is small and the quantity

$$\left| G_i^0 (x, v_2 (x), Dv_2 (x), \xi) - G_i^{\delta_j} (x_h, v_1 (x_h), Dv_1 (x_h), \xi) \right|$$

similarly to (29) or (45) can be considered arbitrarily small. Choosing $\varepsilon$ and $\delta_j$ small enough we deduce that the first addendum is also small. Therefore $w \in W^k$ and the density of $W^k$ is established. By Baire category theorem $\cap W^k$ is dense in $W$ and (38) holds.

We now turn to applications of Theorem 3.2 to Example 1.3 involving the singular values. Recall that for a given matrix $\xi \in \mathbb{R}^{n \times n}$ we denote by $0 \leq \lambda_1 (\xi) \leq \ldots \leq \lambda_n (\xi)$ the singular values of $\xi$ (i.e. the absolute value of the eigenvalues of $\xi$), in particular we have (c.f. for example [8])

$$\begin{cases}
|\xi|^2 = \sum_{i=1}^n (\lambda_i (\xi))^2 \\
|\det \xi| = \prod_{i=1}^n \lambda_i (\xi).
\end{cases}$$

**THEOREM 3.5.** Let $\Omega \subset \mathbb{R}^n$ be an open set with Lipschitz boundary. Let $\varphi \in C^2(\overline{\Omega})$ (or piecewise $C^2$) satisfies

$$\lambda_n (D^2 \varphi (x)) < 1, \quad \forall x \in \Omega.$$  

Then there exists (a dense set of) $u \in W^{2, \infty} (\Omega)$ such that

$$\begin{cases}
\lambda_1 (D^2 u) = \ldots = \lambda_n (D^2 u) = 1, \quad \text{a.e. in } \Omega \\
u = \varphi, \quad Du = D\varphi, \quad \text{on } \partial \Omega.
\end{cases}$$

**REMARK 3.1.**

i) The above result can be stated equivalently as

$$\begin{cases}
D^2 u \in O (n), \quad \text{a.e. in } \Omega \\
u = \varphi, \quad Du = D\varphi, \quad \text{on } \partial \Omega.
\end{cases}$$

ii) The theorem implies in particular that if (49) holds then there exists $u \in W^{2, \infty} (\Omega)$ such that

$$\begin{cases}
|\det D^2 u| = \prod_{i=1}^n \lambda_i (D^2 u) = 1, \quad \text{a.e. in } \Omega \\
u = \varphi, \quad Du = D\varphi, \quad \text{on } \partial \Omega.
\end{cases}$$

**PROOF.** We need to find the appropriate functions $F_i^\delta$ so as to apply Theorem 3.2. The first guess is to choose $F_i^\delta (\xi) = \lambda_i (\xi) - 1 + \delta$, however this is not the right one since, except for $i = n$, these functions are not quasiconvex.
and furthermore do not satisfy hypothesis (i) of Theorem 3.2. To explain one of the possible choices we first observe that

\[ \lambda_i(\xi) = 1, \ i = 1, \ldots, n \iff \sum_{\nu=1}^{n} (\lambda_\nu(\xi) - 1) = 0, \ i = 1, \ldots, n \]

\[ \iff \prod_{\nu=1}^{n} \lambda_\nu(\xi) = 1, \ i = 1, \ldots, n. \]

Therefore we set, for \( 0 \leq \delta \leq 1 \),

\[ F_i^\delta(\xi) = \sum_{\nu=1}^{n} (\lambda_\nu(\xi) - 1 + \delta) = F_i^0(\xi) + (n - i + 1) \delta = 0, \ i = 1, \ldots, n \]

(we could also have chosen \( F_i^\delta(\xi) = \prod_{\nu=1}^{n} \lambda_\nu(\xi) - 1 + \delta \)). We claim that \( F_i^\delta \) satisfies all the hypotheses of Theorem 3.2. Indeed all the \( F_i^\delta \) are convex (see [8], Proposition 1.2 page 254) and thus quasiconvex in \( \xi \), furthermore they are trivially continuous with respect to \( 0 \leq \delta \leq 1 \).

Assume that we have shown (c.f. below) that, under the notation

\[ E_\delta = \{ \xi \in \mathbb{R}_s^{n \times n} : \lambda_i(\xi) = 1 - \delta, \ i = 1, \ldots, n \} \]

\[ = \left\{ \xi \in \mathbb{R}_s^{n \times n} : F_i^\delta(\xi) = 0, \ i = 1, \ldots, n \right\}, \]

then

\[ coE_\delta = RcoE_\delta = \{ \xi \in \mathbb{R}_s^{n \times n} : \lambda_n(\xi) \leq 1 - \delta \}
\]

\[ = \left\{ \xi \in \mathbb{R}_s^{n \times n} : F_i^\delta(\xi) \leq 0, \ i = 1, \ldots, n \right\}. \]

It is then clear that all the hypotheses of Theorem 3.2 are satisfied and thus the theorem applies and we get the result since (50) holds.

Therefore it only remains to show that (52) holds. To do this it is sufficient, in view of the definition of \( F_i^\delta \), to prove it for \( \delta = 0 \). Using (50) we have only to show that, if \( E = \{ \xi \in \mathbb{R}_s^{n \times n} : \lambda_i(\xi) = 1, \ i = 1, \ldots, n \} \), then

\[ coE = RcoE = \{ \xi \in \mathbb{R}_s^{n \times n} : \lambda_n(\xi) \leq 1 \}. \]

We proceed as in Theorem 5.1 of [12]. We denote by

\[ X = \{ \xi \in \mathbb{R}_s^{n \times n} : \lambda_n(\xi) \leq 1 \} \]

and we observe that since the function \( \xi \to \lambda_n(\xi) \) is convex and \( E \subset X \), then \( RcoE \subset coE \subset X \). Therefore we only need to show that any \( \xi \in X \) belongs also to \( RcoE \). Note that, since singular values remain unchanged by orthogonal transformations, there is no loss of generality in assuming that \( \xi \) is a diagonal matrix, i.e.

\[ \xi = \begin{pmatrix} a_1 & \ldots & 0 \\ \ldots & \ldots & \ldots \\ 0 & \ldots & a_n \end{pmatrix} \]
with $0 \leq a_1 \leq \ldots \leq a_n \leq 1$. We then interpolate $a_1$ between $\pm 1$ and get

$$\xi = \frac{1 + a_1}{2} \begin{pmatrix} 1 & 0 & \ldots & 0 \\ 0 & a_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & a_n \end{pmatrix} + \frac{1 - a_1}{2} \begin{pmatrix} -1 & 0 & \ldots & 0 \\ 0 & a_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & a_n \end{pmatrix}.$$ 

Similarly, interpolating $a_2$ between $\pm 1$ we obtain

$$= \frac{1 + a_2}{2} \begin{pmatrix} \pm 1 & 0 & 0 & \ldots & 0 \\ 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & a_3 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & a_n \end{pmatrix} + \frac{1 - a_2}{2} \begin{pmatrix} \pm 1 & 0 & 0 & \ldots & 0 \\ 0 & -1 & 0 & \ldots & 0 \\ 0 & 0 & a_3 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & a_n \end{pmatrix}.$$ 

Iterating the procedure with every $i = 3, \ldots, n$, we get, in particular for $i = n$, that

$$= \frac{1 + a_n}{2} \begin{pmatrix} \pm 1 & 0 & \ldots & 0 & 0 \\ 0 & \pm 1 & \ldots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \ldots & \pm 1 & 0 \\ 0 & 0 & \ldots & 0 & a_n \end{pmatrix} + \frac{1 - a_n}{2} \begin{pmatrix} \pm 1 & 0 & \ldots & 0 & 0 \\ 0 & \pm 1 & \ldots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \ldots & \pm 1 & 0 \\ 0 & 0 & \ldots & 0 & -1 \end{pmatrix}.$$ 

Hence the matrix in the left hand side is in $R_1coE$. Going reversely we thus obtain that $\xi \in R_ncoE \subseteq RcoE$, which is the claimed result. \hfill \Box
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