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ABSTRACT. – We study phase coexistence (separation) phenomena in Ising, Potts and random
cluster models in dimensionsd � 3 below the critical temperature. The simultaneous occurrence
of several phases is typical for systems with appropriately arranged (mixed) boundary conditions
or for systems satisfying certain physically natural constraints (canonical ensembles). The
various phases emerging in these models define a partition, called theempirical phase partition,
of the space. Our main results are large deviations principles for (the shape of) the empirical
phase partition. More specifically, we establish a general large deviation principle for the
partition induced by large (macroscopic) clusters in the Fortuin–Kasteleyn model and transfer
it to the Ising–Potts model where we obtain a large deviation principle for the empirical phase
partition induced by the various phases. The rate function turns out to be the total surface
free energy (associated with the surface tension of the model and with boundary conditions)
which can be naturally assigned to each reasonable partition. These LDP-s imply a weak law
of large numbers: asymptotically, the law of the phase partition is determined by an appropriate
variational problem. More precisely, the empirical phase partition will be close to some partition
which is compatible with the constraints imposed on the system and which minimizes the total
surface free energy. A general compactness argument guarantees the existence of at least one such
minimizing partition. Our results are valid for temperaturesT below a limit of slab-thresholdŝTc
conjectured to agree with the critical pointTc. Moreover,T should be such that there exists only
one translation invariant infinite volume state in the corresponding Fortuin–Kasteleyn model; a
property which can fail for at most countably many values and which is conjectured to be true
for everyT �= Tc.  2001 Éditions scientifiques et médicales Elsevier SAS
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RÉSUMÉ. – Nous étudions le phénomène de coexistence (et de séparation) des phases dans
les modèles d’Ising, de Potts et de clusters aléatoires en dimensiond � 3 en-dessous de la
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température critique. La présence simultanée de plusieurs phases est typique des systèmes avec
des conditions au bord mixtes choisies de manière adéquate ou bien des systèmes soumis à des
contraintes physiques naturelles (ensembles canoniques). Les diverses phases qui émergent dans
ces modèles définissent une partition de l’espace, appelée la partition des phases empirique.
Nos résultats principaux sont des principes de grande déviation pour la partition des phases
empirique. Plus spécifiquement, nous établissons un principe de grande déviation général pour
la partition induite par les grands clusters (macroscopiques) du modèle de Fortuin–Kasteleyn et
nous le transférons aux modèles d’Ising et de Potts, dans lesquels nous obtenons un principe de
grande déviation pour la partition des phases empirique induite par les différentes phases. La
fonction de taux est l’énergie libre de surface totale (associée à la tension de surface du modèle
et aux conditions au bord) qui est naturellement assignée à chaque partition raisonnable. Ces
PGDs entraînent une loi faible des grands nombres : asymptotiquement, la loi de la partition des
phases est déterminée par un problème variationnel adéquat. Plus précisément, la partition des
phases sera proche d’une partition compatible avec les contraintes imposées au système et qui
minimise l’énergie libre de surface totale. Nos résultats sont valides pour des températuresT

en-dessous de la limite des points critiques dans les tranchesT̂c qui est conjecturée coïncider
avec le point critiqueTc. De plus,T doit être telle qu’il existe seulement une mesure en volume
infini invariante par translation dans le modèle de Fortuin–Kasteleyn associé ; une propriété qui
peut être violée sur un nombre au plus dénombrable de valeurs et qui est conjecturée être vraie
pour toute températureT �= Tc.  2001 Éditions scientifiques et médicales Elsevier SAS

1. Introduction and main results

1.1. Introduction

In this article we continue the analysis of phase separation and phase coexistence
phenomena in the context of Ising–Potts and percolation models in dimensionsd � 3, by
extending the techniques used in our previous work [15]. The main goal of the present
work is to justify, starting from a microscopic point of view, the validity of the basic
assumptions underlying the classical phenomenological theory of coexisting phases,
namely, that the shapes of coexisting phases are governed by a variational (minimal
action) principle. Whereas our previous work [15] focused exclusively on the Wulff
problem – a prominent but specific example of phase coexistence – here we will study
this phenomenon from a more general point of view. Results and ideas which are relevant
or closely related to those contained in the present paper appeared in [3,4,9,10,12–15,22,
33–36,39,46,49,51]. Let us notice that several questions handled in the present work have
been adressed in the context of two dimensional models [1,47,48,52]. For a summary of
the development of this field, in particular for general references and historical remarks
we refer the reader to the introduction of [15].

The q-states Potts model (a brief description of which is given in Section 2.2) is a
natural choice for our purpose since it is probably the simplest example of a Gibbs-
measure exhibiting several “pure” phases,1 which can be forced to coexist by imposing
appropriate constraints on the system, such as mixed boundary conditions or constraints

1 We use the word “pure” for the phases obtained in the thermodynamic limit by imposing constant
boundary conditions.
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Fig. 1.

on the number of spins in a certain state. Recall that this latter constraint occurs naturally
in the lattice gas interpretation of Ising–Potts models: In this case it is simply a constraint
on the number of particles of a given type. It seems to be the case that when systems
corresponding to discrete spins are submitted to certain conflicting constraints, they
exhibit only pure phases, several of which might coexist so as to satisfy the imposed
constraints. In particular, the pure phases are separated by sharp (when viewed from
the macroscopic perspective) phase boundaries rather than by some wide transition
regime where a smooth change between the phases could take place. We will refer to
this phenomenon assharp phase separation into pure phases.

Two fundamental problems arise in this context. The first one is to understand the
reason behind the absence of “transitional” states, in particular, the sharpness of phase
boundaries. The second problem is to understand the geometry of the emerging phases
and to recover the law governing the shapes of the interfaces.

As an example, let us consider the Ising model below the critical temperature in a
lattice box which is slightly tilted (in a small angleγ ) with respect to the lattice axis. We
impose boundary conditions as follows: plus on the top face, minus on the bottom and
free on the remaining lateral sides. How does a typical configuration look like? Possible
answers are depicted in Fig. 1. According to the leftmost picture there is a continuous
transition from plus spins on the top face to minus spins on the bottom. In the middle
picture we observe a flat interface parallel to the top and bottom faces separating two
regions filled with the pure plus and minus phases, respectively. The rightmost picture
is similar to the second one but the interface is not parallel to the top and bottom faces.
The angle between the axis direction and the interface isα, with 0� α � γ .

We will prove (Corollary 1.5) that in the Ising model with mixed boundary conditions
there is indeed sharp phase separation into pure phases, which rules out the first
scenario.2 Phases will thereby be identified by looking at the value of thelocal
magnetizationaveraged on an intermediate scale. Once we know that only pure phases,
separated by sharp phase boundaries, occur, it is reasonable to focus our attention on
the (free) energy penalty created by these interfaces. Indeed, in the phenomenological
description one assumes the existence of a direction-dependent macroscopic quantity,
called thesurface tensionτ(ν), such that any piece of an interface between two pure
phases carries an energy whose value is equal to the surface integral ofτ(ν) over that
part of the interface, whereν is the unit vector normal to the interface. The fundamental
assumption underlying the phenomenological theory of coexisting phases is that in

2 Somewhat surprisingly, no short and convincing heuristic argument seems to be known.
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equilibrium, the various phases coexist in such a way that the total energy associated with
the interfaces is minimal among all possible phase configurations (partitions) which are
compatible with the constraints (for instance boundary conditions or volume constraints)
imposed on the system. The goal of the current work is a rigorous derivation of the
phenomenological picture described above.

In order to derive a law of large numbers, i.e., to describe the typical behavior of
the system, we perform a general large deviation analysis. We point out that the large
deviation approach is currently the only known way to achieve this kind of results
in dimensionsd � 3. Namely, one essential ingredient of the proof is a compactness
argument which, similarly as in [10,12,14,15], replaces a combinatorial bound on
the entropy. Large deviations, on the other hand, link the microscopic model with
the calculus of variations. We have then to provide an adequate framework for the
precise formulation of the emerging variational problems. The relevant objects arephase
partitions for the spin models andCaccioppoli partitions of finite perimeterfor the
FK model. We can naturally define a surface energy functional on these objects (which
turns out to be a good rate function in the large deviations context). In our analysis we
strongly rely on the Fortuin–Kasteleyn random cluster representation of the spin models.
The basic results are derived in the FK-percolation setting and in a second step they are
transferred to the spin models.

Our main tool, Theorem 1.8, is a general large deviation principle (LDP) for the
macroscopic configuration observed in FK percolation. In order to identify the phases on
the spin level, we consider the partition of the underlying region associated with large, in
fact macroscopic, clusters of the percolation process. In the next step, we obtain on the
spin level a LDP for theempirical phase partitioncorresponding to the different phases
visible on the macroscopic scale. We remark that the relevance of continuous partitions
to study interfaces has already been outlined in the phenomenological theory of phases
coexistence, in particular results related to lower-semicontinuity of functionals on
partitions and their�-convergence can be found in [5,6]. The LDP-s ensure a weak law
of large numbers: the law of the empirical phase partition is determined asymptotically
by an appropriate variational problem. With very large probability, the phase partition
will be close to a partition whose total surface free energy is minimal under certain
requirements corresponding, for example, to boundary conditions or volume constraints.
A general compactness argument implies the existence of at least one such minimizer.
However, in most examples one cannot say much about the minimizers themselves.
(One notable exception is the Wulff problem.) The difficulty stems from the fact that
the surface tensionτ is anisotropic and almost no quantitative information about its
magnitude is available. Moreover, the corresponding variational problems are extremely
hard even in the isotropic case and the (few) resolved questions represent the state of
the art in the calculus of variations. For instance, a famous conjecture related to the
symmetric double-bubble in the three dimensional case with isotropic surface energy
(perimeter) has only been resolved recently [32] and the asymmetric case remains
unresolved (even in the isotropic case). In general, results on the regularity ofτ would
yield results on the local regularity of minimizing configurations (see [7]). For general
results on minimal partitions in the isotropic case, see [2,40].
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Returning to our first example, in order to predict the “typical” empirical phase
partition we have to find the ones which minimize the surface free energy. Note that
along the lateral walls (where free boundary conditions are imposed) there is no energy
penalty, hence no contribution to the surface energy. Let us assume that the sharp triangle
inequality holds (see [23]), which implies that the interface� separating the two pure
phases is flat. Its tilt will be determined so as to minimize the energy, which is given as
the product of the surface area of� andτ(�n), where�n is the surface normal. Whether
the second or the third picture is “correct” depends on the unknown anisotropy of the
surface tension. There is an additional issue worth discussing, namely, the position of
the interface�. From our analysis it follows that the empirical phase partition will be
close tosomeminimizer. Here, there is a continuum of minima corresponding to any
flat interface with the correct tilt but in an arbitrary height. We believe that in the limit
N →∞, whereN denotes the box size, the distribution of the height of the interface is
indeed uniform. This has to be contrasted with the finiteN case, where presumably more
subtle stochastic effects, such as interface fluctuations, should be taken into account to
understand the law of the height of the interface. It is natural to conjecture that in this
case the height-density is nearly flat but decays rapidly near the top and bottom of the
box.

More interesting and complex questions appear naturally in the context of the Potts
model with several states. Consider for instance the Potts model withq = 6 colors
(states) in a three dimensional box with boundary conditioni on the ith face of the
box. Naively, one might expect that all phases will try to occupy the region closest to the
corresponding piece of the boundary, which would lead to a phase partition consisting of
symmetric and pyramid-like regions, as can be seen in Fig. 2, left. However, at least in
the case when the surface tension is isotropic (which is presumably the case in the limit
T ↑ Tc), there exists a better configuration with lower total surface free energy. Recall
that in this case our desired interface is simply a minimal surface spanned by the edges
of the box. A picture of the well known solution to this problem can be seen in Fig. 2,
right. In order to be able to discuss this example at temperatures 0< T < Tc, we have to

Fig. 2.

Fig. 3.
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make certain assumptions about the surface tensionτ . We assume that the sharp simplex
inequality holds, that the value ofτ is minimal in axis directions and thatτ increases
as the normal vector moves from say(0,0,1) to (1,1,1). (Although these assumptions
are very plausible, none of them has been proved in dimensionsd � 3). Under these
hypotheses, we conjecture that the phase partition at moderate subcritical temperatures
looks like in Fig. 3, left. In the limitT ↓ 0, only two phases survive, as shown in Fig. 3,
right. At T = 0, there is no reason for the middle plane to stay centered, in fact, any
horizontal plane is equally likely.

In the next example we consider the three dimensional Ising model with free boundary
conditions belowTc, conditioned on the event that the average magnetization is positive
and does not exceedm∗ − ε, whereε is a sufficiently small positive number andm∗
denotes the spontaneous magnetization. It is natural to conjecture that the minimizers of
the corresponding variational problem look like the picture in Fig. 4. A single bubble
sitting in one of the corners is filled with the minus phase and in the rest of the box we
see the plus phase. The size of the bubble is determined byε and its internal boundary
coincides with the corresponding piece of the surface of the Wulff crystal.

Fig. 4.

Another Wulff-type problem arises by conditioning theq-states Potts model (with
say q � 4) to have a moderate excess of colors 2 and 3 while imposing 1-boundary
conditions on the entire box. In this case it is conceivable that a so-called “double

Fig. 5.
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Fig. 6.

bubble” is created, consisting of two adjacent macroscopic droplets filled with the (pure)
phases 2 and 3, respectively. The double bubble is swimming in the phase 1 which
fills the rest of the box. Fig. 5 shows the double bubble when the surface tension is
close to isotropic. Of course, we might have an excess of color 4 as well; in this case
a further bubble will presumably appear which will be attached to the previous two
bubbles. A picture of such a situation is shown in Fig. 6, where we assumed a relatively
strong anisotropy. (We warn the readers that these pictures are guesses and have not been
obtained by simulations.)

For related variational questions concerning soap films and immiscible fluids, see [38].
In fact, by studying questions concerning phase boundaries we are very quickly con-

fronted with the theory of minimal surfaces, such as the Plateau problem, corresponding
to anisotropic surface measures. Let� be a bounded open set inR3 with smooth bound-
ary and letγ be a Jordan curve drawn on∂� which separates∂� into two disjoint
relatively open sets�+ and�−. Typical configurations in the Ising model on a fine grid
in � with plus b.c.s on�+ and minus b.c.s on�− will exhibit two phases separated
with an interface close to a minimal surface which is a global solution of the following
Plateau type problem:

minimize
∫
S

τ
(
νS(x)

)
dHd−1(x): S is a surface in� spanned byγ,

whereνS(x) is the normal vector toS at x. We remark that it is conjectured that, as
the temperature approachesTc from below, the surface tensionτ becomes more and
more isotropic and it is conceivable that the solution of the above minimization problem
approaches the solution of the classical (isotropic) Plateau problem.

1.2. The main results

We will study Ising–Potts models and FK percolation on certain finite regions of
the lattice. We refer to Section 2.2 for the definitions, notation and a brief summary
of these models. We consider first FK percolation in dimensionsd � 3 in the regime
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q � 1, p > p̂c such thatθf (p) = θw(p). Here p̂c is the slab percolation threshold
introduced in [49] which is conjectured to coincide with the critical pointpc. (This
is the case at least for Bernoulli percolation (q = 1) by the result of Grimmett and
Marstrand [31].) The quantitiesθf (p), θw(p) are the densities of the infinite open
cluster for the infinite volume FK measures�p,q,f∞ ,�p,q,w∞ with free and wired boundary
conditions, respectively. The equalityθf (p)= θw(p) implies that there exists a unique
infinite volume FK measure�p,q∞ on the cubic latticeLd (and the converse implication is
true as well). It is conjectured thatθf (p)= θw(p) for everyp �= pc and it is known that
this is true for values ofp close enough to 1 and might be violated for at most countably
many values ofp, cf. [30].

Our approach is based on the Fortuin–Kasteleyn (FK) representation of the Ising–
Potts model which recovers the Potts measure on the spin level through an independent
coloring (with spins) of the clusters of the FK percolation process (see Section 2.2 for
a detailed description). The inverse temperatureβ = 1/T in the spin model is related to
p via the relationp = 1− exp(−β). The parameterq of the FK process is equal to the
number of states in the Potts model (q = 2 in the Ising case). We set̂βc =− log(1− p̂c)
andU(q, d)= {− ln(1− p): p such thatθf (p, q)= θw(p, q)}.

Range of validity of the results. Our results for the Ising–Potts models hold in the
region:d � 3, q ∈ N\{0,1}, β > β̂c(q, d), β ∈ U(q, d). For the FK process, our results
hold in the region:d � 3, q � 1, p > p̂c(q, d) such thatθf (p, q)= θw(p, q).

At this point it is natural to discuss the case of two dimensions. Although most of our
results should hold ford = 2, there are several points in the proofs which would require
a significant change, making the proofs even longer. The main reason, however, for not
to treat the two dimensional case is that the natural topology for the LDP-s ind = 2 is
not the one we use (which is based on the distance distL1) but a topology based on the
Hausdorff distance. For reasons of space, we refrain from carrying out that analysis here,
in fact, that would require a separate publication.

Surface tension. From FK percolation we can extract a direction dependent surface
tensionτ(ν) = τ(p, q, d, ν), cf. [15]. For a unit vectorν, let A be a unit hypersquare
orthogonal toν, let cylA be the cylinderA+ Rν, thenτ(ν) is equal to the limit

lim
n→∞− 1

nd−1
log�p,q∞


insidencylA there exists a finite set of closed edgesE cutting
n cylA in at least 2 unbounded components and the edges of
E at distance less than 2d from the boundary ofn cylA are at
distance less than 2d from nA

 .
The function τ satisfies the weak simplex inequality, is continuous, positive and

invariant under the isometries which leaveZ
d invariant (see Section 4 in [15] for details).

Consider a bounded open region� in R
d with boundary� satisfying the following

hypothesis:

Hypothesis on�. – We suppose that� is a Lipschitz domain, i.e., its boundary� can
be locally represented as the graph of a Lipschitz function defined on some open ball
of R

d−1.
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Note that this hypothesis is automatically satisfied when� is a bounded open set with
aC1 boundary or when� is a polyhedral domain.

We will study Potts models and FK percolation on the region�. To obtain a
discretized version of the region�, we define forn ∈ N,

Z
d
n =Z

d/n (the rescaled lattice),

�n= {
x ∈ Z

d
n;d∞(x,�) < 1/n

}
(the discrete counterpart of�),

�n = ∂ in�n (the inner vertex boundary of�n).

The Ising–Potts model on�. Let q ∈ N \ {0,1}. Consider a sequenceγ =
�1, . . . , �q of q disjoint and relatively open subsets of� such that the relative boundary
of � \⋃1�i�q �

i in � has zeroHd−1 measure. We set forn ∈ N andi = 1, . . . , q,

�in =
{
x ∈ �n; (x,�i)< 1/n and∀j < i, (x,�j )� 1/n

}
i = 1, . . . , q.

We use the sequence ofq–tuples of setsγ (n) = (�1
n, . . . , �

q
n) to specify boundary

conditions as defined in Section 2.2; namely we imposei-b.c.s on�in for i = 1, . . . , q
and free b.c.s on�0

n = �n \
⋃
i=1,...,q �

i
n. We denote the Ising–Potts measure in�n with

these b.c.s byµn = µβ,q,γ (n)n .
The typical picture which emerges from the Potts model at the macroscopic level is a

partition of� in maximalq phases corresponding to the dominant color in that phase.
The individual phases need not to be connected. A convenient way to identify the phases
is to look at the local density of the individual colors on an intermediate scale.

Forx ∈ R
d andr > 0 we define the box'(x, r) by

'(x, r)= {
y ∈ R

d;−r/2< yi − xi � r/2, i = 1, . . . , d
}
.

We next introduce anintermediate length scalerepresented by a fixed function
f :N → N satisfying

lim
n→∞n/f (n)

d−1 = lim
n→∞f (n)/ logn=∞. (1)

For i = 1, . . . , q, the local density of the colori aroundx ∈� is defined by

σn(x, i)= f (n)−d
∣∣{y ∈�n ∩'(x,f (n)/n);σn(y)= i}∣∣,

whereσn(y) is the color of the vertexy ∈ �n in the microscopic spin configurationσn
in �n. We partition� into the random setsAin, i = 0,1, . . . , q, according to the value of
the locally dominant color. More precisely, we set fori = 1, . . . , q,

Ain =
{
x ∈�; ∀j ∈ {1, . . . , q} \ {i}, σn(x, j) < σn(x, i)}

andA0
n is the set of those points where ties occur. The collection(A0

n,A
1
n, . . . ,A

q
n) is

called theempirical phase partition. Our first result shows that up to super-surface order
large deviations, the regionA0

n has negligible density and the other regions are colored
(magnetized) as in a pure phase corresponding to their dominant color, providing thereby
evidence for sharp phase separation in Ising–Potts models. It is important to point out
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that the use of the spin-densities to identify the (pure) phases is not the only possibility.
The proof shows that we could useanybulk quantity and verify that within the phases
the correct values are taken, characteristic for the pure phases.

THEOREM 1.1. –Letd � 3, q ∈ N \ {0,1}, β > β̂c, β ∈ U(q, d). For δ > 0,

lim sup
n→∞

1

nd−1
logµn

{
Ld
(
A0
n

)+ ∑
i=1,...,q

∫
Ain

(∣∣∣∣σn(x, i)−(
θ + 1− θ

q

)∣∣∣∣
+ ∑

j=1,...,q
j �=i

∣∣∣∣σn(x, j)− 1− θ
q

∣∣∣∣)dx > δ

}
=−∞.

Theorem 1.1 allows to relate the average densities of theq different colors with the
volumes of the sets(A0

n, . . . ,A
q
n). For i in {1, . . . , q}, let

Sn(i)= |�n|−1∣∣{x ∈�n;σn(x)= i}∣∣.
COROLLARY 1.2. –For i in {1, . . . , q}, the sequences of random variables(

Sn(i)
)
n∈N

and
(
θLd

(
Ain
)
/Ld(�)+ (1− θ)/q)

n∈N

are exponentially contiguous, i.e.,

∀δ > 0 lim sup
n→∞

1

nd−1
logµn

[∣∣Sn(i)− θLd(Ain)/Ld(�)− (1− θ)/q∣∣> δ]=−∞.

Proof. –Let us fixi in {1, . . . , q}. We write∣∣Sn(i)− θLd(Ain)/Ld(�)− (1− θ)/q∣∣
�
∣∣∣∣Sn(i)− nd

|�n|
∫
�

σn(x, i)dx
∣∣∣∣+ ∣∣∣∣ndLd(�)|�n| − 1

∣∣∣∣
+
∣∣∣∣ 1

Ld(�)

∫
�

σn(x, i)dx − θ L
d(Ain)

Ld(�) − 1− θ
q

∣∣∣∣.
We study successively each term of the right-hand side. Since�n is a discretized
version of�, the second term goes to 0 asn goes to∞. Each pointx such that
'(x,f (n)/n)⊆� belongs tof (n)d boxes of the form'(y,f (n)/n), y ∈�. Therefore∣∣∣∣Sn(i)− nd

|�n|
∫
�

σn(x, i)dx
∣∣∣∣� 2nd

|�n|L
d
({x ∈�: d2(x,�) < 2df (n)/n})+ 2

|�n|
|�n| .

Our hypothesis on� implies in particular that the boundary� of � is d − 1 rectifiable
(in the terminology of Federer’s book [26]) and closed, therefore its Minkowski content
is equal toHd−1(�), from which we deduce that the above term goes (deterministically)
to 0 asn goes to∞. To deal with the third term, we write
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�

σn(x, i)dx − θLd(Ain)− 1− θ
q

Ld(�)
∣∣∣∣

�
∫
Ain

∣∣∣∣σn(x, i)− θ − 1− θ
q

∣∣∣∣dx +∑
j �=i

∫
A
j
n

∣∣∣∣σn(x, j)− 1− θ
q

∣∣∣∣dx +Ld
(
A0
n

)
and Theorem 1.1 provides the desired probabilistic control over this last term.✷

Our second result is a LDP for the empirical phase partition(A0
n,A

1
n, . . . ,A

q
n). We

first define a (pseudo) metric distL1 on the setB(�) of the Borel subsets of� by setting

∀A1,A2 ∈ B(�) distL1(A1,A2)=Ld(A1+A2). (2)

We consider then the space of phase partitionsP(�,q) consisting of(q + 1)-tuples
(A0,A1, . . . ,Aq) of Borel subsets of� forming a partition of�. We endowP(�,q)
with the following metric:

distP
((
A0, . . . ,Aq

)
,
(
B0, . . . ,Bq

))= ∑
i=0,...,q

distL1

(
Ai,Bi

)
.

The surface energyI of a phase partition(A0
n,A

1
n, . . . ,A

q
n) ∈ P(�,q) is defined as

follows:
– for any(A0,A1, . . . ,Aq) such that eitherA0 �= ∅ or one set amongA1, . . . ,Aq has

not finite perimeter, we setI(A0, . . . ,Aq)=∞
– for any(A0,A1, . . . ,Aq) with A0 = ∅ andA1, . . . ,Aq having finite perimeter we

set

I(A0, . . . ,Aq)= ∑
i=1,...,q

1

2

∫
∂∗Ai∩�

τ
(
νAi (x)

)
dHd−1(x)

+ ∑
i,j=1,...,q
i �=j

∫
∂∗Ai∩�j

τ
(
νAi (x)

)
dHd−1(x).

Note thatI depends onτ and the boundary conditionsγ = (�1, . . . , �q). The first
term in the above formula corresponds to the interfaces present in�, while the second
term corresponds to the interfaces between the elements of the phase partition and the
boundary�. For a setA of finite perimeter,∂∗A denotes its reduced boundary (see the
Appendix).

Results related to the lower semicontinuity of functionals more general thanI and
the theory of their�-convergence can be found in [5,6]. In particular,I is a good
rate function on the space(P (�,q),distP ), i.e., it is lower semicontinuous and it has
compact level sets.

Let minP(�,q) I be the minimum value ofI overP(�,q). Clearly this minimum is
always finite.

THEOREM 1.3. –The sequence
( �An)n∈N

= (
(A0

n,A
1
n, . . . ,A

q
n)
)
n∈N

of the empirical
phase partitions of� satisfies a LDP in(P (�,q),distP ) with respect toµn with speed
nd−1 and rate functionI − minP(�,q) I , i.e., for any Borel subsetE of P(�,q),
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− inf
E̊

I + min
P(�,q)

I � lim inf
n→∞

1

nd−1
logµn

[ �An ∈ E
]
� lim sup

n→∞
1

nd−1
logµn

[ �An ∈ E
]

�− inf
Ē

I + min
P(�,q)

I.

Remark. – The constant minP(�,q) I will be related to another quantity defined at the
FK level in Lemma 1.7.

Recall that imposing mixed boundary conditions is not the only way to force the
system to exhibit coexisting phases. In the Wulff problem in the Ising model context, for
instance, a restricted ensemble is studied which is characterized by an artificial excess
of say minus spins in the plus phase. Technically this can be achieved by conditioning
the system to have a magnetization larger than the spontaneous magnetization while
imposing plus b.c.s.

The next result describes the large deviation behavior of the phase partition in a large
class of restricted ensembles. Although it is a rather straightforward generalization of
Theorem 1.3, we state it separately because of its physical relevance.

Let (Gn)n�1 be a sequence of events, i.e., sets of spin configurations, satisfying the
following two conditions: first there exists a Borel subsetG of P(�,q) such that the
sequence of events(Gn)n∈N and({ �An ∈ G})n∈N are exponentially equivalent, i.e.,

lim sup
n→∞

1

nd−1
logµn

[
Gn�{ �An ∈ G}]=−∞, (3)

where� denotes the symmetric difference. Second, the following limit exists and is
finite:

IG = lim
n→∞

1

nd−1
logµn[Gn]>−∞. (4)

The sequence of events(Gn)n�1 determines a restricted (conditional) ensemble. Note
that if

inf
G̊

I = inf
Ḡ

I >−∞, (5)

then Theorem 1.3 implies that (4) is satisfied, withIG = inf
G
I .

THEOREM 1.4. –Assume that the sequence(Gn)n�1 satisfies(3) and (4) and define
for eachn� 1 the conditional measures

µGn =µn(· |Gn).

Then the sequence( �An)n�1 of the empirical phase partitions of� satisfies a LDP in
(P (�,q),distP ) with respect toµGn with speednd−1 and rate functionI − IG, i.e., for
any Borel subsetE of P(�,q),

− inf
˚E∩G

I + IG � lim inf
n→∞

1

nd−1
logµGn

[ �An ∈ E
]
� lim sup

n→∞
1

nd−1
logµGn

[ �An ∈ E
]

�− inf
E∩G

I + IG.
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Theorem 1.4 gives a rigorous verification of the basic assumption underlying the
phenomenological theory, namely, that in a given ensemble, the typical configurations
are those minimizing the surface free energy.

We show next how Theorem 1.4 can be applied to the Wulff and multiple bubble
problem. We take pure boundary conditions with color 1, that is,�1 = �, �2 = · · · =
�q = ∅. Let s2, . . . , sq beq − 1 real numbers larger than or equal to(1− θ)/q. We set

∀i ∈ {2, . . . , q} vi = Ld(�)θ−1(si − (1− θ)/q).
We define next the events

∀n ∈ N Gn = {∀i ∈ {2, . . . , q} Sn(i)� si
}

and the collection of phase partitions

G(v2, . . . , vq)= { �A= (A0,A1, . . . ,Aq) ∈ P(�,q): Ld(A2)� v2, . . . ,Ld(Aq)� vq
}
.

Corollary 1.2 implies that the sequences of events

(Gn)n∈N and
( �An ∈ G(v2, . . . , vq)

)
n∈N

are exponentially contiguous, i.e., they satisfy the condition (3). In order to ensure
condition (5), we suppose that the minimum of the surface energyI overG(v2, . . . , vq)

is reached with a phase partition having no interfaces on the boundary�. More precisely,
we suppose that the following assumption is fulfilled.

Assumption. – The region� and the real numbersv2, . . . , vq are such that there exists
�A∗ = (A∗

0,A
∗
1, . . . ,A

∗
q) in G(v2, . . . , vq) such that

I( �A∗)= min
{
I( �A); �A ∈ G(v2, . . . , vq)

}
,

∀i ∈ {2, . . . , q}, d2(A
∗
i , �) > 0.

We expect that this assumption is fulfilled provided the real numbersv2, . . . , vq
are sufficiently small (or equivalently,s2, . . . , sq are sufficiently close to(1 − θ)/q),
depending on the region�. This is for instance the case whenq = 2. Indeed, letWτ be
the Wulff crystal associated toτ . We know thatWτ is, up to dilatations and translations,
the unique solution to the anisotropic isoperimetric problem associated toτ . For v2

sufficiently small, a dilated Wulff crystalx0 + α0Wτ of volumev2 fits into� without
touching�, and the phase partition�A∗ = (∅,� \ (x0 + α0Wτ ), x0 + α0Wτ ) answers the
problem. In the caseq > 2, we expect that a minimizing phase partition corresponds to
a multiple bubble havingq − 1 components.

Under the above assumption, we claim that the collection of phase partitions
G(v2, . . . , vq) satisfies (5). Forλ > 1, we define

�A∗(λ)=
(
∅,� \ ⋃

2�i�q
λA∗

i , λA
∗
2, . . . , λA

∗
q

)
.
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Since by hypothesis the setsA∗
2, . . . ,A

∗
q are at positive distance from�, for λ larger

than 1 and sufficiently close to 1, the phase partition�A∗(λ) satisfies

�A∗(λ) ∈ G
(
λdv2, . . . , λ

dvq
)⊂ G̊(v2, . . . , vq)

and moreoverI( �A∗(λ))= λd−1I( �A∗). Sendingλ to 1, and remarking thatG(v2, . . . , vq)

is closed, we see thatG(v2, . . . , vq) satisfies (5). Thus we can apply Theorem 1.4 with the
sequence of events(Gn)n∈N, thereby obtaining a LDP and a weak law of large numbers
for the conditional measuresµGn = µn(· | Gn). In the particular caseq = 2, we obtain
again the main result of our previous paper [15]. In the more challenging situations
q > 2, the unresolved questions concerning the macroscopic behavior of such systems
belong to the realm of the calculus of variations.

Ising model. For the reader’s convenience, we rephrase our basic results in the Ising
setting. In this caseq = 2 and the phases 1 and 2 are usually called+ and− phases. We
use the same notation as in the Potts case except that 1 will be replaced by+ and 2
by −. For instance we write�+

n instead of�1
n and�−

n instead ofA2
n. The index 0

remains. In this case the spontaneous magnetization can be given asm∗(β) = θw(p,2)
with p = 1− e−β . Thelocally averaged magnetizationσn is the map from� to [−1,1]
defined by

∀x ∈� σn(x)= 1

f (n)d

∑
y∈'(x,f (n)/n)∩�n

σ (y).

We partition� into the random sets�−
n , �

0
n and�+

n according to whether the value of
the local magnetization is smaller, equal or larger than zero.

COROLLARY 1.5. –Letd � 3, β > β̂c, β ∈ U(2, d). For δ > 0,

lim sup
n→∞

1

nd−1
logµn

[∫
�−
n

∣∣σn(x)+m∗∣∣dx +Ld
(
�0
n

)+ ∫
�+
n

∣∣σn(x)−m∗∣∣dx > δ]=−∞.

The surface energyI on P(�,2) is given as follows. IfA0 �= ∅ or if P(A−) +
P(A+)= ∞, we setI

(
A0,A−,A+) = ∞. For any(A0,A−,A+) with A0 andA−,A+

having finite perimeter we set

I
(
A0,A−,A+)= 1

2

∫
∂∗A−∩�

τ
(
νA−(x)

)
dHd−1(x)+

∫
∂∗A−∩�+

τ
(
νA−(x)

)
dHd−1(x)

+ 1

2

∫
∂∗A+∩�

τ
(
νA+(x)

)
dHd−1(x)+

∫
∂∗A+∩�−

τ
(
νA+(x)

)
dHd−1(x).

COROLLARY 1.6. –The sequence( ��n)n∈N = ((�0
n,�

−
n ,�

+
n ))n∈N of the empirical

phase partitions of� satisfies a LDP in(P (�,2),distP ) with respect toµn with speed
nd−1 and rate functionI − minP(�,2) I , i.e., for any Borel subsetE of P(�,2),

− inf
E̊

I + min
P(�,2)

I � lim inf
n→∞

1

nd−1
logµn

[ ��n ∈ E
]
� lim sup

n→∞
1

nd−1
logµn

[ ��n ∈ E
]

�− inf
Ē

I + min
P(�,2)

I.
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FK model. Consider a sequenceγ = (�m)m∈N of (possibly empty) disjoint and
relatively open subsets of�. The relative boundary of� \ ⋃m �m in � should have
zeroHd−1 measure. We set forn ∈ N

�mn = {
x ∈ �n;d∞

(
x,�m

)
< 1/n, ∀2 <m, d∞

(
x,�2

)
� 1/n

}
, m ∈ N.

We use the sequence(�mn )m∈N to specify boundary conditions for FK percolation in the
following way: for eachm ∈ N, the points belonging to�mn are wired together, while
the points in�n \ ⋃m �mn are let free. FK clusters are regarded to be connected (hence
identical) when they contain sites which are wired together, i.e., if they intersect the same
boundary piece�mn for somem.

Let γ (n) be the partition of�n consisting of the sequence(�mn )m∈N together with the
singletons{x}, x ∈ �n \⋃m �mn . The FK measure inside� with partially wired boundary
conditions induced by the sequence(�m)m∈N with lattice spacing 1/n is the measure�n
given by

�n =�p,q,γ (n)�n
.

Our principal result, Theorem 1.8, describes a LDP for the collection of the large
FK clusters in the FK model which correspond to several coexisting pure phases in the
spin language. To deal with the entire collection of FK clusters simultaneously we use
Borel partitions(to be defined below) in a similar way as they were employed in [14]. In
the spin setting the framework of partitions allows us to describe systems withmore than
two phaseson the macroscopic level. Regarding the applications to Ising–Potts models
with mixed boundary conditions we have to refine the structure of partitions in order
to keep track of the microscopic connections (whose absence indicates an interface)
between large clusters and the wired boundary pieces. We achieve this by introducing a
touching functionT (A,m) indicating the presence or absence of a “connection” between
�m and a given setA⊆�. Given a partition and its “touching status” there is a natural
way to assign asurface energyto it with respect to the surface tensionτ . In the next
paragraphs we give a brief description of these constructions so that we are able to
formulate Theorem 1.8.

A Borel partition A of � is a finite or countable collection of non-negligible Borel
subsets of� which, up to negligible sets, form a partition of�. TheperimeterP(A) of
a partitionA is defined as

P(A)= ∑
A∈A

P(A),

whereP(A) is the classical perimeter ofA (see the appendix).
A touching functionassociated with a partitionA of � is a mapT :A× N �→ {0,1}

describing contacts between the sets ofA and the boundary pieces(�m)m∈N; for m ∈ N,
a setA of A is said to touch a boundary piece�m if and only if T (A,m)= 1. Thus there
is no microscopic connection betweenA and�m if T (A,m)= 0.

To define FK clusters we identify the physical clusters intersecting the same piece
�mn of the discretized boundary. As a consequence, a touching function must satisfy the
following compatibility condition: a boundary piece�m can touch at most one set of the
partition.



658 R. CERF, Á. PISZTORA / Ann. I. H. Poincaré – PR 37 (2001) 643–724

A t-partition is a pair(A,T ) whereA is a partition of� andT is a touching function
associated withA. We denote by TP(�) the set of allt-partitions of� with finite
perimeter.

Our next goal is to define an appropriate metric on the space TP(�). We first define a
metric distF to deal with touching functions. LetF be the set of the functions fromN to
{0,1} endowed with the product topology. This topology is metrizable, for instance it is
compatible with the metric distF defined by

∀T1, T2 ∈F distF (T1, T2)=
∑
m∈N

2−m∣∣T1(m)− T2(m)
∣∣.

An arrangementof an element(A,T ) of TP(�) is a sequence(A(i), T (i, ·), i ∈ N)

of sets inA ∪ {∅} and functions inF such that:
– each set ofA appears exactly once in the sequence(A(i), i ∈ N) and the empty set

∅ appears countably many times in the sequence(A(i), i ∈ N).
– for anyi ∈ N, if A(i) �= ∅, thenT (i, ·)= T (A(i), ·).

In particular, ifA is finite, thenA(i) = ∅ for i sufficiently large. WheneverA(i) = ∅,
the corresponding functionT (i, ·) might be any element ofF . However we impose the
global constraint that a boundary piece can touch at most one set, that is,

∀m ∈ N
∑
i∈N

T (i,m)� 1.

Finally we define ametricDist on TP(�) as follows: for(A1,T1), (A2,T2) ∈ TP(�)

Dist
(
(A1,T1), (A2,T2)

)= inf
{∑
i∈N

(
distL1(A1(i),A2(i))+ distF

(
T1(i, ·), T2(i, ·)))},

where the infimum is taken over all possible arrangements(Aj (i), Tj (i, ·), i ∈ N) of Aj ,
j = 1,2, and distL1 was defined in (2).

Remark. – If we forget about the touching function, the metric Dist is the one used
by Congedo and Tamanini [16–18] (which is stronger than the one employed in [14]).
For a careful exposition and study of this metric on the space of Caccioppoli partitions,
see [40].

Thesurface energy(depending onτ and on the boundary conditionsγ ) of a t-partition
in TP(�) is defined as

I(A,T )= ∑
A∈A

(
1

2

∫
∂∗A∩�

τ
(
νA(x)

)
dHd−1(x)

+ ∑
m∈N

(
1− T (A,m)

) ∫
∂∗A∩�m

τ
(
νA(x)

)
dHd−1(x)

)
.

The first term in the above formula corresponds to the interfaces present within�, while
the second term corresponds to the interfaces between the elements of the partition and
the boundary�. It is instructive to express now the constant appearing in the LDP of
Theorem 1.3 with the help of the above surface energy.
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LEMMA 1.7. – For the sequence(�m)m∈N, we choose here the finite sequence
�1, . . . , �q used in the section on the Potts model. LetF denote the set of t-partitions
such that no set touches simultaneously two distinct boundary parts, i.e.,

F =
{
(A,T ) ∈ TP(�); ∀A ∈A

∑
1�i,j�q
i �=j

T (A, i)T (A, j)= 0
}
.

Thenmin{I(A,T ); (A,T ) ∈F} = min{I( �A); �A ∈ P(�,q)}.
Proof. –The argument is a straightforward consequence of the definitions of the two

rate functions on the spaces TP(�) andP(�,q) respectively. Indeed, let(A,T ) belong
to F . For i = 1, . . . , q, there exists at most one elementAi of A such thatT (Ai, i)= 1.
If there is no such element inA, we setAi = ∅. Let A0 =A \ {A1, . . . ,Aq}. Let �A be
the phase partition defined by

�A=
(
∅,A1, . . . ,Aq−1,Aq ∪

⋃
A∈A0

A

)
.

Then I( �A) � I(A,T ). Therefore minF I � minP(�,q) I . Conversely, let �A = (∅,
A1, . . . ,Aq) ∈ P(�,q). Let (A,T ) be the element of TP(�) defined by A =
{A1, . . . ,Aq} and

∀i, j = 1, . . . , q T (Ai, j)=
{

1; if i = j ,

0; otherwise.

I(A,T )= I( �A) whence minF I � minP(�,q) I . ✷
Now we are ready to turn to our basic LDP for FK percolation. Letf :N → N be

our fixed function representing an intermediate length scale satisfying (1). For givenn,
a (physical) clusterC on�n is calledlarge if diamC > f (n) andsmallotherwise. Let
Cn denote the random collection of the large clusters. WithCn we associate theVoronoi
partition of � with parts

vorC = {
x ∈�; ∀C ′ ∈ Cn \ {C}, d2(x,C

′) > d2(x,C)
}
, C ∈ Cn.

Recall that an FK cluster can be regarded as the union of clusters intersecting sites on
the boundary which are wired. We define a large FK cluster as an FK cluster which
contains at least one large cluster. The collection of all large FK clusters is denoted
by CFK

n . A generic element ofCFK
n will be denoted byCFK. The Voronoi partition of�

induced byCFK
n consists of the sets

vorCFK = ⋃
C∈Cn, C⊆CFK

vorC, CFK ∈ CFK
n .

Finally, we associate withCFK
n the empirical t-partition (An,Tn) ∈ TP(�) as follows:

An is the Voronoi partition of� induced byCFK
n and Tn is the touching function
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determined by the existence or absence of connections between the large FK clusters
and the boundary pieces. More precisely,

An = {
vorCFK;CFK ∈ CFK

n

}
and for anym ∈ N, anyCFK ∈ CFK

n ,

Tn
(
vorCFK,m

)= {
1; if CFK ∩�mn �= ∅,

0; otherwise.

THEOREM 1.8. –Let d � 3, q � 1, p > p̂c such thatθf (p) = θw(p). The law of
the empirical t-partition(An,Tn) under the FK measure�n satisfies a large deviation
principle in the metric space(TP(�), Dist) with speednd−1 and rate function the
surface energyI , i.e., for any Borel subsetE of (TP(�), Dist),

− inf
E̊
I � lim inf

n→∞
1

nd−1
log�n[(An,Tn) ∈ E] � lim sup

n→∞
1

nd−1
log�n[(An,Tn) ∈ E]

�− inf
E
I.

Remark. – The LDP of Theorem 1.8 holds with a slightly weaker hypothesis onf (n),
namely: there exists a constantκ = κ(d,p, q) such that for any functionf (n) satisfying

∀n ∈ N f (n)� κ logn, lim
n→∞n/f (n)

d−1 =∞.

the LDP stated in Theorem 1.8 holds. However, to transfer the LDP from the FK level to
the spin level we work with the stronger hypothesis onf (n).

The LDP stated in Theorem 1.8 is our most general LDP. In fact, we deduce the other
LDPs from it. In the most general situation, this LDP ensures the concentration of the law
of the system (under arbitrary conditions) near the minima of the associated variational
problem. Since the rate function is good, the set of minima is never empty. However,
in general, we have very little information on the minima themselves. A noticeable
exception is for instance the Wulff problem, which we handled in [15] for the Ising
model.

We finish with a straightforward consequence of the LDP of Theorem 1.8.

COROLLARY 1.9. –Let d � 3, q ∈ N \ {0,1}, β > β̂c, β ∈ U(q, d). Then our
definition of surface tension in the FK model coincides with the classical definition of
surface tension in the spin setting.

Proof. –Let ν be a unit vector inRd and leti < j be two different colors. We apply the
LDP of Theorem 1.8 to the following situation:�='(0,1) is a unit box centered at the
origin, � = ∂'(0,1) and for the b.c.s we consider the two sets�+ = {x ∈ �: x · ν > 0},
�− = {x ∈ �: x · ν < 0}. Let τ classic be the classical definition of surface tension in the
spin setting for the Potts model (which is the limit of the excess free energy when putting
for b.c.s. the colori on �− and the colorj on �+). It is known thatτ classic(ν) can be
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rewritten as (see for instance [12])

τ classic(ν)=− lim
n→∞

1

nd−1Hd−1(S)
log�n

[
there is no open path between�−

n and�+
n

]
,

whereS = {x ∈'(0,1);x · ν = 0}. By Lemmas 1.7 and 4.14, the above limit is equal to

Hd−1(S)τ classic(ν)= min
{
I( �A); �A ∈ P(�,q)}.

LetE− = {x ∈ R
d : x · ν < 0} andE+ = {x ∈ R

d : x · ν > 0}. Let �A= (A0,A1, . . . ,Aq)

be the phase partition defined byAi ='(0,1)∩E−,Aj ='(0,1)∩E+ andAk = ∅ for
k �= i, j . Obviously,

Hd−1(S)τ classic(ν)� I( �A)=Hd−1(S) τ(ν),

whenceτ classic(ν) � τ(ν). Conversely, let�A = (A0,A1, . . . ,Aq) be a phase partition
having finite surface energy. ThenA0 =∅, and settingÃi =Ai ∪ (E− \'), we have

I( �A)� lim
ε→0

∫
'(0,1+ε)∩∂∗Ãi

τ
(
νÃi (x)

)
dHd−1(x).

By the convexity of the homogeneous extension ofτ , for anyε > 0,∫
'(0,1+ε)∩∂∗Ãi

τ
(
νÃi (x)

)
dHd−1(x)� |u|2τ(u/|u|2),

where

u=
∫

'(0,1+ε)∩∂∗Ãi

νÃi (x)dH
d−1(x).

SinceÃi+E− is included in a compact subset of the interior of'(0,1+ ε), then

u=
∫

'(0,1+ε)∩∂∗E−

νE−(x)dHd−1(x)=Hd−1('(0,1+ ε)∩ ∂E−
)
ν

(see for instance [7], Proposition 3.10 for a more precise result) and therefore

|u|2τ(u/|u|2)=Hd−1('(0,1+ ε)∩ ∂E−
)
τ(ν).

Thus

I( �A)� Hd−1('(0,1) ∩ ∂E−
)
τ(ν)=Hd−1(S)τ(ν)

and taking the infimum over all phase partitions�A we conclude thatτ classic(ν) �
τ(ν). ✷
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2. Preliminaries

In this section we introduce first the notation and we give some basic definitions. In
the second part, we recall some useful properties of FK (or random cluster) measures and
we give a short description of the Potts and Ising models and their FK representation.

2.1. Notation

The cardinality of a setA is denoted by|A|. The symmetric difference between two
setsA1,A2 is denoted byA1�A2. For r ∈ R,  r! denotes the integer part ofr and"r#
stands for the smallest integer larger than or equal tor .

Metric. We denote bydp the metric associated with thep-norm, i.e.,dp(x, y) =
|x − y|p for any x, y in R

d . We will only use the 1,2 and ∞ norms. Thedp
distance between two subsetsE1 andE2 of R

d is dp(E1,E2) = inf{|x1 − x2|p: x1 ∈
E1, x2 ∈ E2}. The r-neighborhood ofE ⊆ R

d with respect to thedp metric is the set
Vp(E, r)= {x ∈ R

d : dp(x,E) < r}. Thedp diameter of a subsetE of R
d is diampE =

sup{|x − y|p: x, y ∈ E}. We will usually work with the Euclidean distanced2 on the
continuous spaceRd and with the distanced1 or d∞ on the discrete latticeZd . By
default, when we speak of the diameter of a set without any specification, we mean
thed∞ diameter.

Geometric objects. Let x = (x1, . . . , xd) be a point ofRd and let r be positive.
The closed ball of centerx and Euclidean radiusr is denoted byB(x, r). The sphere
of centerx and radiusr is ∂B(x, r). The unit sphere ofRd is denoted bySd−1. The
projective spherePSd−1 is obtained by identifying opposite points onSd−1. Letw be a
unit vector. We set

hyp(x,w)= {
y ∈ R

d; (y − x) ·w= 0
}
.

For r1, r2 in R ∪ {−∞,+∞}, we define

slab(x,w, r1, r2)= {
y ∈ R

d; r1 � (y − x) ·w � r2
}
.

We set next

B−(x, r,w)=B(x, r) ∩ slab(x,w,−∞,0),
B+(x, r,w)=B(x, r) ∩ slab(x,w,0,∞).

By disc(x, r,w) we denote the closed disc centered atx of radiusr and normal vectorw.
A box is a set of the form

'(x, r)= {
y = (y1, . . . , yd) ∈ R

d;−ri/2< yi − xi � ri/2, i = 1, . . . , d
}
,

wherex = (x1, . . . , xd) and r = (r1, . . . , rd) belong toR
d . Clearly,x is the center and

r determines the side lengths of the box. Ifri = t for eachi = 1, . . . , d, wheret ∈ R
+,

then we write simply'(x, t). Notice that'(x, t) has diametert and is neither open nor
closed. Ifd∞(x, y)� t then'(x, t) and'(y, t) are disjoint. LetA be a subset ofRd of



R. CERF, Á. PISZTORA / Ann. I. H. Poincaré – PR 37 (2001) 643–724 663

linear dimensiond − 1, that isA spans a hyperplane ofR
d , which we denote by hypA.

We call such a set an hyperset. By norAwe denote one of the two unit vectors orthogonal
to hypA, or equivalently the element ofPSd−1 orthogonal to hypA. The cylinder of basis
A is the set

cylA= {x + t norA; t ∈ R, x ∈A}.
We set also cyl(A, r)= {x + t norA: |t| � r, x ∈A} = cylA∩ slab(x,norA,−r, r).

Topology and measure. Let E be a subset ofRd . We denote its interior bẙE, its
closure byE, its boundary by∂E. WheneverA is an hyperset ofRd , that isA spans a
hyperplane ofRd , we use the induced(d − 1)-dimensional topology of hypA to define
∂A, Å, A. The collection of the Borel subsets of a setE of R

d is denoted byB(E). The
volume of a Borel setE is simply its Lebesgue measure which we denote byLd . A Borel
set is said to be negligible if its volume is zero. We define a (pseudo) metric distL1 on
B(Rd) by

∀E,F ∈ B
(
R
d
)

distL1(E,F )= Ld(E+F).
When dealing with topological questions on the spaceB(Rd), we consider the
equivalence classes of the Borel sets modulo negligible sets. We denote byHk the
standardk-dimensional Hausdorff measure, fork = 1,2, . . . , d.

The lattice L
d . We turnZ

d into a graph with vertex setZd and edge set

E
d = {{x, y};x ∈ Z

d, y ∈ Z
d, d1(x, y)= 1

}
.

This graph is called thed-dimensional cubic latticeand is denoted byLd . We often think
of this graph as embedded inRd , the edges{x, y} being straight line segments[x, y]
between nearest neighbors. Ifx and y are nearest neighbors, we denote this relation
by x ∼ y.

LetD be a subset ofRd . An edge{x, y} of E
d is said to be included inD if both sites

x, y belong toD. We denote byEd(D) the set of the edges ofE
d included inD. ForD

a subset ofZd , the graph(D,Ed(D)) will be often identified with its vertex setD. For
E a subset ofEd , a formula likeE ⊂ E

d(D) will be abbreviated intoE ⊂D.
To simplify notation, we will sometimes identify subsets ofR

d with their traces on
the lattice, i.e., we identifyA⊆ R

d with A∩ Z
d . For example,'(n) denotes a box both

in the continuum and in the lattice.

The lattice L
d,∞. We introduce another graph structure onZ

d . First we define the
edge set

E
d,∞ = {{x, y};x ∈ Z

d, y ∈ Z
d, d∞(x, y)= 1

}
.

The latticeL
d,∞ is defined to be the graph(Zd, E

d,∞).

Discrete topology. LetA be a subset ofZd . We define its edge boundary,

∂edgeA= {{x, y} ∈ E
d;x ∈A,y ∈Ac}
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its inner vertex boundaries,

∂ inA= {
x ∈A; ∃y ∈Ac y ∼ x}, ∂ in

∞A= {
x ∈A; ∃y ∈Ac {x, y} ∈ E

d,∞}
its outer vertex boundaries,

∂outA= {
x ∈Ac; ∃y ∈A y ∼ x}, ∂out

∞ A= {
x ∈Ac; ∃y ∈A {x, y} ∈ E

d,∞}.
These definitions are extended to the subsets ofR

d by setting, forE ⊂ R
d , ∂∗×E =

∂∗×(Zd ∩E), where∗ stands foredge, in or out and× stands for nothing or∞.
A path γ in (Zd,Ed) (respectively(Zd,Ed,∞)) is an alternating sequencex0, e0, x1,

e1, . . . , en−1, xn, . . . of distinct verticesxi and edgesei belonging to(Zd,Ed) (respec-
tively (Zd,Ed,∞)), whereei is the edge betweenxi andxi+1. The path is said to con-
nect every pair of its vertices. If the path terminates at some vertexxn it is said to have
lengthn, otherwise it is infinite. Two paths are disjoint if they have no edges in common.
The setA is said to be connected orL

d -connected (respectivelyLd,∞-connected) if the
graph(A,Ed(A)) (respectively(A,Ed,∞(A))) is connected. Note that connectedness in
the usualLd sense impliesLd,∞-connectedness.

LetA, B, D be subsets ofRd . A set of edgesE ⊆ E
d is said toseparateA andB in

D if there is no path in the graph(Zd ∩D,Ed(D) \E) connectingA andB. The setE
separates∞ inD if the graph(Zd ∩D,Ed(D)\E) has at least two infinite components.

The relevance of the latticeLd,∞ stems from the fact that theexternalboundary of
any L

d,∞-connected finite setA in Z
d is itself L

d,∞-connected (whereas the external
boundary of anyLd -connected finite set inZd is not necessarilyLd -connected). To
be more specific, let us define theresidual ∗-componentsof A as the∗-connected
components ofAc where∗ stands forLd or L

d,∞. Let A be aL
d,∞-connected subset

of Z
d . If R is a residual∗-component ofA (in either sense), then its inner and outer vertex

boundaries∂ inR and∂outR areL
d,∞-connected (cf. [21, Lemma 2.1]) and therefore also

∂ in∞R and∂out∞ R areL
d,∞-connected. We will need the notion of external boundaries. Let

A be a finiteL
d,∞-connected set and letR be its unique infinite residualLd -component.

Theexternalouter vertex boundary ofA, denoted by∂out,extA, is defined as∂ inR and it
is L

d,∞-connected. The external outer vertexL
d,∞-boundary is defined by

∂out,ext
∞ A= ∂ in

∞R = {
x ∈R; ∃y ∈A with {x, y} ∈ E

d,∞}
and this set is alsoLd,∞-connected.

For future reference, we prove a geometric lemma.

LEMMA 2.1. –For any finiteL
d,∞-connected subsetA of Z

d , for r � 4,

Ld
(
V∞(A, r)

)
� 4d+1rd−1(|A| ∨ r).

Proof. –If diamA� r , thenLd(V∞(A, r))� (3r)d . Suppose now thatr < diamA <
∞. Let {x1, . . . , xl} be a collection of vertices ofA of maximal cardinality such that

∀i, j ∈ {1, . . . , l}, i �= j, '(xi, r)∩'(xj , r)= ∅.
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The maximality of the collection implies thatA⊂'(x1,2r)∪ · · · ∪'(xl,2r). Becausel
is necessarily larger or equal than 2 andA is L

d,∞-connected, for eachi in {1, . . . , l},∣∣A∩'(xi, r)
∣∣� d∞(xi, ∂ in'(xi, r)

)
� r/2− 1,

so that|A| � l(r/2−1). SinceV∞(A, r) is included inl boxes of diameter 4r , we obtain

Ld
(
V∞(A, r)

)
� l(4r)d � (4r)d(r/2− 1)−1|A| � 4d+1rd−1|A|. ✷

2.2. FK percolation and Ising–Potts models

Edge configurations. ForE ⊆ E
d with E �= ∅, we write�(E) for the set{0,1}E;

its elements are callededge configurations inE. The natural projections are given
by pre :ω ∈ �(E) �→ ω(e) ∈ {0,1}, where e ∈ E. An edgee is called open in the
configurationω if pre(ω)= 1, and closed otherwise.

For A ⊆ Z
d , let �A stand for the set of the configurations withinA, i.e., �A =

{0,1}E
d(A), and�A for the set of the configurationsoutsideA, i.e.,�A = {0,1}E

d\E
d (A).

(Recall thatEd(A) denotes the set of edges between sites inA.) In general, forA ⊆
B ⊆ Z

d , we set�AB = {0,1}E
d (B)\E

d(A). Givenω ∈ � andE ⊆ E
d , we denote byω(E)

the restriction ofω to �(E). Analogously,ωAB stands for the restriction ofω to the set
E
d(B) \ E

d(A).
Given η ∈ �, we denote byO(η) the set of the edges ofEd which are open in

the configurationη. The connected components of the graph(Zd,O(η)) are calledη-
clusters. The pathγ = (x1, e1, x2, . . .) is said to beη-open if all the edgesei belong to
O(η). We write{A↔ B} for the event that there exists an open path joining some site
in A with some site inB. Similarly, we denote by{A↔∞} the event that there exists
x ∈A lying in an infinite component.

Let ω be an edge configuration inZd (or in a subgraph ofLd). We can look at the
open clusters inV or alternatively the openV -clusters. These clusters are simply the
connected components of the random graph(V ,O(ω(E))), whereω(E) is the restriction
of ω toE.

GivenE ⊆ E
d , we write F(E) for the σ -field generated by the finite-dimensional

cylinders associated with configurations in�(E). Similarly, for A ⊆ B ⊆ Z
d , we use

the notationFA
B for theσ -field generated by finite-dimensional cylinders associated with

configurations in�AB . If A= ∅ or B = Z
d , then we omit them from the notation.

Stochastic domination. There is a partial order( in � given byω( ω′ iff ω(e)�
ω′(e) for every e ∈ E

d . A function f :�→ R is called increasing if f (ω) � f (ω′)
wheneverω( ω′. An event is called increasing if its characteristic function is increasing.
Let F be aσ -field of subsets of�. For a pair of probability measuresµ and ν on
(�,F), we say thatµ (stochastically) dominatesν if for any F -measurable increasing
functionf the expectations satisfyµ(f )� ν(f ). If, in addition, for eachF -measurable
cylinder Z with µ(Z) ∧ ν(Z) > 0, we haveµ(f | Z) � ν(f | Z), then we say that
µ strongly dominatesν, and we denote this relation byµ* ν.

FK measures. Let V ⊆ Z
d be finite andE = E

d(V ). We first introduce (partially
wired) boundary conditionsas follows. Consider a partitionπ of the set∂ inV , sayπ =
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{B1, . . . ,Bn}. (The setsBi are disjoint non-empty subsets of∂ inV with B1 ∪ · · · ∪Bn =
∂ inV ). We say thatx, y ∈ ∂ inV areπ -connected, if x, y ∈ Bi for an i ∈ {1, . . . , n}. Fix
a configurationη ∈ �V . We introduce an equivalence relation onV : x andy are said
to beπ ·η-connectedif they are both joined byη-open paths to (or identical with) sites
x′, y′ ∈ ∂ inV which are themselvesπ -wired. The new equivalence classes are called
π ·η-clusters, orFK clustersin V with respect to the boundary conditionπ . The number
of FK clusters (w.r.t.π ) is denoted byclπ(η). In general, we will useC to denote clusters
andCFK for FK clusters.

For fixedp ∈ [0,1] andq � 1, theFK measure with parameters(p, q) and boundary
conditionsπ is a probability measure on theσ -field FV , defined by the formula

∀η ∈�V �
π,p,q
V [{η}] = 1

Z
π,p,q
V

(∏
e∈E
pη(e)(1− p)1−η(e)

)
qcl

π (η), (6)

whereZπ,p,qV is the appropriate normalization factor. SinceFV is an atomicσ -field
with atoms {η}, η ∈ �V , (6) determines a unique measure onFV . Note that every
cylinder has non-zero probability. There are two extremal b.c.s: the free boundary
condition corresponds to the partitionf defined to have exactly|∂ inV | classes, and
the wired b.c. corresponds to the partitionw with only one class. The set of all such
measures called FK (or random cluster) measures corresponding to different b.c.s will be
denoted byFK(p, q,V ), and we writecFK(p, q,V ) for its convex hull. The stochastic
process(pre)e∈Ed (V ) :�→ �V given on the probability space(�,F,�π,p,q

V ) is called
FK percolation with boundary conditionsπ .

We will list some useful properties of FK measures. A property of crucial importance
is that for q � 1, every� ∈ FK(p, q,V ) is strong FKG. This means that for every
FV -measurable cylinderZ, and for allFV -measurable increasing functionsf,g, we
have

�
[
fg | Z]��[f | Z]�[g | Z]. (7)

In some cases it is possible to compare FK measures with different b.c.s. There is a
partial order on the set of partitions of∂ inV . We say thatπ dominatesπ ′, π � π ′,
if x, y π ′-wired implies that they areπ -wired. We then have�π

′,p,q
V ( �π,p,qV . This

implies immediately that for each� ∈ FK(p, q,V ), �f,p,qV ( � ( �
w,p,q
V . Next we

discuss properties of conditional FK measures. For givenU ⊆ V andω ∈�, we define
a partitionWU

V (ω) of ∂ inU by declaringx, y ∈ ∂ inU to beWU
V (ω)-wired if they are

joined by anωUV -open path. Fix a partitionπ of ∂ inV . We define a new partition of∂ inU ,
denoted byπ ·WU

V (ω), by consideringx, y ∈ ∂ inU to beπ ·WU
V (ω)-wired if they are

both joined byωUV -open paths to (or identical with) sitesx′, y′, which are themselves
π -wired. Then, for everyFU -measurable functionf ,

�
π,p,q
V

[
f |FU

V

]
(ω)=�π ·WU

V
(ω),p,q

U [f ], �
π,p,q
V -a.s. (8)

Note that (8) can be interpreted as a kind of Markov property. A direct consequence
of this formula is that the restriction of every FK measure� in FK(p, q,V ) to FU is
contained in the convex hullcFK(p, q,U).
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Ising–Potts measure. Let V ⊂ Z
d be finite and letq � 2 be an integer. Aspin

(color) configurationin V is a mapσ :V → {1,2, . . . , q}. We denote byσ (x) the spin
at sitex in the configurationσ . To define (mixed) boundary conditions (b.c.s) onV
we consider an ordered partitionρ of ∂ inV into q + 1 disjoint sets(R0,R1, . . . ,Rq).
A configurationσ is said to beρ-compatible ifσ"Ri = i for i = 1, . . . , q. Note that there
is no constraint on the spins inR0. The constant b.c.s withRi = ∂ inV for somei are
calledi-b.c.s fori = 1, . . . , q andfree-b.c.s fori = 0.

Let ρ be fixed. The energy or Hamiltonian of a configuration is given by

H
ρ
V (σ )=

{ ∑
{x,y}, x∼y

1σ(x) �=σ(y); if σ is ρ-compatible,

∞; otherwise.

For β > 0, the corresponding Gibbs measureµβ,q,ρV with boundary conditionsρ at
inverse temperatureβ is the probability measure on{1, . . . , q}V defined by:

µ
β,q,ρ
V [σ ] = exp

(−βHρ
V (σ )

)
/Z(β, q, ρ,V ),

whereZ(β, q, ρ,V ) is the normalizing factor, called the partition function, given by

Z(β, q, ρ,V )= ∑
σ∈{1,...,q}V

exp
(−βHρ

V (σ )
)
.

FK representation of Ising–Potts measures. We describe a coupling, constructed
by Fortuin and Kasteleyn [27], between FK percolation and the Ising–Potts model
(see e.g. [45] and the references therein for more details). LetV ⊂ Z

d be finite. An
edge–spin configurationin V is an element(ω,σ ) of {0,1}E

d (V ) × {1, . . . , q}V . Let
ρ = (R0,R1, . . . ,Rq) be a b.c. for the spin model and letρ ′ be the boundary condition
for the percolation model defined as follows: the equivalence classes of the partition
ρ ′ areR1, . . . ,Rq plus all the singletons{x}, x ∈ R0. In words: wired b.c.s on the
Ri-s for i = 1, . . . , q (but these sets are not wired together) and free b.c.s onR0. We
denote by�p,q,ρ

′, �↔
V the probability measure on the edge configurations inV obtained

by conditioning the regular FK measure�p,q,ρ
′

V on not having any open connections
between the setsRi,Rj for 1� i < j � q. Note that in the case of constant b.c.s there is
no restriction on the existence of open connections.

For a givenβ > 0, we setp = 1− e−β . We can sample a spin configuration from the
distributionµβ,q,ρV as follows. First we draw an edge configuration inV according to

�
p,q,ρ′, �↔
V . In a second step we color each open cluster independently, with color (spin)i

for clusters intersectingRi and with the uniform distribution on{1, . . . , q} for the other
clusters. In this way we obtain a random edge–spin configuration whose distribution will
be denoted byPβ,q,ρV . We refer to a process of edge–spin configurations with this law as
the FK coupling of the Ising–Potts and FK percolation processes.

Basic asymptotic properties of FK and Ising–Potts measures. It is known that for
∗ = f or w, the weak limits�p,q,∗∞ = limn→∞�

p,q,∗
'(n) exist and are translation invariant.

Moreover they are extremal w.r.t. stochastic ordering among measures obtained as weak
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limits of FK measures with mixed boundary conditions. The order parameter of FK
percolation is given by the percolation probabilityθw = θw(p, q, d)=�p,q,w∞ [0↔∞].
It is known that ford � 2 the system exhibits a phase transition, more precisely, there
existspc = pc(q, d) ∈ (0,1) such thatθw(p)= 0 for p < pc andθw(p) > 0 for p > pc.
It has been conjectured that�p,q,w∞ = �p,q,f∞ (which is known to be equivalent to
θw(p) = θf (p)) whenp �= pc but it is only known that the complement of the set of
regular points

U(q, d)= {
p ∈ [0,1];�p,q,w∞ =�p,q,f∞

}
can have at most countably many elements. More about this topic can be found in [30].

Assumep ∈ U(q, d) and p > p̂c. Typical configurations (w.r.t. any measure in
cFK(p, q,')) in a large finite box' have the following properties: there exists a
unique largest cluster which is “omnipresent”, in particular, it crosses the box from
wall to wall in each direction. Its density is close toθ and its mass is homogeneously
distributed in the entire box. Most of the remaining clusters are bounded in diameter by
a constantL= L(p,q, d). More precisely, these latter clusters and the largest cluster fill
up the box up to a negligible fractional volumeε. Large deviations estimates for (the
complements) of such events can be found in [49]. By using the FK representation of the
corresponding spin models it is easy to derive the following information about the “pure
phases” of Ising–Potts models: in a large box with constant 1-boundary conditions (or
if we restrict the infinite volume measureµβ,q,(1)∞ to the box), we typically see a large
spin cluster of color 1 which is omnipresent in the box. All the different colors (spins)
are homogeneously distributed in the box and they have densitiesθ + (1− θ)/q for spin
i = 1, and(1− θ)/q for i = 2, . . . , q.

The region �. We consider a bounded, open and connected region� in R
d with

boundary� = ∂� satisfying the following assumption:

Hypothesis on�. – We suppose that� is a Lipschitz domain, i.e., its boundary� can
be locally represented as the graph of a Lipschitz function defined on some open ball
of R

d−1.

The precise condition can be expressed as follows: each pointx of � = ∂� has a
neighborhoodU such thatU ∩� is represented by the inequalityxn < f (x1, . . . , xn−1) in
some cartesian coordinate system wheref is a function satisfying a Lipschitz condition.
Such domains are usually called Lipschitz domains in the literature and they possess
all the geometric properties we will need in the course of our proofs. In particular the
boundary� of � is d − 1 rectifiable (in the terminology of Federer’s book [26]), so
that its Minkowski content is equal toHd−1(�). In addition, a Lipschitz domain� is
admissible (in the terminology of Ziemer’s book [54]) and in particularHd−1(�\∂∗�)=
0. Moreover, each point of� is accessible from� through a rectifiable arc.

Note that this hypothesis is automatically satisfied when� is a bounded open set with
aC1 boundary or when� is a polyhedral domain.

We will study Ising–Potts models and FK percolation on discretized versions of�.
More precisely, we define forn ∈ N,

Z
d
n =Z

d/n (the rescaled lattice),
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�n= {
x ∈ Z

d
n;d∞(x,�) < 1/n

}
(the discrete counterpart of�),

�n = ∂ in�n (the inner vertex boundary of�n).

Coarse graining of FK processes on�n.

The blocks and the block events. Let n andK be positive integers whose value
will be fixed for the sequel. Forx ∈ Z

d , we define the block indexed byx asB(x ) =
'(xK/n,K/n). Note that the blocks partition the entire space, in particularZ

d
n. We will

sometimes identify the blockB(x ) with its indexx. In particular, we will speak about
nearest neighbor blocks,L

d - or L
d,∞-connected components of blocks, and about the

various boundaries of such sets. IfA is a subset ofZd , we defineB(A) to be the union
of the blocks indexed byA, i.e.,

B(A)= ⋃
x∈A

B(x ).

To obtain a coarse graining of FK percolation in�n we will consider events which can
be observed within the individual blocks or in their neighborhood. Letα be a positive
integer, called theevent-block size. Forx ∈ Z

d , we introduce a larger blockB ′( x ) around
B(x ), called theevent-block, by setting

B ′( x )= ⋃
z; d∞( z, x )<α

B( z ). (9)

Note thatα is equal to the total number of layers of boxes inB ′( x ).

LEMMA 2.2. –Under our hypothesis on�, there exists an increasing sequence of
open and connected sets�′

n with
⋃
n∈N�

′
n =� such that

sup
n∈N

Hd−1(∂�′
n) <∞, (10)

lim
n→∞

n

f (n)
d2(∂�

′
n,�)=∞, (11)

wheref is our fixed function satisfying(1).

Remark. – A stronger statement is proved in [42], namely, an approximating sequence
of strict subsets of� is built whose perimeter converges to the perimeter of�.

Proof. –For t > 0, let us define

�(t)= {
x ∈�: d2(x,�) > t

}
.

Let f :�→ R
+ be the map defined byf (x)= d2(x,�). This map is Lipschitzian with

Lipschitz constant 1. We apply the coarea formula tof and� \ �(1/m) (see [26,
Theorem 3.2.11], or [24, paragraph 3.4.2]). We have form ∈ N

Ld
(
� \�(1/m))�

∫
�\�(1/m)

∣∣∇f (x)∣∣dLd(x)
�
∫
R

Hd−1((� \�(1/m))∩ f −1(t)
)

dt =
1/m∫
0

Hd−1(∂�(t))dt
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hence there existst (m) in (0,1/m) such that

mLd
(
� \�(t(m)))� Hd−1(∂�(t (m))).

Our hypothesis on� implies in particular that the boundary� of � is d − 1 rectifiable
(in the terminology of Federer’s book [26]) and closed, therefore its Minkowski content
is equal toHd−1(�) (see the appendix for details), hence

lim
m→∞

m

2
Ld
({
x ∈ R

d : d2(x,�) < 1/m
})=Hd−1(�)� 1

2
lim sup
m→∞

Hd−1(∂�(t (m))).
Notice that the set�(t(m)) is not necessarily connected. Let us fix a pointx0 in �.
Let �(t(m), x0) be the connected component of�(t(m)) containingx0. Obviously
Hd−1(∂�(t (m)))�Hd−1(∂�(t (m), x0)) and therefore

lim sup
m→∞

Hd−1(∂�(t (m), x0)
)
� 2Hd−1(�)

so that (10) is satisfied. Since limm→∞ t (m) = 0, we can extract from(t (m))m∈N a
decreasing subsequence(u(m))m∈N. The sequence of sets(�(u(m), x0))m∈N is then
increasing, and since� is connected, we have⋃

m∈N

�
(
u(m), x0

)=�.
Finally, the sequence(d2(�(u(m), x0),�))m∈N is positive and decreases to 0. By re-
indexing appropriately our sequence of sets, we can ensure condition (11).✷

It turns out, somewhat surprisingly, that it will be sufficient to have a coarse grained
picture of the FK process in a certain neighborhood of the set�′

n. For givenn, α, K
(whose value may depend onn) and functionf :N → N satisfying (1) we consider the
following collection of blocks:

�n = {
x ∈ Z

d;d2( xK/n,�
′
n) < d2(∂�

′
n,�)/2 andαK/n < d2( xK/n,�)

}
.

Note that the event-blocks cover thef (n)-neighborhood of�′
n and are entirely contained

in �n.

Block events. Let ' be a box inZ
d with side-length equal tok. An open cluster

within' is called crossing for' if it intersects each of the 2d faces of∂ in'. Letg be an
increasing function fromN to R

+ such thatg(k)� k for all k and letδ > 0. We consider
the following events:

U(')= {there exists a unique open crossing clusterC∗ in '},
R(',g)=U(')∩ {∃! open cluster with diameter� g(k)},
O(',g)=R(',g)∩ {C∗ intersects every sub-box of' of diameter� g(k)},
V (', δ)=U(')∩ {(θ − δ)|'|< |C∗|< (θ + δ)|'|},
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T (',g, δ)=O(',g)∩ {for any box'′ ⊂' of diameter� g(k),
(θ − δ) |'′|< |C∗ ∩'′|< (θ + δ)|'′|}. (12)

Theorem 3.1 in [49] implies that ford � 3, q � 1, p > p̂c, θf (p)= θw(p), there exist
positive constantsb = b(p, q, d), c = c(p, q, d) andκ = κ(p, q, d), such that for each
k � 1, each box with side-lengthk, and each measure� ∈ cFK(p, q,')

�
[
U(')c

]
� bexp(−ck). (13)

Moreover, ifκ lnk � g(k)� k for all k in N,

�
[
R(',g)c

]
��

[
O(',g)c

]
� bexp

(−cg(k)). (14)

Also, for δ > 0, there exist positive constantsb = b(p, q, d, δ), c = c(p, q, d, δ) and
κ = κ(p, q, d, δ), such that for eachk � 1, each box with side-lengthk, and each
measure� ∈ cFK(p, q,')

�
[
V (', δ)c

]
� bexp(−ck) (15)

and, ifκ lnk � g(k)� k for all k in N,

�
[
T (',g, δ)c

]
� bexp

(−cg(k)). (16)

Notice that we have introduced a new type of event namedT (',g, δ). The correspond-
ing estimate follows from Theorems 3.1 and 1.2 in [49].

We will have to work on the latticesZdn for n � 1. In order to keep the notation
relatively simple we adopt the followingconvention.When working on the latticeZdn
with n �= 1 the events described in (12) have to be understood in scales adapted to the
actual lattice spacing. In particular, the effective diameter of' with “side lengthk” will
be k/n, a sub-box of “diameter� g(k)” will have diameter� g(k)/n etc. In general,
length and volume have to be measured on the actual lattice scale. This is of course not
valid for the cardinality of sets.

Block variables. In the course of the proofs we will often use coarse graining in
�n by looking at a block process(X(x ))x∈�n

, indicating the non-occurrence of one
of the typical events listed in (12) in the corresponding event-block. (According to
our convention, the block size has to be measured in the lattice units!) By controlling
the coarse grained processX we can extract useful information about the underlying
FK process; in fact this is our main tool to control the microscopic behavior of the
model. The definition of the events and the estimates (13)–(16) guarantee that the block
process satisfies the following properties:

− the variableX(x ) depends only on the edges inB ′( x ),
− max

�∈cFK(p,q,B ′( x ))
�[X(x )= 1] � ε. (17)

These two properties imply furthermore

max
�∈cFK(p,q,�n)

�
[
X(x )= 1 | σ (X(z ), d∞( x, z )� 2α− 1

)]
� ε. (18)

For later reference we re-state Lemma 2.2 from [15].
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LEMMA 2.3. – Consider a0–1 valued random field(Xz)z∈'(m) with the property that
there exist a positive integerD andε ∈ [0,1] such that for eachz ∈'(m),

P
[
Xz = 1 | σ (Xy; d∞(z, y)�D)

]
� ε. (19)

Then, for everyδ ∈ (ε,1],

P

[
1

md

∑
z∈'(m)

Xz � δ
]

�Dd exp
(
−'∗

ε(δ)

⌊
m

D

⌋d )
,

where

'∗
ε(δ)= δ log

δ

ε
+ (1− δ) log

1− δ
1− ε

is the Legendre transform of the logarithmic moment generating function of a Bernoulli
variable with parameterε. (We remark that ifε < δ � 1/2, then'∗

ε (δ)� δ log(δ/ε)−
log2.)

3. The surface energy of partitions

In this section, we introduce the metric on the space of partitions with finite perimeter
and we prove the basic geometrical results necessary to obtain the large deviations
principles. Some extra technical work is needed compared to the existing results because
we wish to take into account boundary effects. Apart from this additional feature, the
metric on the space of partitions Dist is the one used by Congedo and Tamanini [16–18];
for a careful exposition and study of this metric on the space of Caccioppoli partitions,
see [40].

Throughout the section, we consider an open bounded domain� in R
d , together with

a sequence(�m)m∈N of (possibly empty) disjoint subsets of its boundary� = ∂�.

Hypothesis. – We suppose that the boundary� of � can be locally represented as the
graph of a Lipschitz function defined on some open ball ofR

d−1. For eachm in N, the
set�m is open for the relative topology of�. The relative boundary of� \⋃m �m in �
has nullHd−1 measure.

The precise condition on� can be expressed as follows: each pointx of � = ∂� has a
neighborhoodU such thatU ∩ � is represented by the inequalityxd < f (x1, . . . , xd−1)

in some cartesian coordinate system wheref is a function satisfying a Lipschitz
condition. Such domains are usually called Lipschitz domains in the literature and they
possess all the geometric properties we will need in the course of our proofs. First the
boundary� of � is d − 1 rectifiable (in the terminology of Federer’s book [26]), so that
its Minkowski content is equal toHd−1(�). Second, a Lipschitz domain� is admissible
(in the terminology of Ziemer’s book [54]) and thereforeHd−1(� \ ∂∗�) = 0. Third,
each point of� is accessible from� through a rectifiable arc.

We recall that the relative topology of� is the topology induced on� by the topology
of R

d . Hence each set�m is the intersection of� with an open set ofRd . Finally the
last sentence in the hypothesis is equivalent to sayingHd−1(∂�

⋃
m �

m)= 0, where∂� is
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the boundary for the topology induced byR
d on�. Since the sets�m are relatively open

and disjoint, we have
⋃
m ∂��

m ⊂ ∂�⋃m �m.
The sequence(�m)m∈N induces the b.c. on� in the following way: for anym ∈ N,

the points belonging to�m are wired together, while the points in� \⋃m �m are let free.
The aim of this section is to describe the geometric macroscopic object which emerges
from the FK measure defined inside� with b.c. induced by the sequence(�m)m∈N.

A partitionA of� is a finite or countable collection of non-negligible Borel subsets of
� which, up to negligible sets, form a partition of�. The perimeterP(A) of a partition
A is defined as

P(A)= ∑
A∈A

P(A).

A set of a partition is the macroscopic object corresponding to alarge FK cluster
of the percolation configuration. Because we wish to take into account the effect of
b.c., we need to keep track of the connections between the clusters and the boundary.
Unfortunately, the macroscopic picture of the sets alone does not describe what might
happen on the microscopic level near�. Hence we record separately the relevant
information with a touching function.

A touching function associated with a partitionA of � is a mapT :A× N �→ {0,1}
describing the contacts between the sets ofA and the boundary pieces(�m)m∈N.
A touching function must satisfy the following compatibility condition: a boundary piece
�m can touch at most one set of the partition, or equivalently,

∀m ∈ N
∑
A∈A

T (A,m)� 1.

Indeed, a set ofA is the macroscopic object corresponding to a large FK cluster of
the percolation configuration, and to define the FK clusters we take into account the
boundary conditions.

We say that a partitionA of� has touching statusT (or thatA is a partition of� with
touching statusT ) if T is a touching function associated withA. Formally, a partition
with touching status is a pair(A,T ) whereA is a partition of� andT is a touching
function associated withA. Let (A,T ) be a partition of� with touching status. For
m ∈ N, a setA of A is said to touch the boundary piece�m if and only if T (A,m)= 1.
Thus an interface betweenA and�m is taken into account only ifT (A,m)= 0.

We denote by TP(�) the set of all partitions of�with touching status whose perimeter
is finite.

We next build a metric on TP(�). We first define a (pseudo) metric distL1 onB(�) by

∀A1,A2 ∈ B(�) distL1(A1,A2)= Ld(A1+A2).

Let F be the set of the functions fromN to {0,1} endowed with the product topology.
This topology is metrizable, for instance it is compatible with the metric distF defined
by

∀T1, T2 ∈F distF (T1, T2)=
∑
m∈N

2−m∣∣T1(m)− T2(m)
∣∣.
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An arrangement of an element(A,T ) of TP(�) is a sequence(A(i), T (i, ·), i ∈ N) of
sets inA∪ {∅} and functions inF such that:

– each set ofA appears exactly once in the sequence(A(i), i ∈ N) and the empty set
∅ appears countably many times in the sequence(A(i), i ∈ N).

– for anyi ∈ N, if A(i) �= ∅, thenT (i, ·)= T (A(i), ·).
In particular, ifA is finite, thenA(i)= ∅ for i sufficiently large. WheneverA(i)= ∅, the
corresponding functionT (i, ·) might be an arbitrary element ofF . However we impose
the global constraint on the functions(T (i, ·), i ∈ N) that a boundary piece can touch at
most one set, that is,

∀m ∈ N
∑
i∈N

T (i,m)� 1.

We define a metric Dist on TP(�) by: for (A1,T1), (A2,T2) ∈ TP(�)

Dist
(
(A1,T1), (A2,T2)

)= inf
{∑
i∈N

(
distL1

(
A1(i),A2(i)

)+ distF
(
T1(i, ·), T2(i, ·)))},

where the infimum is taken over all possible arrangements(Aj (i), Tj (i, ·), i ∈ N) of Aj ,
j = 1,2.

Our next aim is to define the surface energy corresponding to the surface tensionτ

(extracted from the microscopic model) for a partition with touching status. The results
of this section are valid for any functionτ from Sd−1 to R

+ satisfying the following
hypothesis.

Hypothesis onτ . – The functionτ does not vanish onSd−1 and it is invariant under
sign change:∀x ∈ Sd−1 0< τ(x) = τ(−x). The homogeneous extensionτ0 of τ to R

d

defined byτ0(0)= 0 andτ0(x)= |x|2τ(x/|x|2) for x ∈ R
d \ {0} is a convex function.

We define the surface energy of an element(A,T ) of TP(�) by

I(A,T )= ∑
A∈A

(
1

2

∫
∂∗A∩�

τ
(
νA(x)

)
dHd−1(x)

+ ∑
m∈N

(
1− T (A,m)

) ∫
∂∗A∩�m

τ
(
νA(x)

)
dHd−1(x)

)
.

The first term in the above formula corresponds to the interfaces present in�, while
the second term corresponds to the interfaces on�. Let (A,T ) ∈ TP(�). We define the
reduced boundary∂∗(A,T ) of (A,T ) to be the set

∂∗(A,T )=
( ⋃
A1,A2∈A,A1 �=A2

∂∗A1 ∩ ∂∗A2

)
∪
( ⋃
(A,m)∈A×N :T (A,m)=0

∂∗A∩ ∂∗�∩ �m
)
.

For a pointx of ∂∗(A,T ) ∩�, the pair(A1,A2) of elements ofA satisfyingA1 �= A2,
x ∈ ∂∗A1 ∩ ∂∗A2, is unique up to the order (both setsA1 andA2 have density 1/2 atx);
moreover, the generalized normal vectors ofA1 andA2 atx satisfyνA1(x)+ νA2(x)= 0.
With each pointx of ∂∗(A,T ) ∩ �, we associate the elementν(x) of the projective
spherePSd−1 corresponding to the vectorsνA1(x), νA2(x). We denote byν(x) one
among these two unit vectors, selected in such a way that the mapx ∈ ∂∗(A,T ) ∩
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� �→ ν(x) ∈ Sd−1 is measurable with respect toHd−1|∂∗(A,T ) (a way to perform this
construction is to choose an arrangement(A(i), i ∈ N) of A and then to select at
each point the normal unit vector corresponding to the set having the smallest index
in the arrangement; more precisely, ifx belongs to∂∗A(i) ∩ ∂∗A(j), where i < j ,
we setν(x) = νA(i)(x)). In any case the mapx ∈ ∂∗(A,T ) ∩ � �→ ν(x) ∈ PSd−1 is
Hd−1|∂∗(A,T ) measurable. Similarly, for a pointx of ∂∗(A,T ) ∩ �, there exist a unique
setA in A and a unique integerm such thatT (A,m)= 0 andx ∈ ∂∗A∩�m. Moreover,
the generalized normal vectors ofA and� at x satisfyνA(x) − ν�(x) = 0. We define
ν(x) = νA(x), andν(x) is the projection ofν(x) on PSd−1. Now the surface energy
I(A,T ) can be rewritten as

I(A,T )=
∫

∂∗(A,T )∩�
τ
(
ν(x)

)
dHd−1(x)+

∫
∂∗(A,T )∩�

τ
(
ν(x)

)
dHd−1(x)

or even in the more concise form

I(A,T )=
∫

∂∗(A,T )

τ
(
ν(x)

)
dHd−1(x).

The symmetry of the surface tensionτ allows to define it on the projective
spherePSd−1, so thatτ(ν(x)) makes sense. The agreement of the two expressions of
the surface energyI(A,T ) is a consequence of the following fact: for anyA in A,

Hd−1(∂∗A)=Hd−1(∂∗A∩ ∂∗�)+ ∑
E∈A\{A}

Hd−1(∂∗A∩ ∂∗E). (20)

See [17], Lemma 1.4 and formula(1.5).

LEMMA 3.1. –Let(A,T ) belong toTP(�). Letf : ∂∗(A,T ) �→ R be aHd−1|∂∗(A,T )
measurable bounded function. ForHd−1 almost allx in ∂∗(A,T ),

lim
r→0

(
αd−1r

d−1)−1
∫

B(x,r)∩∂∗(A,T )
f (y)dHd−1(y)= f (x).

Proof. –SinceA is a partition of� having finite perimeter, thenHd−1(∂∗(A,T )) is
finite, whence forHd−1 almost allx in ∂∗(A,T ) (by [25], Corollary 2.5),

lim sup
r→0

(
αd−1r

d−1)−1Hd−1(B(x, r)∩ ∂∗(A,T ))� 1.

We do the proof for the points in∂∗(A,T )∩�, the argument is similar for the points in
∂∗(A,T )∩�. LetA be an element ofA. It follows from (20) that forHd−1 almost allx
in ∂∗A∩ ∂∗(A,T )∩�,

lim inf
r→0

(
αd−1r

d−1)−1Hd−1(B(x, r) ∩ ∂∗(A,T ))
� lim inf

r→0

(
αd−1r

d−1)−1Hd−1(B(x, r)∩ ∂∗A)= 1,

lim
r→0

(
αd−1r

d−1)−1Hd−1(B(x, r)∩ (∂∗A+∂∗(A,T )))= 0.
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SinceA is countable, then forHd−1 almost allx in ∂∗(A,T )∩�,

lim
r→0

(
αd−1r

d−1)−1Hd−1(B(x, r)∩ ∂∗(A,T ))= 1,

lim
r→0

(
αd−1r

d−1)−1Hd−1(B(x, r) ∩ (∂∗(A,T )+∂∗A1(x)
))= 0,

(whereA1(x) is one of the 2 sets ofA having density 1/2 at x). Next, using the
Besicovitch differentiation theorem (see the appendix), forHd−1 almost all x in
∂∗(A,T )∩�,

lim
r→0

(
αd−1r

d−1)−1
∫

B(x,r)∩∂∗A1(x)

f (y)dHd−1(y)= f (x).

By decomposingB(x, r)∩ ∂∗(A,T ) as(
B(x, r)∩ ∂∗A1(x)

)∪ (B(x, r)∩ (∂∗(A,T ) \ ∂∗A1(x)
))

\ (B(x, r) ∩ (∂∗A1(x) \ ∂∗(A,T )))
and integratingf separately over each of these sets, with the help of the previous density
results, we obtain the claim of the lemma forHd−1 almost allx in ∂∗(A,T )∩�. ✷

We check that

∀(A,T ) ∈ TP(�)
1

2
τmin

(
P(A)−P(�)

)
� I(A,T )� 1

2
τmax

(
P(A)+P(�)

)
,

whereτmin andτmax are the infimum and the supremum ofτ on Sd−1. The hypothesis
on τ implies that 0< τmin � τmax<∞. ThereforeI(A,T ) is finite wheneverA is a
partition of� having finite perimeter.

LEMMA 3.2. –The surface energyI is lower semicontinuous with respect to the
metricDist.

Remark. – It seems that the general results of [5,6] cannot be applied directly in this
situation, because we are dealing with partitions having a countable number of sets.
Therefore we provide a direct proof of the lower semicontinuity.

Proof. –LetM ∈ N. Form ∈ {0, . . . ,M}, since�m is relatively open in�, there exists
a setVm, relatively open in�, such that

V m ⊂ �m, Hd−1(�m \ Vm)< 1/M2.

As a consequence, there existsδ > 0 such thatV(Vm, δ) ∩ � ⊂ �m for eachm ∈
{0, . . . ,M}, and the setsV(Vm, δ), m ∈ {0, . . . ,M}, are pairwise disjoint. Letm ∈
{0, . . . ,M}. SinceHd−1(Vm) is finite, by the definition of the Hausdorff measureHd−1,
there exists a collection of ballsB(xi, ri), i ∈ I , such that

∀i ∈ I B(xi, ri)∩ Vm �= ∅, 0< ri < δ/4,

Vm ⊂⋃
i∈I
B(xi, ri),

∑
i∈I
rd−1
i <∞.
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Let Gm = ⋃
i∈I B(xi, ri) \ �. The setsGm, m ∈ {0, . . . ,M}, are pairwise disjoint,

moreover,(∂Gm ∪ V(Vm, δ))∩ � ⊂ �m for eachm ∈ {0, . . . ,M}. Let us define the map
IM : TP(�) �→ R

+ by

IM(A,T )=
∑
A∈A

(
1

2

∫
∂∗A∩�

τ
(
νA(x)

)
dHd−1(x)

+ ∑
0�m�M

(
1− T (A,m)

) ∫
∂∗A∩Gm

τ
(
νA(x)

)
dHd−1(x)

)
.

We have then for allM ∈ N

∀(A,T ) ∈ TP(�)

0� I(A,T )− IM(A,T )� τmaxHd−1
( ⋃
m>M

�m
)
+ τmax(M + 1)/M2,

so that

∀(A,T ) ∈ TP(�) I(A,T )= sup
M∈N

IM(A,T )

and we need only to prove that for a fixedM ∈ N the mapIM is lower semicontinuous.
We denote byC1

0(R
d,Wτ ) the set of the compactly supported vector fields defined on

R
d taking values in the Wulff crystalWτ . Let (A,T ) ∈ TP(�). We claim that, up to an

additive constant, 2IM(A,T ) is equal to the supremum of the quantity∑
A∈A

∫ (
χA(x)+

∑
0�m�M

T (A,m)χGm(x)
)

divfA(x)dx

+ ∑
0�m�M

(
1− ∑

A∈A
T (A,m)

)∫
χGm(x)divf (x)dx

over all families of vector fieldsf , fA, A ∈ A, belonging toC1
0(R

d,Wτ ). Indeed, the
surface energyI(E) of a setE of finite perimeter is (see [15])

I(E)= sup
{∫
E

divf (x)dx: f ∈C1
0

(
R
d,Wτ

)}=
∫
∂∗E

τ
(
νE(x)

)
dHd−1(x).

Thus the supremum of the previous quantity is equal to[∑
A∈A

I
(
A ∪ ⋃

m∈{0,...M}
T (A,m)=1

Gm

)]
+ I

( ⋃
m∈{0,...,M}∑
A∈A T (A,m)=0

Gm

)

which is further equal to 2IM(A,T )+ c, wherec is the constant

c= ∑
0�m�M

∫
∂∗Gm\�

τ
(
νGm(x)

)
dHd−1(x)+

∫
�\ ⋃

0�m�M
Gm

τ
(
ν�(x)

)
dHd−1(x).

We finally prove the lower semicontinuity ofIM with the help of the previous
representation. Let(A,T ) ∈ TP(�) and let (A(i), T (i, ·))i∈N be an arrangement of
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(A,T ) such thatT (i, ·) is the null function wheneverA(i)= ∅. Let ε > 0. There exists
a finite subsetI of N and a finite family of vector fieldsf, (fi)i∈I in C1

0(R
d,Wτ ) such

that

∀m ∈ {0, . . . ,M} ∑
i∈I
T (i,m)=∑

i∈N

T (i,m),

2IM(A,T )+ c− ε�
∑
i∈I

∫ (
χA(i)(x)+

∑
0�m�M

T (i,m)χGm(x)

)
divfi(x)dx

+ ∑
0�m�M

(
1−∑

i∈N

T (i,m)

)∫
χGm(x)divf (x)dx.

Let

a = max
(
sup
i∈I

sup
x∈Rd

∣∣divfi(x)
∣∣, sup
x∈Rd

∣∣divf (x)
∣∣).

Let δ be such that 0< δ <min(2−M, ε/a) and let(A′,T ′) be an element of TP(�) such
that

Dist
(
(A,T ), (A′,T ′)

)
< δ.

Then there exists an arrangement(A′(i), T ′(i, ·))i∈N of (A′,T ′) such that∑
i∈N

(
distL1

(
A(i),A′(i)

)+ distF
(
T (i, ·), T ′(i, ·)))< δ.

Then we must have

∀i ∈ N ∀m ∈ {0, . . . ,M} T (i,m)= T ′(i,m),

and thus

2IM(A,T )+ c− ε
�
∑
i∈I

∫ (
χA′(i)(x)+

∑
0�m�M

T ′(i,m)χGm(x)
)

divfi(x)dx

+ ∑
0�m�M

∫ (
1−∑

i∈N

T ′(i,m)
)
χGm(x)divf (x)dx + a∑

i∈I
Ld
(
A′(i)+A(i)

)
� 2IM(A′,T ′)+ c+ aδ � 2IM(A′,T ′)+ c+ ε

which proves the lower semicontinuity ofIM at (A,T ). ✷
PROPOSITION 3.3. –The map(A,T ) ∈ (TP(�),Dist) �→ I(A,T ) ∈ R

+ is a good
rate function, i.e., its level sets{(A,T ) ∈ TP(�): I(A,T ) � λ}, λ ∈ R

+, are compact
with respect to the metricDist.

Proof. –The proof is a variant of the proof of the compactness result for Caccioppoli
partitions of Congedo and Tamanini [17], Theorem 1.6. The only additional problem is
the touching function. Letλ belong toR

+ and let(An,Tn)n∈N be a sequence in TP(�)
such thatI(An,Tn)� λ for all n in N. For anyn ∈ N, since



R. CERF, Á. PISZTORA / Ann. I. H. Poincaré – PR 37 (2001) 643–724 679∑
A∈A

Ld(A)�Ld(�),
∑
A∈A

P(A)� (2/τmin)I(A,T )+P(�)� 2λ/τmin +P(�),
∑
A∈A

∑
m∈N

2−mT (A,m)� 2,

then, fort positive, there is a finite number of setsA in An such that

Ld(A)+P(A)+ ∑
m∈N

2−mT (A,m) > t.

Therefore there exists an arrangement(An(i), Tn(i, ·), i ∈ N) of An such thatAn(2i +
1)= ∅, Tn(2i + 1, ·)= 0F for i ∈ N (0F is the null function ofF ) and if we set

∀i ∈ N un(i)= Ld
(
An(2i)

)+P
(
An(2i)

)+ ∑
m∈N

2−mTn(2i,m),

then the sequence(un(i))i∈N is decreasing. Yet the space{E ∈ B(�): P(E) � λ} is
compact with respect to the metric distL1 (see the appendix). The space(F,distF ) is
also compact. By a standard diagonal argument, we can extract from the sequence of
arrangements(An(i), Tn(i, ·), i ∈ N)n∈N a subsequence (not relabeled) such that: for each
i in N, there exist a Borel setA(2i) in B(�) and a mapTi in F such that

lim
n→∞ distL1

(
An(2i),A(2i)

)+ distF
(
Tn(2i, ·), Ti)= 0.

For i odd we setA(i)= ∅. For anyi1 �= i2 andn in N,

Ld
(
A(i1)∩A(i2))� distL1

(
A(i1),An(i1)

)+ distL1

(
An(i2),A(i2)

)
.

Letting n go to ∞ we obtain thatA(i1) ∩ A(i2) is negligible for anyi1 �= i2. Let
A be the collection of the nonnegligible sets of the sequence(A(i), i ∈ N), that is,
A= {A(i): i ∈ N} \ {∅}. Then(A(i), i ∈ N) is an arrangement ofA. Next, we have

∀n, i ∈ N Ld(�)+P(�)+ 2λ/τmin + 2� iun(i).
We seta = Ld(�)+P(�)+ 2λ/τmin + 2. By the isoperimetric inequality inRd , for all
n, i in N, we have

Ld
(
An(2i)

)
� cisoP

(
An(2i)

)d/(d−1) � ciso(a/i)
d/(d−1).

By summing the isoperimetric inequality, we get

∀n ∈ N Ld(�)= ∑
A∈An

Ld(A)�
∑

0�k�2i

Ld
(
An(k)

)+ (d − 1)cisoa
d/(d−1)i−1/(d−1).

By letting successivelyn and i go to infinity, we getLd(�) � ∑
A∈ALd(A). By the

lower semicontinuity of the perimeter and Fatou’s Lemma,

P(A)=∑
i∈N

P
(
A(2i)

)
�
∑
i∈N

lim inf
n→∞ P

(
An(2i)

)
� lim inf

n→∞
∑
i∈N

P
(
An(2i)

)= lim inf
n→∞ P(An)� 2λ/τmin +P(�) <∞.
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ThusA is a partition of� having finite perimeter. LetA belong toA. There exists a
unique indexi such thatA= A(2i). We setT (A, ·)= Ti . Let us check thatT satisfies
the compatibility condition. For anym ∈ N, by Fatou Lemma,∑

A∈A
T (A,m)=∑

i∈N

Ti(m)=
∑
i∈N

lim
n→∞Tn

(
An(i),m

)
� lim inf

n→∞
∑
i∈N

Tn
(
An(i),m

)= lim inf
n→∞

∑
A∈An

Tn(A,m)� 1.

Thus T is a touching function forA. It remains to check that the subsequence
(An,Tn)n∈N converges towards(A,T ) with respect to Dist. Setting

∀i ∈ N A(2i + 1)= ∅, T (2i + 1, ·)= 0F , T (2i, ·)= Ti
we see that(A(i), T (i, ·), i ∈ N) is an arrangement of(A,T ). For alln, i ∈ N,∑

m∈N

2−mTn(2i,m)� a/i.

Let i be strictly larger thana and letφ(i) be the unique integer such that 2−φ(i) > a/i �
2−φ(i)−1. Then, for anyn ∈ N and anym� φ(i), we haveTn(2i,m)= 0 so that∑

k>2i

∑
m∈N

2−mTn(2k,m)=
∑
k>2i

∑
m>φ(i)

2−mTn(2k,m)

= ∑
m>φ(i)

2−m ∑
k>2i

Tn(2k,m)�
∑
m>φ(i)

2−m � 2−φ(i).

Therefore, for anyn, i in N

Dist
(
(An,Tn), (A,T )

)
�

∑
0�k�2i

(
distL1

(
An(k),A(k)

)+ distF (Tn(k, ·), T (k, ·)))
+ 2(d − 1)cisoa

d/(d−1)i−1/(d−1)+ 21−φ(i).

Letting first n and then i go to ∞ in this inequality, we see that the subse-
quence(An,Tn)n∈N converges towards(A,T ) in (TP(�),Dist). ✷

LEMMA 3.4. –Let (A,T ) belong toTP(�). For any positiveε, δ, there exists a finite
collection of disjoint ballsB(xi, ri), i ∈ I0 ∪ I1, such that:

– for any i ∈ I0, B(xi, ri) ⊆ �, 0< ri � 1, and there existAi−,Ai+ ∈ A, νi ∈ Sd−1

such that

distL1

(
Ai− ∩B(xi, ri),B−(xi, ri , νi)

)
� δ rdi ,

distL1

(
Ai+ ∩B(xi, ri),B+(xi, ri , νi)

)
� δ rdi ,

– for anyi ∈ I1, xi ∈ �, 0< ri � 1, and there existAi ∈A, νi ∈ Sd−1, mi ∈ N, such
that

T (Ai,mi)= 0, B(xi, ri)∩ � ⊂ �mi ,
distL1

(
Ai ∩B(xi, ri),B−(xi, ri , νi)

)
� δ rdi ,

distL1

(
B(xi, ri) \�,B+(xi, ri, νi)

)
� δ rdi .
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Finally we have ∣∣∣∣I(A,T )− ∑
i∈I0∪I1

αd−1r
d−1
i τ (νi)

∣∣∣∣� ε.
Proof. –Let ε, δ be positive withε < 1/2, δ < 1. Because a generalized normal vector

is also a measure theoretic normal (see the appendix for the definition), for anyx

in ∂∗(A,T ) ∩ �, there exist a positiver0(x, δ) and two setsAx−, Ax+ in A such that,
for anyr < r0(x, δ),

distL1

(
Ax− ∩B(x, r),B−(x, r, ν(x))

)
� δ rd,

distL1

(
Ax+ ∩B(x, r),B+(x, r, ν(x))

)
� δ rd .

We handle∂∗(A,T )∩� in a similar fashion. For anyx in ∂∗(A,T )∩�, there exist one
setAx in A, an integerm in N such thatT (Ax,m)= 0 and a positiver1(x, δ) such that
for anyr < r1(x, δ),

B(x, r)∩� ⊆ �m,
distL1

(
Ax ∩B(x, r),B−(x, r, ν(x))

)
� δ rd,

distL1
(
B(x, r) \�,B+(x, r, ν(x))

)
� δ rd .

The mapx ∈ ∂∗(A,T ) �→ ν(x) ∈ PSd−1 is measurable with respect toHd−1|∂∗(A,T ). By
Lemma 3.1, forHd−1 almost allx in ∂∗(A,T ),

lim
r→0

(
αd−1r

d−1)−1Hd−1(B(x, r)∩ ∂∗(A,T ))= 1,

lim
r→0

(
αd−1r

d−1)−1
∫

B(x,r)∩∂∗(A,T )
τ
(
ν(y)

)
dHd−1(y)= τ(ν(x)).

Let ∂∗∗(A,T ) be the set of the points of∂∗(A,T ) where the two preceding identities
hold simultaneously. ClearlyHd−1(∂∗(A,T ) \ ∂∗∗(A,T ))= 0. For anyx in ∂∗∗(A,T ),
there exists a positiver2(x, ε) such that, for anyr < r2(x, ε),∣∣Hd−1(B(x, r)∩ ∂∗(A,T ))− αd−1r

d−1∣∣� ε αd−1r
d−1,∣∣∣∣(αd−1r

d−1)−1
∫

B(x,r)∩∂∗(A,T )
τ
(
ν(y)

)
dHd−1(y)− τ(ν(x))∣∣∣∣� ε.

The family of balls

B(x, r), x ∈ ∂∗∗(A,T )∩�, r <min
(
r0(x, δ), r2(x, ε),1, d2(x,�)

)
,

B(x, r), x ∈ ∂∗∗(A,T )∩�, r <min
(
r1(x, δ), r2(x, ε),1

)
,

is a Vitali relation for ∂∗∗(A,T ). By the standard Vitali covering theorem (see
Theorem A.2), we may select a finite or countable collection of disjoint ballsB(xi, ri),
i ∈ I , such that: for anyi in I ,

– eitherxi belongs to∂∗∗(A,T )∩� andri <min(r0(xi, δ), r2(xi, ε),1, d2(xi,�)),
– or xi belongs to∂∗∗(A,T )∩ � andri <min(r1(xi, δ), r2(xi, ε),1),
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and moreover

either Hd−1
(
∂∗∗(A,T ) \⋃

i∈I
B(xi, ri)

)
= 0 or

∑
i∈I
rd−1
i =∞.

Because for eachi in I , ri is smaller thanr2(xi, ε),

(1− ε)∑
i∈I
αd−1r

d−1
i � Hd−1(∂∗∗(A,T ))� P(A) <∞,

and therefore the first case occurs, so that we may select two disjoint finite subsetsI0, I1
of I such that

xi ∈ ∂∗∗(A,T )∩� if i ∈ I0, xi ∈ ∂∗∗(A,T )∩� if i ∈ I1,
Hd−1

(
∂∗∗(A,T ) \ ⋃

i∈I0∪I1
B(xi, ri)

)
< εHd−1(∂∗∗(A,T )).

We claim that the collection of ballsB(xi, ri), i ∈ I0 ∪ I1, enjoys the desired properties.
In fact, we need only to check the final inequality stated in the lemma. We compute∣∣∣∣ ∫

∂∗(A,T )

τ
(
ν(x)

)
dHd−1(x)− ∑

i∈I0∪I1
αd−1r

d−1
i τ

(
ν(xi)

)∣∣∣∣
�

∫
∂∗∗(A,T )\⋃

i∈I0∪I1 B(xi,ri )

τ
(
ν(x)

)
dHd−1(x)

+ ∑
i∈I0∪I1

∣∣∣∣ ∫
∂∗∗(A,T )∩B(xi,ri )

τ
(
ν(x)

)
dHd−1(x)− αd−1r

d−1
i τ

(
ν(xi)

)∣∣∣∣.
The first integral of the right-hand member is less thanεHd−1(∂∗∗(A,T ))τmax. For anyi
in I0 ∪ I1, ∣∣∣∣ ∫

∂∗∗(A,T )∩B(xi,ri )
τ
(
ν(x)

)
dHd−1(x)− αd−1r

d−1
i τ

(
ν(xi)

)∣∣∣∣
� 2εHd−1(B(xi, ri)∩ ∂∗∗(A,T )),

whence by summing overi in I0 ∪ I1,∑
i∈I0∪I1

∣∣∣∣ ∫
∂∗∗(A,T )∩B(xi,ri )

τ
(
ν(x)

)
dHd−1(x)− αd−1r

d−1
i τ

(
ν(xi)

)∣∣∣∣� 2εHd−1(∂∗∗(A,T ))
and putting these inequalities together, we get∣∣∣∣ ∫
∂∗(A,T )

τ
(
ν(x)

)
dHd−1(x)− ∑

i∈I0∪I1
αd−1r

d−1
i τ

(
ν(xi)

)∣∣∣∣� εHd−1(∂∗∗(A,T ))(τmax+ 2).

SinceHd−1(∂∗∗(A,T ))� I(A,T )/τmin, we get∣∣∣∣I(A,T )− ∑
i∈I0∪I1

αd−1r
d−1
i τ

(
ν(xi)

)∣∣∣∣� ε (2+ τmax)I(A,T )/τmin.
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Sinceτmax, τmin andI(A,T ) are fixed and finite, we have the required estimate.✷
An element(A,T ) of TP(�) is said to be polyhedral ifA contains a finite number

of sets and∂∗(A,T )∩� is included in the union of a finite number of hyperplanes. An
hypersurface is aC1 submanifold ofRd of codimension 1.

THEOREM 3.5. –Let (A,T ) belong to TP(�). For any ε > 0, there exists a
polyhedral element(A′,T ′) in TP(�) such that

Dist
(
(A,T ), (A′,T ′)

)
< ε,

∣∣I(A,T )−I(A′,T ′)
∣∣< ε, Hd−1(∂∗(A′,T ′)∩�)< ε.

Proof. –We first reduce the problem to a partition having a finite number of elements.
Let (A,T ) belong to TP(�) and letε > 0. There exists a finite number of setsA1, . . . ,Ar
in A such that ∑

A∈A\{A1,...,Ar }
Ld(A)+Hd−1(∂∗A∩ �) < ε.

Let (A′,T ′) be the element of TP(�) defined by:

A′ =
{
A1, . . . ,Ar,� \ ⋃

1�i�r
Ai

}
,

∀i ∈ {1, . . . , r} ∀m ∈ N T ′(Ai,m)= T (Ai,m),

∀m ∈ N T ′
(
� \ ⋃

1�i�r
Ai,m

)
= T (A0,m),

whereA0 is a fixed element ofA\{A1, . . . ,Ar}. We have thenI(A′,T ′) � I(A,T )+ε
and

Dist
(
(A,T ), (A′,T ′)

)
< Ld

(
� \ ⋃

1�i�r
Ai

)
+ ∑
A∈A\{A1,...,Ar }

Ld(A) < 2ε.

Hence we need only to consider the case whereA has a finite number of elements.
The main difficulties of the proof are to handle properly the approximation close to�,

that is, to push back inside� almost all the interfaces up to a set ofHd−1 measureε, and
to keep simultaneously a partition. The essential tools of the proof are the Besicovitch
differentiation theorem (Theorem A.1), the Vitali covering theorem (Theorem A.2)
and the strong approximation result of Quentin de Gromard (Theorem A.3). Let us
summarize the global strategy.

Sketch of the proof. –We fix γ > 0. SinceHd−1(� \ ∂∗�) = 0, applying an idea of
De Giorgi we can find a compact subsetD of ∂∗� such thatHd−1(� \D) < γ andD is
included in an hypersurface. By the definition of the measure theoretic boundary, close
to a point of∂∗�, the set� looks like a half-space. We coverD by a finite collection
of disjoint ballsB(xi, ri), i ∈ I0 ∪ I1, centered onD, whose radii are sufficiently small
to ensure that the surface and volume estimates within the balls are controlled by the
factor γ . The remaining part of� is covered by a finite collection of ballsB(ys, sj ),
j ∈ J1. The indices ofI0 correspond to�∩ ∂∗(A,T ) and the indices ofI1 correspond to
� \ ∂∗(A,T ).



684 R. CERF, Á. PISZTORA / Ann. I. H. Poincaré – PR 37 (2001) 643–724

We chooseε > 0 sufficiently small, depending on the partitionA, on γ and on the
previous families of balls and we apply the strong approximation result of Quentin de
Gromard to each set of the partitionA. We build then two further family of balls:

– B(xi, ri), i ∈ I2, cover the interfaces inside�, up to a set ofHd−1 measureε.
– B(ys, sj ), j ∈ J2, cover the remaining boundary pieces in�.
Inside each ballB(xi, ri), i ∈ I0 ∪ I1 ∪ I2, up to a small fraction, the interfaces are

located on hypersurfaces and the radii of the balls are so small that these hypersurfaces
are almost flat. Hence we can enclose the interfaces into small flat polyhedral cylinders
Di , i ∈ I0 ∪ I1 ∪ I2, and by aggregating adequately the cylinders to the sets of the
partitions we move these interfaces on the boundaries of these cylinders. The remaining
interfaces are enclosed in the ballsB(ys, sj ), j ∈ J1 ∪ J2, and we apply a similar
technique, by approximating these balls from the outside by polyhedra.

We have to define delicately the whole process, in order not to lose too much
surface energy, and to control the possible interaction between interfaces close to�

and interfaces in�. The presence of boundary conditions creates a substantial additional
difficulty compared to the polyhedral approximation performed in [14]. Indeed, the most
difficult interfaces to handle are those corresponding toDi, i ∈ I1. We first choose the
balls B(xi, ri), i ∈ I0 ∪ I1, corresponding toγ . We cover the remaining portion of�
with the ballsB(yj , sj ), j ∈ J1. At this point we can already define the cylindersDi ,
i ∈ I0. Then we chooseε small enough, depending onγ and the ballsB(xi, ri), i ∈ I1,
to ensure that the perturbation of volumeε caused when applying Quentin de Gromard’s
result will not alter significantly the situation inside the ballsB(xi, ri), i ∈ I1. Then we
move inside� and we buildDi , i ∈ I2. Then we come back to the boundary and we
build Di , i ∈ I1. We cover the remaining interfaces in� by the ballsB(ys, sj ), j ∈ J2.
Finally we aggregate successively each flat polyhedral cylinder to some adequate set of
the partition, in two steps, getting first a collectionA′ and then a second collectionA′′.
An ultimate problem is that the collectionA′′ might have overlaps, which is solved by a
simple algorithm.

Start of the proof. –Let us consider now an element(A,T ) of TP(�) such thatA
has a finite number of elementsA1, . . . ,Ah. Let γ belong to]0,1/16[. We start by
handling the boundary�, for which we make locally flat approximations controlled by
the factorγ . By hypothesis,Hd−1(∂�

⋃
m �

m) = 0. Our hypothesis on� implies that
Hd−1(� \ ∂∗�)= 0. We apply first an idea going back to De Giorgi (which is also used
at the beginning of the proof of Quentin de Gromard’s result). There exists a compact
subsetD of � such thatHd−1(� \ D) < γ and moreoverD is a compact subset of
an hypersurface. Using the exterior regularity ofHd−1|�, we can find an open setO0

containing(� \D)∪ ∂�⋃m �m and such thatHd−1(O0 ∩�) < γ . We apply Lemma A.4
to the set� \O0 and the hypersurface containingD:

∃M0 ∀δ0> 0 ∃η0> 0 ∀x, y ∈ � \O0

|x − y|2 � η0 ⇒ d2
(
y, tan(�, x)

)
�M0δ0|x − y|2.

Let δ0 in ]0,1/2[ be such thatM0δ0 < γ and letη0 be associated toδ0 as in the above
property. By Lemma 3.1, forHd−1 almost allx in

⋃
m �

m ∩ ∂∗(A,T ) \O0,

lim
r→0

(
αd−1r

d−1)−1Hd−1(B(x, r)∩ ∂∗(A,T ))= 1,
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lim
r→0

(
αd−1r

d−1)−1
∫

B(x,r)∩∂∗(A,T )
τ
(
ν(y)

)
dHd−1(y)= τ(ν(x)).

Let ∂∗∗A0 be the set of the points where the two preceding identities hold simultane-
ously. For anyx in ∂∗∗A0, there exists a positiver(x, γ ) such that, for anyr < r(x, γ ),∣∣Hd−1(B(x, r) ∩ ∂∗(A,T ))− αd−1r

d−1∣∣� γ αd−1r
d−1,∣∣∣∣(αd−1r

d−1)−1
∫

B(x,r)∩∂∗(A,T )
τ
(
ν(y)

)
dHd−1(y)− τ(ν(x))∣∣∣∣� γ.

Next, forHd−1 almost allx in � \ ∂∗(A,T ) \O0, there exists a setAx in A such that
x ∈ ∂∗Ax and

lim
r→0

(
αdr

d
)−1Ld

(
B(x, r)∩Ax)= 1/2

and moreover

lim
r→0

(
αdr

d
)−1Ld

(
B(x, r) \�)= 1/2,

lim
r→0

(
αd−1r

d−1)−1Hd−1(B(x, r)∩ ∂∗(A,T ))= 0,

lim
r→0

(
αd−1r

d−1)−1Hd−1(B(x, r) ∩�)= 1.

Let ∂∗∗A1 be the set of the points where the four preceding identities hold simultane-
ously. For anyx in ∂∗∗A1, there exists a positiver(x, γ ) such that, for anyr < r(x, γ ),∣∣Ld(B(x, r)∩Ax)− αdrd/2∣∣� γ αdrd,∣∣Ld(B(x, r) \�)− αdrd/2∣∣� γ αdrd,

Hd−1(B(x, r)∩ ∂∗(A,T ))� γ αd−1r
d−1,∣∣Hd−1(B(x, r) ∩�)− αd−1r

d−1∣∣� γ αd−1r
d−1.

The family of ballsB(x, r), x ∈ ∂∗∗A0 ∪ ∂∗∗A1, r < min(r(x, γ ), γ, η0), is a Vitali
relation for

(� \O0)∩ (∂∗∗A0 ∪ ∂∗∗A1
)
.

By the standard Vitali covering theorem (see Theorem A.2), we may select a finite or
countable collection of disjoint ballsB(xi, ri), i ∈ I , such that: for anyi in I , xi belongs
to the above set,ri <min(r(xi, γ ), γ, η0) and

either Hd−1
(
� \O0 \

⋃
i∈I
B(xi, ri)

)
= 0 or

∑
i∈I
rd−1
i =∞.

Because for eachi in I , ri is smaller thanr(xi , γ ),

αd−1(1− γ )∑
i∈I
rd−1
i � Hd−1(�) <∞,

and therefore the first case occurs, so that we may select two finite subsetsI0, I1 of I
such that
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∀i ∈ I0 xi ∈ ∂∗∗A0, ∀i ∈ I1 xi ∈ ∂∗∗A1,

Hd−1
(
� \O0 \

⋃
i∈I0∪I1

B(xi, ri)

)
< γ.

Let i belong toI1. We have

Hd−1(� ∩B(xi, ri) \B(xi, ri(1− 2
√
γ ))

)
=Hd−1(� ∩B(xi, ri))−Hd−1(� ∩B(xi, ri(1− 2

√
γ ))

)
� (1+ γ )αd−1r

d−1
i − (1− γ )αd−1r

d−1
i (1− 2

√
γ )d−1

= αd−1r
d−1
i

(
1+ γ − (1− γ )(1− 2

√
γ )d−1)� αd−1r

d−1
i 2d

√
γ .

Hence∑
i∈I1

Hd−1(� ∩B(xi, ri) \B(xi, ri(1− 2
√
γ ))

)
� 2d

√
γ
∑
i∈I1
αd−1r

d−1
i � 4d

√
γHd−1(�)

and

Hd−1
(
� \O0 \

⋃
i∈I0
B(xi, ri) \

⋃
i∈I1
B
(
xi, ri(1− 2

√
γ )
))
< γ + 4d

√
γHd−1(�)

so that

Hd−1
(
� \ ⋃

i∈I0
B(xi, ri) \

⋃
i∈I1
B
(
xi, ri(1− 2

√
γ )
))
< 2γ + 4d

√
γHd−1(�).

We have a finite number of disjoint closed ballsB(xi, ri), i ∈ I0, B(xi, ri(1− 2
√
γ )),

i ∈ I1. By increasing slightly all the radiiri , we can keep the balls disjoint, eachri strictly
smaller than min(r(xi, γ ), γ, η0) for i in I0 ∪ I1, and get the stronger inequality

Hd−1
(
� \ ⋃

i∈I0
B̊(xi, ri) \

⋃
i∈I1
B̊
(
xi, ri(1− 2

√
γ )
))
< 2γ + 4d

√
γHd−1(�).

The above set is a compact subset of�. Using the exterior regularity ofHd−1|�, we can
find an open setO1 such that

� \ ⋃
i∈I0
B̊(xi, ri) \

⋃
i∈I1
B̊
(
xi, ri(1− 2

√
γ )
)⊂O1,

Hd−1(O1 ∩ �) < 3γ + 4d
√
γHd−1(�).

Let

ρ1 = (1/6)dist
(
� \ ⋃

i∈I0
B̊(xi, ri) \

⋃
i∈I1
B̊
(
xi, ri(1− 2

√
γ )
)
,� \O1

)
.

By the definition of the Hausdorff measureHd−1, there exists a collection of balls
B(yj , sj ), j ∈ J1, such that:

∀j ∈ J1 0< sj < ρ1, B(yj , sj )∩
(
� \ ⋃

i∈I0
B̊(xi, ri) \

⋃
i∈I1
B̊
(
xi, ri(1− 2

√
γ )
)) �= ∅,
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j∈J1

αd−1s
d−1
j < 3γ + 4d

√
γHd−1(�),

� \ ⋃
i∈I0
B̊(xi, ri) \

⋃
i∈I1
B̊
(
xi, ri(1− 2

√
γ )
)⊂ ⋃

j∈J1

B̊(yj , sj ).

By compactness, the setJ1 can be chosen to be finite. For eachi in I0, letPi be a convex
open polygon inside the hyperplane hyp(xi, ν�(xi)) such that

disc
(
xi, ri , ν�(xi)

)⊂ Pi ⊂ disc
(
xi, ri(1+ δ0), ν�(xi)

)
,

∣∣Hd−2(∂Pi)− αd−2r
d−2
i

∣∣� δ0αd−2r
d−2
i ,

∣∣Hd−1(Pi)− αd−1r
d−1
i

∣∣� δ0αd−1r
d−1
i .

LetDi be the cylinder cyl(Pi,M0δ0(1+ δ0)ri) of basisPi and height 2M0δ0(1+ δ0)ri .
Then� ∩B(xi, ri)⊂Di.

For i in I0 ∪ I1, there exists a uniquel(i) in {1, . . . , h} such thatxi ∈ ∂∗Al(i). For i in
I0 there exists a unique integerm(i) such thatxi ∈ �m(i).

We next deal with the interfaces inside� and we make approximations controlled by
the factorε. We chooseε sufficiently small compared toγ so that, when we perturb the
sets by a volumeε, the resulting effect close to the boundary is still of orderγ . We have
to delay the approximation of� by flat interfaces inside the ballsB(xi, ri), i ∈ I1, until
we have modified the situation inside�.

Let ε > 0 be such thatε < γ and

εh
(
1+ 6Hd−1(∂∗(A,T )))< γαd min

i∈I1
rdi .

We apply next the approximation result of Quentin de Gromard (see Theorem A.3 in the
appendix) to each setA1, . . . ,Ah andε (here we consider these sets as subsets ofR

d ,
i.e., we apply the approximation result in the whole space). For eachi in {1, . . . , h},
there exists a setLi of finite perimeter, aC1 functionfi :Rd �→ R, a compact setCi , an
open setVi and an open bounded setBi such that, settingFi = {x ∈ R

d : fi(x)� 0}, the
setVi ∩ ∂Fi is the hypersurface{x ∈ Vi: fi(x)= 0} and

Ci ⊂ Bi, Bi ⊂ Vi ⊂ {
x ∈ R

d : dfi(x) �= 0
}
, Ci ⊂ ∂∗Ai ∩ ∂Fi,

Li ∩Bi = Fi ∩Bi, Vi ∩ ∂∗Fi = Vi ∩ ∂Fi,
∀x ∈ Ci νAi (x)= νFi (x)=−∣∣dfi(x)∣∣−1

dfi(x),

Ld(Vi) < ε, Ld(Ai+Li) < ε,
Hd−1(∂Fi ∩ (Vi \Ci))< ε, Hd−1(∂∗Ai \Ci) < ε, Hd−1(∂∗Ai+∂Li) < ε,

Li ⊂ V2(Ai, ε), R
d \Li ⊂ V2

(
R
d \Ai, ε).

Since{A1, . . . ,Ah} is a partition of� having finite perimeter, then the sets∂∗Ai ∩ ∂∗Aj ,
1 � i < j � h, are pairwise disjoint, and so are the setsCi ∩ Cj , 1 � i < j � h. It
is possible to impose that the open setsVi, 1 � i � h, are chosen such that the sets
Vi ∩Vj , 1� i < j � h, are also disjoint. More precisely, at the beginning of the proof of
TheoremA.3, the compact setsCi , 1� i � h, are chosen by applying Egoroff Theorem;
using the exterior regularity of the measuresHd−1|∂∗Ai , they are then approximated from
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outside by the setsVi , 1 � i � h. We perform simultaneously this step for all the sets
and we impose that each setVi is close enough toCi . If we set

r = (1/3)min
{
d2(Ci ∩Cj,Ck ∩Cl): 1 � i, j, k, l � h, i < j, k < l, (i, j) �= (k, l)},

thenr is positive (the setsCi ∩ Cj , 1 � i < j � h, are disjoint and compact) and it is
enough to require thatVi is included inV2(Ci, r) for eachi in {1, . . . , h}.
For anyi in {1, . . . , h},

Hd−1(�∩ ∂Li \Ci)�Hd−1(� ∩ ∂Li \ ∂∗Ai)+Hd−1(�∩ ∂∗Ai \Ci)� 2ε.

SettingH =⋃
1�i�h(∂Li \Bi)∩�, we getHd−1(H)� 2hε. Let nextC =⋃

1�i<j�h Ci∩
Cj . Notice thatC is a subset of�. We have

Hd−1(� ∩ ∂Li \C)�Hd−1(� ∩ ∂Li \Ci)+Hd−1
(
�∩Ci \

⋃
1�j�h,j �=i

Cj

)

� 2ε+Hd−1
(
�∩Ci \

⋃
1�j�h,j �=i

∂∗Aj
)

+Hd−1
( ⋃

1�j�h,j �=i
�∩ ∂∗Aj \Cj

)
� (h+ 1)ε.

SettingG=⋃
1�i�h �∩ ∂Li we getHd−1(G \C)� h(h+1)ε. For eachi in {1, . . . , h},

we apply Lemma A.4 to the set∂Fi ∩ Bi and the hypersurface∂Fi ∩ Vi (sinceBi is
bounded, then∂Fi ∩Bi is compact):

∃Mi > 0 ∀δ > 0 ∃ηi > 0 ∀x, y ∈ ∂Fi ∩Bi

|x − y|2 � ηi ⇒ d2
(
y, tan(∂Fi ∩ Vi, x))�Miδ|x − y|2.

For a pointx belonging toCi , the tangent hyperplane of∂Fi ∩ Vi at x is precisely
hyp(x, ν(x)). LetM be the maximum max{1, M0,M1, . . . ,Mh} and letδ in ]0,1/2[ be
such that 2δM < ε. For i in {1, . . . , h}, let ηi be a positive real number associated toδ as
in the above formula and letη= min{η1, . . . , ηh}. Let also

ρ2 = (1/6)min
(
min

{
d2(Ci,R

d \Bi): 1� i � h
}
,

min
{
d2(Ci ∩Cj,Rd \�): 1� i < j � h

})
.

Since each setCi is a compact subset of the open setBi and each setCi∩Cj is a compact
subset of�, thenρ2 is positive.

The map x ∈ ∂∗(A,T ) ∩ � �→ ν(x) ∈ PSd−1 is measurable with respect to
Hd−1|∂∗(A,T )∩�. By Lemma 3.1, forHd−1 almost allx in ∂∗(A,T )∩�,

lim
r→0

(
αd−1r

d−1)−1Hd−1(B(x, r)∩ ∂∗(A,T ))= 1,

lim
r→0

(
αd−1r

d−1)−1
∫

B(x,r)∩∂∗(A,T )
τ
(
ν(y)

)
dHd−1(y)= τ(ν(x)).
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Let ∂∗∗A be the set of the points of∂∗(A,T ) ∩ � where the two preceding identities
hold simultaneously. ClearlyHd−1(∂∗(A,T )∩� \ ∂∗∗A)= 0. For anyx in ∂∗∗A, there
exists a positiver(x, ε) such that, for anyr < r(x, ε),∣∣Hd−1(B(x, r)∩ ∂∗(A,T ))− αd−1r

d−1∣∣� ε αd−1r
d−1,∣∣∣∣(αd−1r

d−1)−1
∫

B(x,r)∩∂∗(A,T )
τ
(
ν(y)

)
dHd−1(y)− τ(ν(x))∣∣∣∣� ε.

The family of ballsB(x, r), x ∈ ∂∗∗A, r < min(r(x, ε), ε, η, ρ2), is a Vitali relation
for C. By the standard Vitali covering theorem (see Theorem A.2), we may select a
finite or countable collection of disjoint ballsB(xi, ri), i ∈ I ′, such that: for anyi in I ′,
xi belongs toC, ri <min(r(xi, ε), ε, η, ρ2) and

either Hd−1
(
C \ ⋃

i∈I ′
B(xi, ri)

)
= 0 or

∑
i∈I ′
rd−1
i =∞.

Because for eachi in I ′, ri is smaller thanr(xi , ε),

αd−1(1− ε)∑
i∈I ′
rd−1
i � Hd−1(∂∗(A,T )∩�)<∞,

and therefore the first case occurs, so that we may select a finite subsetI2 of I ′ such that

Hd−1
(
C \ ⋃

i∈I2
B(xi, ri)

)
< ε.

We have a finite number of disjoint closed ballsB(xi, ri), i ∈ I2. By increasing
slightly all the radii ri , we can keep the balls disjoint, eachri strictly smaller than
min(r(xi, ε), ε, η, ρ2) for i in I2, and get the stronger inequality

Hd−1
(
C \ ⋃

i∈I2
B̊(xi, ri)

)
< ε.

For eachi in I2, let Pi be a convex open polygon inside the hyperplane hyp(xi, ν(xi))

such that

disc
(
xi, ri , ν(xi)

)⊂ Pi ⊂ disc
(
xi, ri(1+ δ), ν(xi)),∣∣Hd−2(∂Pi)− αd−2r

d−2
i

∣∣� δαd−2r
d−2
i ,

∣∣Hd−1(Pi)− αd−1r
d−1
i

∣∣� δαd−1r
d−1
i .

We setψ = Mδ(1 + δ) (henceψ < ε < 1). For i in I2, let Di be the cylinder
cyl(Pi,Mδ(1+ δ)ri) of basisPi and height 2ψri . The sets⋃

i∈I2, xi∈Ck∩Cl
Di, 1 � k < l � h,

are pairwise disjoint. Indeed, leti be an index inI2 such thatxi is in Ck ∩ Cl; because
ri < ρ2,

Di ⊂ B(xi,3ρ2)⊂ Bk ∩Bl ⊂ Vk ∩ Vl
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and the setsVk ∩ Vl, 1 � k < l � h, are disjoint. Next, for anyk < l in {1, . . . , h},
any i in I2 such thatxi belongs toCk ∩ Cl, ri is smaller thanρ2 and η, so that
B(xi, ri)⊂ Bk ∩Bl,

∂Lk ∩B(xi, ri)= ∂Fk ∩B(xi, ri), ∂Ll ∩B(xi, ri)= ∂Fl ∩B(xi, ri),
∀x ∈ (∂Fk ∪ ∂Fl)∩B(xi, ri) d2

(
x,hyp(xi, ν(xi))

)
�Mδ|x − xi |2,

whence

(∂Lk ∪ ∂Ll)∩B(xi, ri)⊂ cyl
(
disc(xi, ri, ν(xi)),Mδri

)⊂ D̊i.
Next, form distinct fromk, l, sinceB(xi, ri)⊂ Bk ∩Bl andBk ∩Bl ∩Bm = ∅, then

∂Lm ∩B(xi, ri)⊂�∩ ∂Lm \Bm ⊂H.
Thus

G∩B(xi, ri)⊂ (∂Lk ∪ ∂Ll ∪H)∩B(xi, ri)⊂ D̊i ∪H.
We are now ready to perform a first modification of the sets of the partition. The
modification consists in pushing all the interfaces in the cylindersDi , i ∈ I2, on one
side of the cylinder and forcing the remaining interfaces in� to lie on the boundaries of
the setsL1, . . . ,Lr . We set forl in {1, . . . , h}

A′
l = (�∩Ll)∪

⋃
1�k<l

⋃
i∈I2

xi∈Ck∩Cl

Di \
⋃

l<k�h

⋃
i∈I2

xi∈Ck∩Cl

Di,

andT ′(A′
l ,m)= T (Al,m) for m ∈ N. We set alsoA′

h+1 =� \⋃1�l�h A
′
l and

∀m ∈ N T ′(A′
h+1,m)= 1− ∑

1�l�h
T (Al,m).

Let us show that this new collection approximates correctly the initial partition. For each
l in {1, . . . , h},

A′
l+Al ⊂ (Al+Ll)∪

⋃
i∈I2
Di

and

A′
h+1 ⊂ ⋃

1�l�h
A′
l+Al.

Thus forl in {1, . . . , h}
Ld
(
A′
l+Al

)
� ε+∑

i∈I2
2αd−1r

d−1
i (1+ δ)ψri .

Yet ri < ε for i in I2 and
∑
i∈I2 αd−1r

d−1
i � 2Hd−1(∂∗(A,T ) ∩ �), so that forl in

{1, . . . , h}
Ld
(
A′
l+Al

)
� ε

(
1+ 6Hd−1(∂∗(A,T )∩�)).
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Moreover

Ld
(
A′
h+1

)
� hε

(
1+ 6Hd−1(∂∗(A,T )∩�)).

Two problems remain at this point. First we have now to push the interfaces of
∂∗(A,T )∩� into�. Second the setsA′

1, . . . ,A
′
r might overlap.

We next handle the regions close to� where the sets of the partition are touching
boundary pieces, that is, the family of ballsB(xi, ri), i ∈ I1. We will modify adequately
the setsA′

1, . . . ,A
′
h to ensure that no significant interface is created within these balls. In

order to avoid interferences with other interfaces, our modifications will take place inside
the ballsB(xi, ri), i ∈ I1. Our technique consists in building a small flat cylinder centered
on� which we add to the set of the partition touching the boundary piece containingxi
and which we remove from the other sets of the partition. We have to design carefully
this operation in order not to create any significant additional interface. This is the place
where we tie together the covering of the boundary and the inner approximation.

Let i belong toI1. Because of the condition imposed onε, we have:∣∣Ld(B(xi, ri)∩A′
l(i)

)− αdrdi /2∣∣� γ αdrdi + ε � 2γ αdr
d
i ,

∀l ∈ {1, . . . , h+ 1} \ {l(i)} Ld
(
B(xi, ri)∩A′

l

)
� 2γ αdr

d
i + ε � 3γ αdr

d
i .

Since in addition ∣∣Ld(B(xi, ri) \�)− αdrdi /2∣∣� γ αdrdi
it follows that

Ld
(
B(xi, ri)∩ (� \A′

l(i))
)
� 3γ αdr

d
i .

Let Pi be a convex open polygon inside the hyperplane hyp(xi, ν�(xi)) such that

disc
(
xi, ri(1− 2

√
γ ), ν�(xi)

)⊂ Pi ⊂ disc
(
xi, ri(1−√

γ ), ν�(xi)
)
,∣∣Hd−2(∂Pi)− αd−2r

d−2
i (1−√

γ )d−2∣∣� δαd−2r
d−2
i (1−√

γ )d−2,∣∣Hd−1(Pi)− αd−1r
d−1
i (1−√

γ )d−1∣∣� δαd−1r
d−1
i (1−√

γ )d−1.

The choice ofδ0 guarantees thatM0δ0(1+ δ0)ri < 2γ ri . For anyt such that

M0δ0(1+ δ0)ri < t <
√
γ ri

we have

−tν�(xi)+Pi ⊂ B(xi, ri), � ∩ (−tν�(xi)+Pi)= ∅.
Moreover� ∩B(xi, ri(1− 2

√
γ ))⊂ cyl (Pi,2γ ri) and in addition∫

2γ ri<t<
√
γ ri

(
Hd−1((−tν�(xi)+ Pi) \A′

l(i)

)

+ ∑
1�l�h+1
l �=l(i)

Hd−1((−tν�(xi)+Pi)∩A′
l

))
dt
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�Ld
(
B(xi, ri)∩ (� \A′

l(i))
)+ ∑

1�l�h+1
l �=l(i)

Ld
(
B(xi, ri)∩A′

l

)
� 3γ (h+ 1)αdr

d
i .

The condition onγ yields in particular
√
γ − 2γ � √

γ /2. Hence there existsti ∈
]2γ ri,√γ ri[ such that

Hd−1((−tν�(xi)+ Pi) \A′
l(i)

)+ ∑
1�l�h+1
l �=l(i)

Hd−1((−tν�(xi)+ Pi)∩A′
l

)
� 6

√
γ (h+ 1)αdr

d−1
i .

LetDi be the cylinderDi = cyl(Pi, ti). We deduce from the preceding inequalities that

Hd−1
(
G \ ⋃

i∈I0∪I1∪I2
D̊i \

⋃
j∈J1

B̊(yj , sj )

)

� Hd−1
(
G \ ⋃

i∈I2
D̊i

)

� Hd−1
(
G \ ⋃

i∈I2
B̊(xi, ri)

)
+Hd−1(H)

� Hd−1(G \C)+ ε+ 2hε� h(h+ 1)ε+ ε+ 2hε � (h+ 1)(h+ 2)ε.

Since the sets̊Di , i ∈ I0 ∪ I1, B̊(yj , sj ), j ∈ J1, cover�, then the set appearing on the
left-hand side of the above inequality is compact and it is at positive distance from�.
Let

ρ3 = (1/6)distL1

(
�,G \ ⋃

i∈I0∪I1∪I2
D̊i \

⋃
j∈J1

B̊(yj , sj )

)
.

By the definition of the Hausdorff measureHd−1, there exists a collection of balls
B(yj , sj ), j ∈ J2, such that:

∀j ∈ J2 0< sj < ρ3, B(yj , sj )∩
(
G \ ⋃

i∈I0∪I1∪I2
D̊i \

⋃
j∈J1

B̊(yj , sj )

)
�= ∅,

G \ ⋃
i∈I0∪I1∪I2

D̊i \
⋃
j∈J1

B̊(yj , sj )⊂
⋃
j∈J2

B̊(yj , sj ),∑
j∈J2

αd−1s
d−1
j � (h+ 1)(h+ 2)ε+ ε.

By compactness, we might assume in addition thatJ2 is finite.
For eachj in J1 ∪ J2, letQj be an open convex polyhedral set such thatB(yj , sj )⊂

Qj ⊂ B(yj ,2sj ) andHd−1(∂Qj)� αd−12d−1sd−1
j .

We now perform the second modification. The resulting sets will be polyhedral and
all the interfaces up to a small portion are pushed back into�. We set forl in {1, . . . , h}

A′′
l =A′

l ∪
( ⋃

i∈I1
l(i)=l

Di ∩�
)
∪
( ⋃

m∈N
T (Al,m)=1

⋃
i∈I0
xi∈�m

Di ∩�
)
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\
( ⋃

m∈N
T (Al,m)=0

⋃
i∈I0
xi∈�m

Di ∩�
)
\
( ⋃

i∈I1
l(i) �=l

Di

)
\
( ⋃
j∈J1∪J2

Qj

)

andT ′′(A′′
l ,m)= T (Al,m) for m ∈ N. We set alsoA′′

h+1 =� \⋃1�l�h A
′′
l and

∀m ∈ N T ′′(A′′
h+1,m)= 1− ∑

1�l�h
T (Al,m).

We first check that the collectionA′′
1, . . . ,A

′′
h+1 approximates the initial partition with

respect to the metric Dist. For eachl in {1, . . . , h},
A′′
l +Al ⊂

(
A′
l+Al

)∪ ⋃
i∈I0∪I1∪I2

Di ∪
⋃

j∈J1∪J2

Qj,

whence

Ld
(
A′′
l +Al

)
� ε

(
1+ 6Hd−1(∂∗(A,T )∩�))+∑

i∈I0
2αd−1r

d−1
i (1+ δ0)

2γ ri

+∑
i∈I1

2αd−1r
d−1
i (1+ δ)√γ ri +

∑
i∈I2

2αd−1r
d−1
i (1+ δ)ψri

+ ∑
j∈J1∪J2

αd(2sj )
d.

Yet eachri is smaller thanγ ,∑
i∈I0∪I1

αd−1r
d−1
i � 2Hd−1(�),

∑
i∈I2
αd−1r

d−1
i � 2Hd−1(∂∗(A,T )∩�),

∑
j∈J1∪J2

αd−1s
d−1
j � 3γ + 4d

√
γHd−1(�)+ (h+ 1)(h+ 2)ε+ ε,

so that forl in {1, . . . , h}
Ld
(
A′′
l +Al

)
� ε

(
1+ 6Hd−1(∂∗(A,T )∩�))+ γ (9Hd−1(�)+ 6Hd−1(∂∗(A,T )∩�))

+ 2d
(
3γ + 4d

√
γHd−1(�)+ (h+ 1)(h+ 2)ε+ ε).

Moreover

A′′
h+1 ⊂ ⋃

1�l�h
(Al \Ll)∪

⋃
i∈I0∪I1

Di ∪
⋃

j∈J1∪J2

Qj,

whence

Ld
(
A′′
h+1

)
� hε+ 9γHd−1(�)+ 2d

(
3γ + 4d

√
γHd−1(�)+ (h+ 1)(h+ 2)ε+ ε).

It follows that

Dist
(
A,A′′)� h(6ε+ 6γ )Hd−1(∂∗(A,T )∩�)+ (h+ 1)

(
9γ + 2d+2d

√
γ
)
Hd−1(�)

+ 2d3(h+ 1)γ + hε+ 2d(h+ 1)
(
(h+ 1)(h+ 3)ε+ ε),
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and the collectionA′′ approximates the collectionA with respect to the metric Dist.
We show next thatA′′ is polyhedral. The setsQj , j ∈ J1 ∪ J2, D̊i , i ∈ I0 ∪ I1 ∪ I2

coverG. The definition of the setsA′′
m, 1�m� h+ 1, implies that⋃

1�m�h+1

∂A′′
m ⊂ � ∪

(
G \

( ⋃
i∈I0∪I1∪I2

D̊i ∪
⋃

j∈J1∪J2

Q̊j

))
∪ ⋃
i∈I0∪I1∪I2

∂Di ∪
⋃

j∈J1∪J2

∂Qj

= � ∪ ⋃
i∈I0∪I1∪I2

∂Di ∪
⋃

j∈J1∪J2

∂Qj

and the collectionA′′ is polyhedral. We next refine the above inclusion in order to
estimate the surface energy ofA′′. Let us again considerk < l in {1, . . . , h} andi in I2
such thatxi belongs toCk ∩Cl. Letβ =√

1−ψ2. We set

Gi = disc
(
xi −ψriνLk(xi), βri, ν(xi)

)= disc
(
xi +ψriνLl (xi), βri, ν(xi)

)
.

We claim thatGi is included in the interior ofLk and in the interior ofRd \ Ll. Indeed,
Gi is included inB(xi, ri) ∩ ∂Di and thereforeGi does not intersect∂Lk ∪ ∂Ll . Since
νLk(xi) = νAk(xi) = −νLl (xi) = −νAl (xi) is the exterior normal vector toLk at xi and
the interior normal vector toLl atxi thenGi is included inL̊k \Ll . The sets⋃

i∈I2, xi∈Ck′∩Cl′
Di, 1� k′ < l′ � h,

being closed and disjoint, looking at the definition ofA′
k andA′

l , we see that for a
sufficiently small neighborhoodWi of Gi

Wi ∩A′
k =Wi ∩Lk, Wi ∩A′

l =Wi ∩Ll = ∅,

whence∂A′
k ∩Gi = ∂A′

l ∩Gi =∅. The definition of the setsA′′
m, 1�m� h+1, implies

that

∂A′′
k ∩Gi ⊂

⋃
j∈J1∪J2

∂Qj , ∂A′′
l ∩Gi = ∅.

It follows that

∂∗
(
A′′,T ′′)∩�⊂ ⋃

i∈I0
(∂Di ∩�)∪

⋃
i∈I1

(
(∂Di ∩�)∩

(
(Rd \A′

l(i))∪
⋃
l �=l(i)

A′
l

))
∪ ⋃
i∈I2
(∂Di \Gi)∪

⋃
j∈J1∪J2

∂Qj .

Notice also thatD̊i , i ∈ I0 ∪ I1 andB(yj , sj ), j ∈ J1 cover�, therefore

∂∗(A′′,T ′′)∩� ⊂ ⋃
i∈I0∪I1

(∂Di ∩�)∪
⋃
j∈J1

(Qj ∩�)⊂
⋃

i∈I0∪I1
(∂Di ∩ �)∪ (O1 ∩�).

Notice that fori in I0 ∪ I1, the intersection∂Di ∩ � is contained in the “lateral” part of
the cylinderDi. Therefore
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Hd−1(∂∗(A′′,T ′′)∩ �)
�

∑
i∈I0∪I1

Hd−1(∂Di ∩�)+Hd−1(O1 ∩ �)

�
∑
i∈I0

2γ αd−2r
d−1
i (1+ δ0)+

∑
i∈I1

2
√
γαd−2r

d−1
i (1+ δ0)+ 3γ + 4d

√
γHd−1(�)

� 6
√
γ (αd−2/αd−1)Hd−1(�)+ 3γ + 4d

√
γHd−1(�).

Finally

I
(
A′′,T ′′)�

∑
i∈I0

∫
∂Di∩�

τ
(
ν(x)

)
dHd−1(x)+∑

i∈I1

∫
+

τ
(
ν(x)

)
dHd−1(x)

+∑
i∈I2

∫
∂Di\Gi

τ
(
ν(x)

)
dHd−1(x)+ τmax

∑
j∈J1∪J2

Hd−1(∂Qj)

+ τmaxHd−1(∂∗(A′′,T ′′)∩�),
where the set of integration for the second integral is+ = (∂Di ∩ � \ A′

l(i)) ∪
(∂Di ∩ ⋃

l �=l(i) A′
l ). We use now the various estimates obtained in the course of the

approximation. We get

I
(
A′′,T ′′)�

∑
i∈I0
αd−1r

d−1
i (1+ δ)τ(ν(xi))+∑

i∈I0
τmaxαd−2r

d−1
i 2M0δ0(1+ δ0)

2

+∑
i∈I1
τmax

(
6
√
γ (h+ 1)αdr

d−1
i + 2

√
γ (1+ δ)αd−2r

d−1
i

)
+∑
i∈I2
αd−1r

d−1
i (1+ δ)τ(ν(xi))+∑

i∈I2
τmaxαd−1r

d−1
i

(
4ψ + 1+ δ − βd−1)

+ ∑
j∈J1∪J2

τmaxαd−12
d−1sd−1

j

� 1+ δ
1− γ

∑
i∈I0∪I2

∫
B(xi,ri)∩∂∗(A,T )

τ
(
ν(y)

)
dHd−1(y)

+ 2τmaxHd−1(�)
(
5γ αd−2/αd−1 + 6

√
γ (h+ 1)αd/αd−1

+ 3
√
γαd−2/αd−1

)
+ 2τmaxHd−1(∂∗(A,T )∩�)(4ψ + (1+ δ)− (

1−ψ2)d−1)
+ τmax2

d−1(3γ + 4d
√
γHd−1(�)+ (h+ 1)(h+ 2)ε+ ε)

�
(
(1+ δ)/(1− γ )+ 2(τmax/τmin)((d + 3)ε+ δ))I(A,T )
+ 16τmaxHd−1(�)

√
γ
(
αd−2/αd−1 + (h+ 1)αd/αd−1

)
+ τmax2

d−1(3γ + 4d
√
γHd−1(�)+ (h+ 1)(h+ 2)ε+ ε),

where we have used the inequalityψ < ε in the last step. The only remaining problem is
that the sets of the collectionA′′ are not necessarily disjoint. This issue is solved through
the next lemma. We recall that a subsetA of � is said to be polyhedral if∂∗A ∩ � is
included in the union of a finite number of hyperplanes.
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LEMMA 3.6. –LetA be a finite collection of bounded polyhedral subsets of� and let
T be a touching function associated toA. There exists a finite collectionB of bounded
polyhedral subsets of� and an associated touching functionS such that

⋃
B∈B

B = ⋃
A∈A

A, I(B,S)� I(A,T ), Ld
( ⋃
B1,B2∈B,B1 �=B2

B1 ∩B2

)
= 0,

Dist
(
(B,S), (A,T )

)
�
(|A| − 1

)|A|Ld
( ⋃
A1,A2∈A,A1 �=A2

A1 ∩A2

)
.

Remark. – The collectionB is not necessarily a partition. To define its surface energy
I(B,S), we simply use the first formula provided forI at the beginning of Section 3.
We do the same to define the distance Dist between(B,S) and(A,T ): the definition
given for partitions is readily extended to more general collections of sets.

Proof of Theorem3.5 continued. –We apply Lemma 3.6 to (A′′,T ′′) to get a finite
collection(A′′′,T ′′′) of polyhedral subsets of� with touching functionT ′′′. Because of
the choice ofA′′

h+1, we have
⋃
A∈A′′ =�. Moreover

Ld
( ⋃
A1,A2∈A′′,A1 �=A2

A1 ∩A2

)
�

∑
1�k<l�h

Ld
(
A′′
k ∩A′′

l

)
�

∑
1�k<l�h

Ld
(
A′′
k+Ak

)+Ld
(
A′′
l +Al

)
.

Therefore the resulting collectionA′′′ is a polyhedral element of TP(�) satisfying

Dist
(
(A′′′,T ′′′), (A,T )

)
� 3h(6ε+ 6γ )I(A,T )/τmin

+ 3(h+ 1)
(
9γ + 2d+2d

√
γ
)
Hd−1(�)+ 2d9(h+ 1)γ

+ 3hε+ 2d3(h+ 1)((h+ 1)(h+ 3)ε+ ε)
and furthermore

I(A′′′,T ′′′)� I(A′′,T ′′)�
(
(1+ δ)/(1− γ )+ 2(τmax/τmin)((d + 3)ε+ δ))I(A,T )
+ 16τmaxHd−1(�)

√
γ
(
αd−2/αd−1 + (h+ 1)αd/αd−1

)
+ τmax2

d−1(3γ + 4d
√
γHd−1(�)+ (h+ 1)(h+ 2)ε+ ε).

Since I(A,T ) is finite and h,Hd−1(�), τmax, τmin are fixed, we have the required
approximation by choosingγ, δ, ε sufficiently small. ✷

Proof of Lemma 3.6. –We use an algorithm to build(B,S) starting from(A,T ). We
define forA a subset of� having finite perimeter andT a function ofF

I(A,T )= 1

2

∫
∂∗A∩�

τ
(
νA(x)

)
dHd−1(x)+ ∑

m∈N

(
1− T (m)) ∫

∂∗A∩�m
τ
(
νA(x)

)
dHd−1(x)

so that the surface energy of a collection with touching status(A,T ) can be expressed
as

I(A,T )= ∑
A∈A

I
(
A,T (A, ·)).
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We initialize the algorithm with the collectionB0 = A and the touching function
S0 = T . We describe next thek-step of the algorithm. Suppose that we have built the
collectionBk and the functionSk for somek in N. If

Ld
( ⋃
B1,B2∈Bk,B1 �=B2

B1 ∩B2

)
= 0

the algorithm stops. Otherwise, letB1,B2 be two sets ofBk such thatLd(B1 ∩B2) > 0.
LetB ′

1 = B1 \B2 andB ′
2 = B2 \B1. We have

max
(
Ld(B ′

1+B1),Ld(B ′
2+B2)

)
�Ld(B1 ∩B2)� Ld

( ⋃
B1,B2∈Bk,B1 �=B2

B1 ∩B2

)
.

Moreover

νB1\B2(x)=


νB1(x) if x ∈ ∂∗B1 \B2,

−νB2(x) if x ∈ ∂∗B2 ∩ B̊1,

νB1(x) if x ∈ ∂∗B2 ∩ ∂∗B1 andνB1(x)+ νB2(x)= 0,

0 elsewhere.

This result is quite direct here because we deal only with polyhedral sets. See [53] for a
more general result. Using the symmetry and the positivity ofτ ,

I
(
B ′

1,Sk(B1, ·))� 1

2

∫
�∩∂∗B1\B2

τ
(
νB1(x)

)
dHd−1(x)+ 1

2

∫
B̊1∩∂∗B2

τ
(
νB2(x)

)
dHd−1(x)

+ 1

2

∫
∂∗B1∩∂∗B2

τ
(
νB1(x)

)
dHd−1(x)

+ ∑
m∈N

(
1− Sk(B1,m)

) ∫
�∩∂∗B1\B2

τ
(
νB1(x)

)
dHd−1(x),

I
(
B ′

2,Sk(B2, ·))� 1

2

∫
�∩∂∗B2\B1

τ
(
νB2(x)

)
dHd−1(x)+ 1

2

∫
B̊2∩∂∗B1

τ
(
νB1(x)

)
dHd−1(x)

+ 1

2

∫
∂∗B2∩∂∗B1

τ
(
νB2(x)

)
dHd−1(x)

+ ∑
m∈N

(
1− Sk(B2,m)

) ∫
�∩∂∗B2\B1

τ
(
νB2(x)

)
dHd−1(x).

Summing the two inequalities yields

I
(
B ′

1,Sk(B1, ·))+ I
(
B ′

2,Sk(B2, ·))� I
(
B1,Sk(B1, ·))+ I

(
B2,Sk(B2, ·)).

Two cases can occur.
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• If I(B ′
1,Sk(B1, ·))� I(B1,Sk(B1, ·)), then we set

Bk+1 = {B ′
1} ∪Bk \ {B1}, Sk+1(B ′

1, ·)= Sk(B1, ·),
∀B ∈ Bk \ {B1} Sk+1(B, ·)= Sk(B, ·).

• If I(B ′
2,Sk(B2, ·))� I(B2,Sk(B2, ·)), then we set

Bk+1 = {B ′
2} ∪Bk \ {B2}, Sk+1(B ′

2, ·)= Sk(B2, ·)
∀B ∈ Bk \ {B2} Sk+1(B, ·)= Sk(B, ·).

The collection with touching status(Bk+1, Sk+1) satisfies

I
(
Bk+1,Sk+1)� I

(
Bk,Sk

)
,

⋃
B∈Bk+1

B = ⋃
B∈Bk

B,

⋃
B1,B2∈Bk+1,B1 �=B2

B1 ∩B2 ⊆ ⋃
B1,B2∈Bk,B1 �=B2

B1 ∩B2,

Dist
((
Bk+1,Sk+1), (A,T ))� Dist

((
Bk+1,Sk+1), (Bk,Sk))+ Dist

((
Bk,Sk

)
, (A,T )

)
�Ld

( ⋃
B1,B2∈Bk,B1 �=B2

B1 ∩B2

)
+ Dist

((
Bk,Sk

)
, (A,T )

)
.

Necessarily the algorithm stops at some stepk less than(|A|−1)|A|. The final collection
with touching status(B,S) obtained at the end of the algorithm satisfies the conditions
stated in the lemma.✷

4. Proofs of the main results

We prove first the large deviations principle of Theorem 1.8 for FK percolation. The
upper bound is split in two parts: exponential tightness (Section 4.1) and a local upper
bound (Section 4.2). We then prove the lower bound (Section 4.3). Next comes the proof
of Theorem 1.1 in Section 4.4. Finally, the proof of the large deviations principle of
Theorem 1.3 for the Potts model is split into three parts: the study of the asymptotics of
the conditioning event in Section 4.5, then the lower bound (Section 4.6) and the upper
bound (Section 4.7).

4.1. The exponential tightness estimate for FK percolation

Let k be a fixed integer. We work with the(K = k,α = 2) renormalization process
with block variablesX(x ) given by the indicator functions of the eventO(B ′( x ), k −
1)c for x ∈ �n. Let A be aL

d,∞-connected subset of�n. We recall that a residual
L
d,∞-componentR of A in �n is anL

d,∞-connected component of�n \A. We define

fill A=A∪ {R;R is a residualLd,∞-component ofA,

diamR � f (n)/k, R ∩� ′
n �= ∅}

where� ′
n = {x ∈�n;B(x ) ∩�′

n �= ∅} (see Section 2 for the notation). Remark that a
L
d,∞-connected setR such that diamR � f (n)/k,R∩� ′

n �= ∅ does not intersect∂ in�n.
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For a clusterC of the configuration, we setC = {x ∈�n;B(x ) ∩ C �= ∅}. Notice that
if C is a large cluster, i.e.,C ∈ Cn, then diamC > f (n)/k. Let A be aL

d,∞-connected
component of good blocks, i.e., of the set{x ∈�n;X(x )= 0}. Note that there is at most
one large cluster intersectingA (if there were two then they would be connected viaA ).
Let R be a residualLd,∞-component ofA such that diamR � f (n)/k and letC be a
large cluster such thatC ∩ R �= ∅. SinceC cannot fit intoR (for reasons of diameter),
we haveC ∩ ∂out∞ R �= ∅; however∂out∞ R ⊆A (recall that∂out∞ R is a connected set of good
blocks) so thatC ∩ A �= ∅. Therefore, ifC is a large cluster then eitherC ∩ A �= ∅ or
C ∩ fill A= ∅. ForC ∈ Cn we define

Ĉ =⋃
fill A,

where the union runs over all theLd,∞-connected componentsA of good blocks such
thatC ∩ A �= ∅. The previous discussion shows that the setsĈ, C ∈ Cn, are pairwise
disjoint. By definition, theLd,∞ outer boundary of̂C consists of bad blocks whenever
Ĉ �= ∅. In caseĈ = ∅, we define∂out∞ Ĉ asC which again consists only of bad blocks.

Let nowC belong toCn and letF be anL
d,∞-connected component of bad blocks

intersecting simultaneously∂out∞ Ĉ and� ′
n. We claim that|F |> f (n)/k. To show this we

consider only the case wherêC �= ∅ (the casêC = ∅ is straightforward) and we assume
|F | � f (n)/k. The definition of�n implies that forn large enoughd2(∂

in�n,�
′
n) >

f (n)/k thereforeF ∩ ∂ in�n = ∅. Let D = ∂out,ext∞ F . ThenD is a L
d,∞ connected set

of good blocks surroundingF , so thatF is included in aL
d,∞ residual component

R of D satisfying diamR � f (n)/k, R ∩ � ′
n �= ∅. Let A be the L

d,∞-connected
component of good blocks containingD. The above properties imply thatR ⊆ fill A.
Moreover∂out∞ F ∩ Ĉ �= ∅; since diamĈ > f (n)/k, necessarily(∂out,ext∞ F)∩ Ĉ �= ∅, hence
A ∩ Ĉ �= ∅. EitherA ∩ C �= ∅, whenceR ⊆ Ĉ, a contradiction. Or there exists aLd,∞-
connected componentA′ of good blocks intersectingC such thatA∩ fill A′ �= ∅, which
implies thatA ⊂ fill A′ (any L

d,∞-connected component of good blocks intersecting a
residual component ofA′ is fully included in this residual component, otherwise it would
intersectA′) and againR ⊆ fill A′ ⊆ Ĉ, which is absurd. Thus|F |> f (n)/k, as claimed.

Let F̂ be the union of all theLd,∞-connected components of bad blocks intersecting
simultaneously� ′

n and
⋃
C∈Cn ∂

out∞ Ĉ.

LEMMA 4.1. –There existsk0 = k0(d,�,p, q) such that, fork � k0, there exist
positive constantsb = b(k, d,�,p, q), c = c(k, d,�,p, q) such that for alls > 0 and
n ∈ N,

�n
[|F̂ | � s]� bexp(−cs).

Proof. –We proceed as in Lemma 2.3 in [15] or Lemma 7.9 in [14]. The setF̂ consists
of bad blocks and each of its components has size larger thanf (n)/k. We first prove the
following estimate: for any subsetA⊆�n,

�n
[∀x ∈A;X(x )= 1

]
� exp

(
4−d |A| logε

)
, (21)

whereε = bexp(−ck) is given by (14). We use the equivalence relation on�n: x ≈ y
iff 3 divides each component ofx − y. Since there are at most 4d distinct classes in
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�n, certainly there existsx∗ ∈ �n such that the intersection ofA and the equivalence
class ofx∗ has cardinality at least 4−d |A|. By (18), the fieldX(x ), x ∈�n, x ≈ x∗ is
stochastically dominated by a Bernoulli product field with parameterε. Finally,

�n
[∀x ∈A, X(x )= 1

]
��n

[∀x ∈ {y ∈A;y ≈ x∗} X(x )= 1
]

� exp
(
4−d |A| logε

)
as claimed. Now we turn to the statement of the lemma. By decomposing the event in
question, we can estimate�n[|F̂ | � s] by∑
j�s

∑
1�i�jk/f (n)

∑
m1,m2,...,mi�f (n)/k
m1+m2+···+mi=j

∑
A1,A2,...,A i

�n
[∀x ∈A1 ∪A2 ∪ · · · ∪Ai X(x )= 1

]
.

The ultimate summation extends over the pairwise disjoint setsA1, . . . ,A i intersecting
� ′
n such thatA l is L

d,∞-connected and|A l| =ml for 1� l � i. By (21), the probability
appearing in the summation is less than exp(4−dj logε). For fixedj and i, there are
at most 2j ways to choose the valuesm1, . . . ,mi . Recall that there exists a constant
b = b(d) > 0 such that the number ofLd,∞-connected sets of sizem containing the
origin is bounded by(b/2)m. The number of possibilities for choosing the setA l is
bounded byLd(�)(n/k)dbml for 1� l � i. Thus the number of terms involved in the last
three summations is less than 2exp((2jk/f (n)) log(Ld(�)(n/k)d) + j logb). Putting
these estimates together, we get the claim of the lemma.✷

Our next goal is to define a (random) t-partition associated with the objectsĈ, C ∈ Cn.
Recall that for a set of (indices of) blocksA, B(A) denotes the union of the blocks
indexed byA. First we set

R̂ =�n \
(
F̂ ∪ ⋃

C∈Cn
Ĉ

)
and forCFK ∈ CFK

n ,

Ĉ FK = ⋃
C∈Cn,C⊆CFK

Ĉ.

Let (Ân, T̂n) be the element of TP(�) defined by

Ân= {
�′
n ∩B

(
Ĉ FK);CFK ∈ CFK

n

}∪ {�′
n ∩B( F̂ ), (� \�′

n)∪B( R̂ )
}

and form ∈ N, CFK ∈ CFK
n ,

T̂n
(
B( F̂ ),m

)= T̂n
(
B( R̂ ),m

)= 0,

T̂n
(
B
(
Ĉ FK),m)={

1; CFK ∩ �mn �= ∅,

0; otherwise.
We next derive a probabilistic estimate on the surface energy of this t-partition.

LEMMA 4.2. –There existsk0 = k0(d,�,p, q) such that, fork � k0, there exist
positive constantsc= c(k, d,�,p, q) andλ0 = λ0(d,�,p, q) such that for allλ > λ0,

lim sup
n→∞

1

nd−1
log�n

[
I(Ân, T̂n)� λ

]
� −cλ. (22)
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Proof. –By construction, the interfaces of̂An (that is, the set∂∗(Ân, T̂n)) are located
either on∂�′

n ∪� or on the faces of the blocks of̂F . Thus

I(Ân, T̂n)� τmax
(
Hd−1(�)+Hd−1(∂�′

n)+ (k/n)d−12d|F̂ |).
The desired claim follows from Lemma 4.1.✷

The next step is to show that the sequences of phase partitions(An,Tn)n∈N and
(Ân, T̂n)n∈N are exponentially contiguous.

LEMMA 4.3. –There existsk0 = k0(d,�,p, q) such that, fork � k0, for eachδ > 0,

lim sup
n→∞

1

nd−1
log�n

[
Dist

(
(An,Tn), (Ân, T̂n)

)
� δ

]=−∞. (23)

Proof. –We compute first the volume of thef (n)/n-neighborhood ofB( F̂ ). LetF i ,
i ∈ I , be theL

d,∞-connected components of̂F . Applying Lemma 2.1,

Ld
(
V∞

(
B( F̂ ), f (n)/n

))
�
∑
i∈I
n−dLd

(
V∞

(
nB(F i), f (n)

))
�
∑
i∈I
n−d4d+1f (n)d−1kd |F i| = 4d+1(k/n)df (n)d−1|F̂ |.

By construction, for anyC ∈ Cn, we haveC ⊆ Ĉ ∪ F̂ . By setting

E = {
x ∈�; ∀C ∈ Cn,d∞(x,C)� f (n)/n

}
we have

�′
n ∩B( R̂ ) \ V∞

(
B( F̂ ), f (n)/n

)⊆�′
n ∩E.

(Indeed, anyLd,∞-component of good blocks in� ′
n is surrounded by aLd,∞-connected

set of bad blocks which is included in̂F .)
In order to estimate the volume ofE we work with the (K = f (n),α = 2)

renormalization process. Note that�n is different from the previous one since the block
size is now different. The block variableY ( x ) is the indicator function of the event
O(B ′( x ), f (n))c. If Y ( x ) = 0 then there exists a unique large clusterC intersecting
B(x ) andB(x )∩E = ∅. Therefore,

Ld(E ∩�′
n)�

(
f (n)/n

)d ∑
x∈�n

Y ( x ).

We derive an upper bound on the distance between(An,Tn) and(Ân, T̂n) by considering
an arrangement between the two t-partitions in whichB( Ĉ FK) corresponds to vorCFK,
for everyCFK ∈ CFK

n :

Dist
(
(An,Tn), (Ân, T̂n)

)
� 2Ld(� \�′

n)+Ld
(
�′
n ∩B( F̂ )

)+Ld
(
�′
n ∩B( R̂ )

)
+ ∑
CFK∈CFK

n

distL1

(
�′
n ∩B

(
Ĉ FK),�′

n ∩ vorCFK)
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� 2Ld
(
� \�′

n

)+Ld
(
�′
n ∩B( F̂ )

)+Ld
(
�′
n ∩B( R̂ )

)
+ ∑
C∈Cn

distL1

(
�′
n ∩B( Ĉ ),�′

n ∩ vorC
)
.

Yet,�′
n ∩ B( Ĉ )⊆ �′

n ∩ vorC. SinceÂn is a partition and the sets vorC, C ∈ Cn, are
pairwise disjoint, we have∑

C∈Cn
distL1

(
�′
n ∩B( Ĉ ),�′

n ∩ vorC
)= ∑

C∈Cn
Ld
(
�′
n ∩ vorC \B( Ĉ ))

�Ld
(
�′
n \

⋃
C∈Cn

B( Ĉ )

)
�Ld

(
�′
n ∩B( F̂ )

)+Ld
(
�′
n ∩B( R̂ )

)
.

Finally,

Dist
(
(An,Tn), (Ân, T̂n)

)
� 2Ld(� \�′

n)+ 2Ld
(
�′
n ∩B( F̂ )

)+ 2Ld
(
�′
n ∩B( R̂ )

)
� 2Ld(� \�′

n)+ 2Ld
(
�′
n ∩B( F̂ )

)+ 2Ld(�′
n ∩E)+ 2Ld

(
V∞

(
B( F̂ ), f (n)/n

))
� 2Ld(� \�′

n)+ 4d+2(k/n)df (n)d−1|F̂ | + 2(f (n)/n)d
∑
x∈�n

Y ( x ).

The estimate obtained in Lemma 4.1 yields

∀δ > 0, lim sup
n→∞

1

nd−1
log�n

[|F̂ | � δnd/f (n)d−1]=−∞.
By the estimate (14) and Lemma 2.3, we have also

∀δ > 0, lim sup
n→∞

1

nd−1
log�n

[
2
(
f (n)/n

)d ∑
x∈�n

Y ( x ) > δ

]
=−∞

and the exponential contiguity (23) follows directly from these estimates.✷
An immediate consequence of Lemmas 4.2 and 4.3 is the exponential tightness of the

sequence of t-partitions(An,Tn)n∈N: there existsc= c(d,�,p, q) > 0 andλ0> 0 such
that for everyλ > λ0, everyδ > 0,

lim sup
n→∞

1

nd−1
log�n

[
Dist

(
(An,Tn),I−1([0, λ]))> δ]� −cλ. (24)

4.2. Local upper bound estimate for Theorem 1.8 (FK percolation)

We start by recalling some essential results from [15]. LetU ⊆ R
d be a box

building, i.e., the union of finitely manyd-dimensional boxes with nonempty interior.
Fix a monotone increasing functionφ :N → N satisfying limn→∞ φ(n) = ∞ and
limn→∞ φ(n)/n = 0. We will consider theφ(n)/n-interior of the buildingU which is
defined as

int
(
U,φ(n)/n

)= {
x ∈U;d∞(x, ∂ inU) > φ(n)/n

}
.



R. CERF, Á. PISZTORA / Ann. I. H. Poincaré – PR 37 (2001) 643–724 703

PROPOSITION 4.4. – Assumed � 3, q � 1, p > p̂c with θf (p)= θw(p). Let Sn be
a sequence of events such thatSn depends only on the edges inint (U,φ(n)/n) and for
eachn ∈ N, letπ(n) be a partially wired b.c. onU. Then

lim sup
n→∞

1

nd−1
log�π(n),p,qU [Sn] = lim sup

n→∞
1

nd−1
log�f,p,qU [Sn].

The same equality is valid whenlim sup is replaced bylim inf .

LEMMA 4.5 (Decoupling lemma). –Let d � 3, q � 1, p > p̂c with θf (p)= θw(p).
LetDi , i ∈ I , be a finite collection of disjoint compact subsets of� ∪ �. Assume that
these sets have non-empty connected interiors. Fori ∈ I let Sin be a sequence of events
such thatSin depends only on the edges inDi ∩�n. Then

lim sup
n→∞

1

nd−1
log�n

[⋂
i∈I
Sin

]
�
∑
i∈I

lim sup
n→∞

1

nd−1
log�n

[
Sin
]
.

Notation. – Let B(x, r) be a ball in�, let w belong to Sd−1, n to N and let
r, δ be positive. Recall that the openB(x, r)-clusters are the open clusters in the
configuration restricted to the ballB(x, r). Let Sep(n, x, r,w, δ) be the event: there
exists a collectionC of openB(x, r)-clusters such that

distL1

( ⋃
C∈C

⋃
x∈C

'(x,1/n), B−(x, r,w)
)

� δrd . (25)

Let next B(x, r) be a ball such thatx belongs to∂∗�. Let n ∈ N and δ > 0. Let
Sepbd(n, x, r, δ) be the event: there exists a collectionC of openB−(x, r, ν�(x))-clusters
such that none of them intersects∂ in�n and the inequality (25) is satisfied withw
replaced byν�(x).

LEMMA 4.6 (Interface lemma). –Let d � 3, q � 1, p > p̂c, θf (p) = θw(p). There
exists a constantc = c(p, q, d) such that for everyr in (0,1), every ballB(x, r) ⊆�,
every unit vectorw in Sd−1, and everyδ in (0, θ/2),

lim sup
n→∞

1

nd−1
log�n

[
Sep(n, x, r,w, δ)

]
� −αd−1r

d−1τ(w)
(
1− c δ1/2)

and form ∈ N, for every ballB(x, r) such thatx ∈ �m ∩ ∂∗� andB(x, r) ∩� ⊆ �m,

lim sup
n→∞

1

nd−1
log�n

[
Sepbd(n, x, r, δ)

]
� −αd−1r

d−1τ
(
ν�(x)

)(
1− c δ1/2).

The first estimate was proved in [15]. We explain briefly how to derive the second
estimate. Letx ∈ �m ∩ ∂∗� for somem ∈ N and letr be such thatB(x, r) ∩ � ⊆ �m.
We remark first that the event Sepbd(n, x, r, δ) is decreasing. LetU be a box building
containingB(x, r) in its interior and such thatU ∩ � ⊆ �m (such a box building exists
because�m is a relatively open subset of�). Let�′

n be the FK measure in̊U∩� induced
by the following b.c.:

– the points ofŮ∩ �m are wired together;
– the points of∂(U∩�) \�m are let free.
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Let�′′
n be the FK measure in̊U induced by the following b.c.:

– the points of∂U \� are wired together;
– the points of∂(U∩�) \�m are let free.

By the monotonicity of FK measures with respect to boundary conditions,

�n
[
Sepbd(n, x, r, δ)

]
��′

n

[
Sepbd(n, x, r, δ)

]
��′′

n

[
Sep(n, x, r, ν�(x), δ)

]
.

The second estimate stated in Lemma 4.6 is then obtained by applying successively
Proposition 4.4 and the first estimate stated in Lemma 4.6.

Our next goal is to construct a t-partition which is exponentially contiguous to the
empirical t-partition(An,Tn) and whose boundary corresponds to closed edges. First
we define a partition of�n by attaching each small cluster of the configuration not
intersecting�n to the closest large cluster. To break ties we use an arbitrary deterministic
rule. ForC ∈ Cn, we denote bỹC the corresponding continuous region:C̃ is the union of
all cubes'(x,1/n) centered at sites in eitherC or some of the small clusters attached
toC. We define forCFK ∈ CFK

n

C̃FK = ⋃
C∈Cn,C⊆CFK

C̃.

We then define a random t-partition of� by setting

Ãn = {
�∩ C̃FK;CFK ∈ CFK

n

}∪ {Gn},
whereGn = � ∩ ⋃

x '(x,1/n) and the union runs over all the vertices of the small
clusters intersecting�n. The touching functions are given by

∀CFK ∈ CFK
n ∀m ∈ N T̃n

(
C̃FK,m

)={
1; CFK ∩�mn �= ∅,

0; otherwise,

∀m ∈ N T̃n(Gn,m)= 0.

We first show that(Ãn, T̃n)n∈N and(Ân, T̂n)n∈N are exponentially contiguous.

LEMMA 4.7. –For eachδ > 0,

lim sup
n→∞

1

nd−1
log�n

[
Dist

(
(Ãn, T̃n), (Ân, T̂n)

)
� δ

]=−∞.

Proof. –By considering the natural arrangements of(Ân, T̂n) and(Ãn, T̃n) in which
B( Ĉ FK) corresponds tõCFK for eachCFK ∈ CFK

n , we obtain immediately

Dist
(
(Ãn, T̃n), (Ân, T̂n)

)
�

∑
CFK∈CFK

n

distL1

(
�′
n ∩B

(
Ĉ FK),�′

n ∩ C̃FK)+Ld
(
�′
n ∩B( F̂ )

)
+Ld

(
�′
n ∩B( R̂ )

)+ 2Ld(� \�′
n)
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�
∑
C∈Cn

distL1

(
�′
n ∩B( Ĉ ),�′

n ∩ C̃
)+Ld

(
�′
n ∩B( F̂ )

)+Ld
(
�′
n ∩B( R̂ )

)
+ 2Ld(� \�′

n).

From our constructions it follows that for each large clusterC, we have�′
n ∩ B( Ĉ )⊆

�′
n ∩ C̃. SinceÂn andÃn are partitions and the sets̃C, C ∈ Cn, are pairwise disjoint, we

have ∑
C∈Cn

distL1

(
�′
n ∩B( Ĉ ),�′

n ∩ C̃
)
�Ld

(
�′
n \

⋃
C∈Cn

B( Ĉ )

)
�Ld

(
�′
n ∩B( F̂ )

)+Ld
(
�′
n ∩B( R̂ )

)
,

whence

Dist
(
(Ãn, T̃n), (Ân, T̂n)

)
� 2Ld(� \�′

n)+ 2Ld
(
�′
n ∩B( F̂ )

)+ 2Ld
(
�′
n ∩B( R̂ )

)
and the conclusion follows from the final estimates obtained in the proof of Lem-
ma 4.3. ✷

Finally, we estimate the probability that(An,Tn) is close to a fixed element of TP(�).

LEMMA 4.8. –For (A,T ) ∈ TP(�) andε > 0, there existsδ = δ((A,T ), ε) > 0 such
that,

lim sup
n→∞

1

nd−1
log�n

[
Dist

(
(An,Tn), (A,T )

)
< δ

]
� −(1− ε)I(A,T ).

Proof. –By the triangle inequality for Dist and Lemmas 4.3 and 4.7, we need only
to prove the above statement for the t-partition(Ãn, T̃n). Let (A,T ) be an element of
TP(�). Forε > 0, setε′ = ε(1+ 1/I(A,T ))−1. Pick δ0 ∈ (0, θ/2) such thatc

√
δ0< ε

′
wherec = c(p, q, d) is the constant appearing in the interface Lemma 4.6. LetB(xi, ri),
i ∈ I0 ∪ I1, be a finite collection of disjoint balls associated with(A,T ), ε′ andδ0/3, as
given in the covering Lemma 3.4. Letδ > 0 be such that

∀i ∈ I0 ∪ I1 δ < δ0r
d
i /3 and ∀i ∈ I1 δ < 2−mi .

Suppose that Dist((Ãn, T̃n), (A,T )) < δ. Then fori ∈ I0, there existAi− ∈A, Ain ∈ Ãn,
νi ∈ Sd−1 such that

distL1

(
Ai− ∩B(xi, ri),B−(xi, ri, νi)

)
� δ0 r

d
i /3,

distL1
(
Ai−,A

i
n

)
< δ,

and fori ∈ I1, there existAi− ∈A,Ain ∈ Ãn, νi ∈ Sd−1 such that

T
(
Ai−,mi

)= 0, B(xi, ri)∩� ⊂ �mi ,

distL1
(
Ai− ∩B(xi, ri),B−(xi, ri, νi)

)
� δ0 r

d
i /3,

2−miT
(
Ain,mi

)+ distL1

(
Ai−,A

i
n

)
< δ
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and finally ∣∣∣∣I(A,T )− ∑
i∈I0∪I1

αd−1r
d−1
i τ (νi)

∣∣∣∣� ε′.
The penultimate inequality implies in particular thatT (Ain,mi)= 0, hence none of the
open clusters included inAin intersects�min . For i in I0 ∪ I1 let C(i) be the collection
of the open clusters of the configuration restricted toAin ∩ B(xi, ri). Note that for
any i ∈ I0 ∪ I1, the clusters ofC(i) are open clusters of the configuration restricted to
B(xi, ri). We have

distL1

( ⋃
C∈C(i)

⋃
x∈C

'(x,1/n), B−(xi, ri, νi)
)

� distL1

( ⋃
C∈C(i)

⋃
x∈C

'(x,1/n), Ain ∩B(xi, ri)
)

+ distL1
(
Ain ∩B(xi, ri), Ai− ∩B(xi, ri))+ distL1

(
Ai− ∩B(xi, ri), B−(xi, ri, νi)

)
� c′(d)/n+ δ+ δ0r

d
i /3� δ0r

d
i ,

wherec′(d) is an appropriate constant depending only on the dimension. Ifi belongs to
I0 then the collectionC(i) realizes the event Sep(n, xi, ri , νi, δ0). If i belongs toI1 then
the collectionC(i) realizes the event Sepbd(n, xi, ri, δ0). We conclude that{

Dist
(
(Ãn, T̃n), (A,T )

)
< δ

}⊆ ⋂
i∈I0

Sep(n, xi, ri, νi, δ0)∩
⋂
i∈I1

Sepbd(n, xi, ri , δ0).

Note that the setsB(xi, ri), i ∈ I0 ∪ I1, are compact and disjoint. The decoupling
Lemma 4.5 and the interface Lemma 4.6 together imply

lim sup
n→∞

1

nd−1
log�n

[
Dist

(
(Ãn, T̃n), (A,T )

)
< δ

]
� − ∑

i∈I0∪I1
αd−1r

d−1
i τ (νi)

(
1− c√δ0

)
� −I(A,T ) (1− ε′)+ ε′ = −I(A,T )(1− ε). ✷

The exponential tightness (24) and the local estimate given by Lemma 4.8 yield in a
standard way the large deviations upper bound of Theorem 1.8.

4.3. Proof of the lower bound in Theorem 1.8 (FK percolation)

We start with two preliminary lemmas. LetU ⊆ O be open connected subsets of�
such that d2(U,� \O) > 0. We suppose also that there exist a finite number of indices
m1, . . . ,mr such that

∀i ∈ {1, . . . , r} ∂U ∩ �mi �= ∅,

∀m ∈ N \ {m1, . . . ,mr} ∂O ∩ �m = ∅.
We denote by full(O,U,n) the event that
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– for the configuration restricted toO there exists an open clusterC such that�′
n∩U

is included inV∞(C,f (n)/n),
– for i = 1, . . . , r , we haveC ∩ �nmi �= ∅,
– no other large cluster intersectsV∞(�′

n ∩U,f (n)/n).
LEMMA 4.9. –Let (En)n∈N be an arbitrary sequence of events depending on the

configuration restricted to� \O. Then

lim inf
n→∞

1

nd−1
log�n

[
full (O,U,n) |En]= 0.

Proof. –Let δ > 0. We work with the(K = δn,α = 2) renormalization process with
block variablesX(x ) given by the indicator functions of the eventO(B ′( x ), f (n))c
for x ∈ �n. For δ small andn large enough, there exists a connected setA such that
V∞(�′

n ∩ U,2f (n)/n) ⊆ B(A) ⊆ O (we recall thatB(A) is the union of the blocks
indexed byA ) and moreover|A| � c for a c = c(δ,�,U,O) independent ofn. Our
hypothesis on� implies that each point of∂� is accessible from� through a rectifiable
path. As a consequence, forn ∈ N and fori = 1, . . . , r , there exists a pathγ ni of edges
in �n \ B(A) joining a vertex of�min to a vertex belonging to one faceFni of a block
belonging toA and such that|γ ni | � c′n wherec′ = c′(δ,�) is a constant depending on
δ and� only. LetT ni be the event

T ni = {
all the edges inγ ni ∪ Fni are open

}
.

We have ⋂
x∈A

{
X(x )= 0

}∩ ⋂
1�i�r

T ni ⊆ full (O,U,n).

Therefore

�n
[
full (O,U,n) |En]��n

[ ⋂
x∈A

{
X(x )= 0

} |En ∩
⋂

1�i�r
T ni

]
�n

[ ⋂
1�i�r

T ni |En
]
.

Since the eventsT ni , i = 1, . . . , r , do not depend on the edges belonging to the interior
of the blocksB(A), and since the cardinality ofA is bounded, the uniform estimate (14)
implies

lim
n→∞�n

[⋂
x∈A

{
X(x )= 0

} |En ∩
⋂

1�i�r
T ni

]
= 1.

By the FKG inequality, we have

�n

[ ⋂
1�i�r

T ni |En
]
� exp

( ∑
1�i�r

(∣∣γ ni ∣∣+ ∣∣Fni ∣∣) log
(

p

p+ q(1− p)
))

� exp
((
c′nr + (δn)d−1r

)
log

(
p

p+ q(1− p)
))
.
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We obtain finally that

lim inf
n→∞

1

nd−1
log�n

[
full (O,U,n) |En]� δd−1r log

(
p

p+ q(1− p)
)
.

We conclude by sendingδ to 0. ✷
Let A be an hyperset inRd and letr be positive or infinite. We denote byS(A, r)

the event that there exists a finite set of closed edges in cylA ∩ V2(hypA, r) which
separates∞ in cylA, that is,

S(A, r)= {∃E ⊂ cylA∩ V2(hypA, r), |E|<∞, ∀e ∈ E ω(e)= 0,

E separates∞ in cylA
}
.

LEMMA 4.10. –LetF be a(d − 1)-dimensional set in� such thatHd−2(∂F ) <∞.
We define

wall(F,n)= S(F,f (n)/n)∩{
all the edges inV2(cyl ∂F,2d/n)∩ V2

(
hypF,f (n)/n

)
are closed

}
.

Then

lim inf
n→∞

1

nd−1
log�n

[
wall(F,n)

]
� −Hd−1(F )τ(norF).

Proof. –The number of edges in the setV2(cyl ∂F,2d/n)∩V2(hypF,f (n)/n) is less
than c(d)Hd−2(∂F )f (n)nd−2 for some positive constantc(d) depending only on the
dimensiond. By the FKG inequality,

�n
[
wall(F,n)

]
��n

[
S
(
F,f (n)/n

)]
exp

(
c(d)Hd−2(∂F )f (n)nd−2 ln(1− p))

and by using Lemma 4.7 of [15] we are done.✷
In view of the approximation result stated in Theorem 3.5, to prove the LDP lower

bound we need only to show that for anyε > 0, for any polyhedral element(A,T ) in
TP(�) satisfyingHd−1(∂∗(A,T )∩�) < ε, we have for allδ > 0,

lim inf
n→∞

1

nd−1
log�n

[
Dist

(
(An,Tn), (A,T )

)
< δ

]
� −I(A,T )− c(d,p, q)ε,

wherec(d,p, q) is a constant depending ond,p, q only. Let ε > 0, let (A,T ) be a
polyhedral element of TP(�) such thatHd−1(∂∗(A,T ) ∩ �) < ε and letδ > 0. Up to
a slight modification of the approximation procedure, we might assume that the sets
A1, . . . ,Ar of A are connected and that they touch only a bounded number of boundary
pieces. More precisely, we suppose that there existsM ∈ N such that

∀m�M ∀i ∈ {1, . . . , r} T (Ai,m)= 0.

We suppose also that for anyi ∈ {1, . . . , r} and anym ∈ {1, . . . ,M−1}, if T (Ai,m)= 1
then∂Ai ∩�m is a relatively open subset of�. In particular, we have

Hd−1
( ⋃
m>M

�m
)
< ε.
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By definition of a polyhedral element,∂∗(A,T ) ∩� is the union of a finite number of
(d − 1)-dimensional setsF1, . . . , Fs . Thus

I(A,T )�
∑

1�j�s
Hd−1(Fj )τ(norFj )+ ετmax.

Moreover, for eachi in {1, . . . , s}, the relative boundary∂Fi has finite (d − 2)-
dimensional Hausdorff measure (we can achieve this by a slight perturbation of the
polyhedral sets if necessary, using the hypothesis on�). Let δ > 0 and letU1, . . . ,Ur
andO1, . . . ,Or be open connected sets such that for anyi ∈ {1, . . . , r}
Ui ⊆Oi ⊆Ai, d2(Ui,� \Oi) > 0, d2(Oi,� \Ai) > 0, distL1(Ui,Ai) < δ/

(
3r2)

and finally for everym ∈ {1, . . . ,M},
T (Ai,m)= 1⇒ ∂Ui ∩ �m �= ∅, T (Ai,m)= 0⇒ ∂Oi ∩�m = ∅.

By hypothesis, the relative boundary of
⋃
m �

m in � has zeroHd−1 measure. By the
outer regularity ofHd−1 restricted to�, there exists an open setO such that⋃

m>M

�m ∪ (∂∗(A,T )∩�)⊂O, Hd−1(O ∩�) < 2ε.

Let us define

η= min
(

d2

( ⋃
m>M

�m ∪ ( ∂∗(A,T )∩�),� \O
)
, min

1�i�r
d2(Oi,� \Ai)

)
,

U = V2

( ⋃
m>M

�m ∪ (∂∗(A,T )∩�), η/2).
ThenU is an open set such that⋃

m>M

�m ∪ ( ∂∗(A,T )∩ �)⊆U, U ⊆O, Hd−1(U ∩�) < 2ε.

LetEn be the event that every edge having an endpoint inV2(U ∩�,2/n) is closed. The
numberNn of all such edges can be estimated as follows. SinceU ∩ � is closed and
(d − 1)-rectifiable, we have (see the appendix)

lim
h→0

(1/2h)Ld
(
V2(U ∩ �,h))=Hd−1(U ∩ �) < 2ε.

Since

Nn � 2d
∣∣Zdn ∩ V2(U ∩ �,2/n)∣∣� 2dndLd

(
V2(U ∩ �,4/n)),

we see that

lim sup
n→∞

n−(d−1)Nn � 32dε.
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If En occurs then clearly there is no open edge exiting from( ⋃
m>M

�mn

)
∪ V2

(
∂∗(A,T )∩�,η/4).

Suppose that all the events

En, full (Oi,Ui, n), 1 � i � r, wall(Fj , n), 1� j � s

occur simultaneously. Let us denote byCi the open cluster of the configuration
containing the cluster realizing the event full(Oi,Ui, n) and letCFK

i be the FK cluster
containing it. We have then that�′

n ∩ Ui ⊆ vorCFK
i . Moreover, the occurrence of the

eventsEn and wall(Fj , n), 1� j � s, precludes that an open path connects two distinct
setsOi or two boundary pieces�m (apart from those which are already connected inside
the setsOi ), thus the clustersCFK

i are distinct and satisfy fori = 1, . . . , r ,

�′
n ∩Ui ⊆�′

n ∩ vorCFK
i ⊆�′

n \
⋃
k �=i
Ok.

Therefore,
r∑
i=1

distL1

(
vorCFK

i ,Ai
)
� 2Ld(� \�′

n)+
r∑
i=1

Ld
(
�′
n \ (Ui ∪

⋃
k �=i
Ok)

)

� 2Ld(� \�′
n)+

r∑
i=1

r∑
k=1

Ld(Ak \Uk) < 2Ld(� \�′
n)+ δ/3.

Moreover, the condition imposed on the setsOi , together with the definition of
full (Oi,Ui, n), ensures thatT (vorCFK

i ,m)= T (Ai,m) for eachi = 1, . . . , r andm =
1, . . . ,M . Necessarily, for anyCFK ∈ CFK

n \ {CFK
1 , . . . ,CFK

r }, �′
n ∩ vorCFK ⊆ �′

n \⋃
1�i�r Ui, and therefore∑

CFK∈CFK
n \{CFK

1 ,...,CFK
r }

Ld
(
vorCFK)< δ/3+Ld(� \�′

n),

whence also Dist((An,Tn), (A,T )) < δ for n large enough so thatLd(� \�′
n) < δ/9.

This discussion shows that

�n
[
Dist

(
(An,Tn), (A,T )

)
< δ

]
��n

[ ⋂
1�i�r

full (Oi,Ui, n)∩En ∩
⋂

1�j�s
wall(Fj , n)

]
.

The eventEn depends on the edges insideV2(U ∩ �,3/n), the event wall(Fj , n)
depends on the edges insideV2(Fj , f (n)/n), whereas full(Oi,Ui, n) depends on the
edges insideOi . Because of the condition imposed onη, we have

d2
(
V2(U ∩�,3/n),O1 ∪ · · · ∪Or)> 0.

The distance between the setsF1 ∪ · · · ∪ Fs andO1 ∪ · · · ∪Or is also strictly positive.
Sincef (n)/n→ 0 asn→∞, Lemma 4.9 implies that
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lim inf
n→∞

1

nd−1
log�n

[ ⋂
1�i�r

full (Oi,Ui, n)
∣∣En ∩ ⋂

1�j�s
wall(Fj , n)

]
= 0.

By the FKG inequality, Lemma 4.10, and the previous estimates, we obtain

lim inf
n→∞

1

nd−1
log�n

[
En ∩

⋂
1�j�s

wall(Fj , n)
]

� lim inf
n→∞

1

nd−1
log

(
p

p+ q(1− p)
)Nn

− ∑
1�j�s

Hd−1(Fj )τ(norFj)

� 32dε log
p

p+ q(1− p) − I(A,T )− ετmax

which yields the desired lower bound.✷
4.4. Proof of Theorem 1.1 (Potts model)

Throughout the proof, we work with the coupling measurePn between the FK
measure�n and the Potts measureµn (see Section 2.2). For a givenn, we express the
local average of theith color σn(x, i) with the help of the FK representation: for each
x ∈� and each colori = 1, . . . , q,

σn(x, i)= f (n)−d
∑

C cluster, σ (C)=i

∣∣C ∩'(x,f (n)/n)∣∣,
where the sum runs over all the open clusters of the configuration. We separate the
contribution of the small and large clusters by setting

σ small
n (x, i)= f (n)−d ∑

C,diamC�f (n), σ (C)=i

∣∣C ∩'(x,f (n)/n)∣∣,
where the sum runs now over all the small open clusters of the configuration; and we
defineσ large

n analogously except that the sum is running over the large clusters (that is
the elements ofCn) colored withi.

LEMMA 4.11. –For anyδ > 0,

lim sup
n→∞

1

nd−1
logPn

[ ∑
i=1,...,q

∫
�

∣∣σ small
n (x, i)− (1− θ)/q∣∣dx � δ

]
=−∞.

Proof. –The proof is based on the observation that the i.i.d. coloring of the small
FK clusters (whose number is of volume order) will create fluctuations whose large
deviations behavior is close to volume order. We omit a full blown proof since it is a
straightforward adaptation of the proof of Lemma 7.10 in [15].✷

For i = 1, . . . , q, we set

Di
n =

⋃
C∈Cn,σ (C)=i

vor C.
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Notice that all the clusters belonging to the same FK cluster have necessarily the same
color. Thus, by the very definition of the sets vorCFK, CFK ∈ CFK

n , we have

Di
n =

⋃
CFK∈CFK

n , CFK⊆Din
vor CFK.

LEMMA 4.12. –For δ > 0,

lim sup
n→∞

1

nd−1
logPn

[ ∑
i=1,...,q

∫
Din

(∣∣σ large
n (x, i)− θ ∣∣

+ ∑
j=1,...,q
j �=i

σ large
n (x, j)

)
dx > δ

]
=−∞.

Proof. –We work with the(K = f (n),α = 2) renormalization process with block
variablesX(x ) given by the indicator function of the eventT (B ′( x ), f (n), δ)c. Suppose
thatX(x )= 0, i.e., the block is good. Letx ∈ B(x ). Then there exists exactly one large
clusterC such that d∞(x,C) � f (n) so thatx ∈ vorC and also toDσ(C)

n . This cluster
satisfies in addition ∣∣|C ∩'(x,f (n)/n)| − θf (n)d∣∣< δf (n)d
therefore|σ large

n (x, σ (C)) − θ | < δ and for eachj �= σ (C), σ large
n (x, j) = 0. We split

the regions of integrationDi
n into the blocksB(x ), x ∈ �n, and we use the previous

inequality to get ∑
i=1,...,q

∫
Din

(∣∣σ large
n (x, i)− θ ∣∣+ ∑

j=1,...,q
j �=i

σ large
n (x, j)

)
dx

� 2
(
f (n)/n

)d ∑
x∈�n

X(x )+ δLd(�)+Ld(� \�′
n).

By the estimate (16) the block process satisfies (18) withε = bexp(−cf (n)). The result
follows from Lemma 2.3. ✷

We next compare the random partitions(D1
n, . . . ,D

q
n) and(A0

n,A
1
n, . . . ,A

q
n).

LEMMA 4.13. –For anyδ > 0,

lim sup
n→∞

1

nd−1
logPn

[
Ld
(
A0
n

)+ ∑
i=1,...,q

distL1
(
Ain,D

i
n

)
� δ

]
=−∞.

Proof. –For ε > 0, we denote byDi
n(ε) the set of pointsx ∈Di

n for which∑
j=1,...,q
j �=i

(∣∣σ small
n (x, j)− (1− θ)/q∣∣+ σ large

n (x, j)
)

+ ∣∣σ small
n (x, i)− (1− θ)/q∣∣+ ∣∣σ large

n (x, i)− θ ∣∣< ε.
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If x belongs toDi
n(ε) then∣∣σn(x, i)− (θ + (1− θ)/q)∣∣< ε, ∀j �= i ∣∣σn(x, j)− (1− θ)/q∣∣< ε.

Therefore, forε small enough we haveDi
n(ε)⊆ Ain. SinceD1

n, . . . ,D
q
n is a partition of

�, we see that

Ld
(
A0
n

)+ ∑
i=1,...,q

distL1
(
Ain,D

i
n

)
� Ld

( ⋃
i=1,...,q

Di
n \Di

n(ε)

)
+ 2

∑
i=1,...,q

Ld
(
Di
n \Di

n(ε)
)
� 3

∑
i=1,...,q

Ld
(
Di
n \Di

n(ε)
)
.

Lemmas 4.11 and 4.12 yield that for anyδ > 0

lim sup
n→∞

1

nd−1
logPn

[ ∑
i=1,...,q

Ld
(
Di
n \Di

n(ε)
)
> δ

]
=−∞

which, together with the previous inequality, concludes the proof.✷
Lemmas 4.11–4.13 together yield the claim of Theorem 1.1.

4.5. Asymptotics of the conditioning event

In order to transfer the LDP from the FK model to the Potts model, we will need to
estimate the probability of the conditioning event. This is the purpose of the next lemma.

LEMMA 4.14. –Let F denote the set of the t-partitions such that no set touches
simultaneously two distinct boundary parts, i.e.,

F =
{
(A,T ) ∈ TP(�); ∀A ∈A

∑
1�i, j�q
i �=j

T (A, i)T (A, j)= 0
}
.

We have

lim
n→∞

1

nd−1
log�n

[
there is no connection between�in and�jn for i �= j, 1� i, j � q

]
=−min

F
I =− min

P(�,q)
I.

Remark. – Notice that the event estimated above is the absence of any open path
between boundary pieces, even of open paths of diameter less thanf (n). This event
cannot be expressed directly with the random t-partition(An,Tn).

Proof. –The final equality minF I = minP(�,q) I is proved in Lemma 1.7. We turn
now to the computation of the limit presented in the statement of the lemma. We first
prove that the setF is closed in(TP(�),Dist). Indeed, if(A,T ) ∈F , then there exists a
sequence(An,Tn)n∈N in F which converges to(A,T ). LetA belong toA. There exists
a sequence(An)n∈N such that for eachn ∈ N, An belongs toAn and

lim
n→∞ distL1(A,An)+

∑
i=1,...,q

2−i ∣∣Tn(An, i)− T (A, i)
∣∣= 0.
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Since(An,Tn) ∈ F , thenTn(An, i)Tn(An, j)= 0 for i, j ∈ {1, . . . , q}, i �= j . Sendingn
to ∞, we obtain thatT (A, i)T (A, j)= 0 for different colorsi, j , thus(A,T ) belongs
to F as claimed.

Our next observation is that̊F (the interior ofF ) can be written as

G =
{
(A,T ) ∈F; ∑

A∈A

∑
i=1,...,q

T (A, i)� q − 1
}
.

We prove first thatF̊ ⊆ G. Let (A,T ) ∈F be such that∑
A∈A

∑
i=1,...,q

T (A, i) < q − 1.

Then there exist two distinct colorsk, l such that
∑
A∈A T (A, k) + T (A, l) = 0. For

everyn large enough letBn be a ball of radius 1/n included in�. Let us define

An = {A \Bn;A ∈A} ∪ {Bn},
∀A ∈A Tn(A \Bn, ·)= T (A, ·),

∀j ∈ {1, . . . , q} Tn(Bn, j)=
{

1; j = k or j = l,
0; otherwise.

Clearly (An,Tn) /∈ F , however, Dist((A,T ), (An,Tn)) � 2Ld(Bn). Therefore
(An,Tn)n∈N is a sequence in TP(�) \ F converging towards(A,T ). Hence(A,T ) is
not in F̊ and thereforeF̊ ⊆ G.

To show the other inclusionG ⊂ F̊ we start by considering an element(A,T ) of G.
There exists at most one colori0 such that

∑
A∈A T (A, i0) = 0. For each colori �= i0

there exists a unique setAi ∈A such thatT (Ai, i)= 1. Pickε > 0 such that

ε <min
(
2−q , (1/2)min

i �=i0
Ld(Ai)

)
and let(A′,T ′) ∈ TP(�) be such that Dist((A,T ), (A′,T ′)) < ε. Necessarily, for each
color i �= i0 there exists a setA′

i ∈A′ satisfying

distL1(Ai,A
′
i)+

∑
j=1,...,q

2−j ∣∣T (Ai, j)− T (A′
i , j )

∣∣< ε.
The condition imposed onε guarantees that the setsA′

i , i �= i0, are distinct and also that,
if i �= i0, we haveT (Ai, j)= T (A′

i , j ) for each colorj . Since at most one set ofA′ can
touch any boundary piece, we conclude that(A′,T ′) ∈F and thereforeG ⊆ F̊ .

We show finally that

inf
{
I(A,T ); (A,T ) ∈ F̊

}= inf
{
I(A,T ); (A,T ) ∈F

}
.

Let (A,T ) ∈F \ F̊ . Then ∑
A∈A

∑
i=1,...,q

T (A, i) < q − 1.
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Let l = q −∑
A∈A

∑
i=1,...,q T (A, i) and leti1, . . . , il be thel distinct colors such that

∑
A∈A

(
T (A, i1)+ · · · + T (A, il)

)= 0.

Let B1(n), . . . ,Bl(n) be l disjoint balls of radius 1/n included in� (we assume thatn
is large enough) and let(An,Tn) be defined by

An = {
A \ (B1(n)∪ · · · ∪Bl(n));A ∈A

}∪ {B1(n), . . . ,Bl(n)
}
,

∀A ∈A Tn
(
A \ (B1(n)∪ · · · ∪Bl(n)), ·)= T (A, ·),

and for eachi = 1, . . . , q andj = 1, . . . , l

Tn
(
Bj(n), i

)={
1; i = ij ,
0; otherwise.

Then(An,Tn) belongs toF̊ . Moreover,

I(An,Tn)� I(A,T )+ l τmaxαd−1/n
d−1, Dist

(
(A,T ), (An,Tn)

)
� lαd/nd.

Sendingn to ∞ and taking the infimum over(A,T ) in F \ F̊ , we obtain the desired
inequality infF\F̊ I � infF̊ I .

Next, we claim that

F̊ ⊂ {
there is no connection between�in and�jn for i �= j, 1� i, j � q

}⊂F .

The second inclusion is straightforward. The first one stems from the fact that, on the
eventF̊ , there existq − 1 distinct FK clusters which are touching exactly one boundary
piece, therefore no cluster can touch simultaneously two boundary pieces. The claim
of the Lemma is obtained by applying the LDP principle for FK percolation stated in
Theorem 1.8

− inf
F̊

I � lim inf
n→∞

1

nd−1
log�n

[
F̊
]
� lim sup

n→∞
1

nd−1
log�n[F] � − inf

F
I

in conjunction with the fact that inf̊F I = infF I . ✷
4.6. Proof of the lower bound in Theorem 1.3 (Potts model)

Let �A= (A0, . . . ,Aq) be an element ofP(�,q) such thatI( �A) <∞. Let δ ∈ (0,1)
and letB1, . . . ,Bq beq disjoint balls of volumeδ/(8q2) included in� (we assume that
δ is sufficiently small). Fori = 1, . . . , q, we set

Ei =
(
Ai \ ⋃

j=1,...,q

Bj

)
∪Bi.

By Lemma 4.13, we have
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lim inf
n→∞

1

nd−1
logµn

[
distP

((
A0
n, . . . ,A

q
n

)
, �A)< δ]

� lim inf
n→∞

1

nd−1
logPn

[ ∑
i=1,...,q

distL1
(
Ai,Di

n

)
< δ/2

]

� lim inf
n→∞

1

nd−1
logPn

[ ∑
i=1,...,q

distL1

(
Ei,Di

n

)
< δ/4

]
.

Furthermore, recalling the definition ofDi
n, we observe that

Pn

[ ∑
i=1,...,q

distL1
(
Ei,Di

n

)
< δ/4

]
� Pn

[∃CFK
1 , . . . ,CFK

q ∈ CFK
n ∀i = 1, . . . , q σ

(
CFK
i

)= i and

distL1
(
vorCFK

i ,E
i
)
< δ/(8q)

]
� �n[Dist((An,Tn), (A,T )) < δ/(8q2q) and no connection between�1

n, . . . , �
q
n ]

�n[no connection between�1
n, . . . , �

q
n ] ,

where(A,T ) is the t-partition given byA= {E1, . . . ,Eq} and

T (Ei, j)=
{

1; j = i,
0; j �= i.

Suppose that the event{Dist((An,Tn), (A,T )) < δ/(8q2q )} occurs. Then there existq
disjoint FK clustersCFK

1 , . . . ,CFK
q such that∑

1�i�q
distL1

(
vorCFK

i ,E
i
)+ ∑

1�i�q

∑
1�j�q

2−j ∣∣Tn(vorCFK
i , j

)− T
(
Ei, j

)∣∣< δ/(8q2q
)
,

which implies thatTn(vorCFK
i , j ) = T (Ei, j) for all i, j = 1, . . . , q; in this situation,

there is one FK cluster touching each boundary piece (we added the ballsB1, . . . ,Bq to
ensure this) and each of these clusters touches exactly one boundary piece, so that there
is no connection between�1

n, . . . , �
q
n . Thus

Pn

[ ∑
i=1,...,q

distL1
(
Ei,Di

n

)
< δ/4

]
� �n[Dist((An,Tn), (A,T )) < δ/(8q2q )]
�n[no connection between�1

n, . . . , �
q
n ] .

SinceI(A,T )= I( �A), the LD lower bound of Theorem 1.8 and Lemma 4.14 yield that
for anyδ > 0,

lim inf
n→∞

1

nd−1
logµn

[
distP

((
A0
n, . . . ,A

q
n

)
, �A)< δ]� −I( �A)+ min

P(�,q)
I. ✷

4.7. Proof of the upper bound in Theorem 1.3 (Potts model)

Let E be a closed subset of(P (�,q), distP ). By Lemma 4.13, we need only to show
that
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lim sup
n→∞

1

nd−1
logPn

[(∅,D1
n, . . . ,D

q
n

) ∈ E
]
� − inf

{
I( �A); �A ∈ E

}+ min
P(�,q)

I.

Let E be the set of the elements(A,T ) of TP(�) such thatA can be partitioned inq
collections of setsA1, . . . ,Aq satisfying∑

i=1,...,q

∑
A∈Ai

∑
j=1,...,q
j �=i

T (A, j)= 0 and
(
∅, ⋃

A∈A1

A, . . . ,
⋃
A∈Aq

A

)
∈ E.

The definition ofD1
n, . . . ,D

q
n implies that

Pn

[(∅,D1
n, . . . ,D

q
n

) ∈ E
]
���↔

n [(An,Tn) ∈ E]
� �n[(An,Tn) ∈ E]
�n[no connection between�1

n, . . . , �
q
n ] .

LEMMA 4.15. –The setE is a closed subset of(TP(�),Dist).

Proof. –Let (A′
n,T ′

n)n∈N be a sequence inE converging towards an element(A′,T ′) ∈
TP(�). Let ((A′(i), T ′(i, ·)), i ∈ N), ((A′

n(i), T
′
n(i, ·)), i ∈ N)n∈N be arrangements of

(A′,T ′) and(A′
n,T ′

n)n∈N such that

∑
i∈N

(
distL1

(
A′(i),A′

n(i)
)+ ∑

j=1,...,q

2−j ∣∣T ′(i, j)− T ′
n(i, j)

∣∣)
converges to 0 asn→∞. By the definition ofE , for eachn ∈ N, there existq disjoint
sets of indicesI ′1,n, . . . , I ′q,n such that

(i)
∑

i=1,...,q

∑
j∈I ′

i,n

∑
k=1,...,q
k �=i

T ′
n(j, k)= 0,

(ii)
⋃

i=1,...,q

I ′i,n =
{
j ∈ N;A′

n(j) �= ∅},
(iii )

(
∅, ⋃

j∈I ′1,n
A′
n(j), . . . ,

⋃
j∈I ′q,n

A′
n(j)

)
∈ E.

Let φn :N →{0,1, . . . , q} be defined by

φn(j)=
{
i; j ∈ I ′i,n, i = 1, . . . , q,

0; otherwise.

By passing to a subsequence if necessary, we can assume that the limit

lim
n→∞φn(j)= φ(j) ∈ {0, . . . , q}

exists forj ∈ N. Obviously,φ(j) �= 0 wheneverA′(j) �= 0. We set fori = 1, . . . , q

I ′i =
{
j ∈ N;A′(j) �= ∅, φ(j)= i}.
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LetM ∈ N be fixed. We have for each colori, limn→∞(I ′i \ I ′i,n)∩ {1, . . . ,M} = ∅. Since

∀n ∈ N
∑

i=1,...,q

∑
j∈I ′

i,n

j�M

∑
k=1,...,q
k �=i

T ′
n(j, k)= 0

sending successivelyn andM to ∞, we get∑
i=1,...,q

∑
j∈I ′

i

∑
k=1,...,q
k �=i

T ′(j, k)= 0.

LetM ∈ N be fixed. Forn large enough, so that
⋃

1�i�q(I
′
i \ I ′i,n)∩ {1, . . . ,M} = ∅, we

have

distP

((
∅, ⋃

j∈I ′1,n
A′
n(j), . . . ,

⋃
j∈I ′q,n

A′
n(j)

)
,

(
∅, ⋃

j∈I ′1
A′(j), . . . ,

⋃
j∈I ′q

A′(j)
))

�
∑

j�M,A′(j) �=∅
distL1

(
A′(j),A′

n(j)
)+ ∑

j�M,A′(j)=∅
Ld
(
A′
n(j)

)
+ ∑
j>M

2Ld
(
A′(j)

)+ ∑
j>M

distL1

(
A′(j),A′

n(j)
)
.

Sending successivelyn andM to ∞ and using the fact thatE is closed, we see that(
∅, ⋃

j∈I ′1
A′(j), . . . ,

⋃
j∈I ′q

A′(j)
)

is in E. Considering the partition ofA′ in the q collectionsA′i = {A′(j), j ∈ I ′i },
1� i � q, we conclude that(A′,T ′) is still in E . ✷

We finally finish the proof of the upper bound in Theorem 1.3. We have

lim sup
n→∞

1

nd−1
logPn

[(∅,D1
n, . . . ,D

q
n

) ∈ E
]

� lim sup
n→∞

1

nd−1
log�n[(An,Tn) ∈ E]

− lim inf
n→∞

1

nd−1
log�n

[
no connection between�1

n, . . . , �
q
n

]
.

SinceE is closed by Lemma 4.15, the large deviations upper bound of Theorem 1.8 and
Lemma 4.14 yield

lim sup
n→∞

1

nd−1
logPn

[(∅,D1
n, . . . ,D

q
n

) ∈ E
]
� − inf

{
I(A,T ); (A,T ) ∈ E

}+ min
P(�,q)

I.

For any(A,T ) in E , denoting byA1, . . . ,Aq the associated partition ofA and by �A
the corresponding phase partition, that is,�A = (∅,⋃A∈A1A, . . . ,

⋃
A∈Aq A), we have

I(A,T )� I( �A). Therefore,

− inf
{
I(A,T ); (A,T ) ∈ E

}
� − inf

{
I( �A); �A ∈ E

}
and we are done. ✷
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Appendix A

We recall here some facts concerning the class of the sets of finite perimeter,
introduced initially by Caccioppoli and subsequently developed by De Giorgi (see [19,
20,24,26,28,41,54]). The perimeter of a Borel setE of R

d is defined as

P(E)= sup
{∫
E

divf (x)dx: f ∈C∞
0

(
R
d,B(1)

)}
,

whereC∞
0 (R

d,B(1)) is the set of the compactly supportedC∞ vector functions from
R
d to the unit ballB(1) and div is the usual divergence operator. The setE is of finite

perimeter ifP(E) is finite. A setE is a Caccioppoli set if it is locally of finite perimeter.
In this paper, we deal with bounded sets, hence we need only to consider sets of finite
perimeter. A setE has finite perimeter if and only if its characteristic functionχE is a
function of bounded variation. The distributional derivative∇χE of χE is then a vector
Radon measure andP(E) = ‖∇χE‖(Rd), where‖∇χE‖ is the total variation measure
of ∇χE . The perimeterP is l.s.c. on the space(B(Rd),distL1).

Compactness property of sets of finite perimeter. For every bounded domainU
and everyλ > 0, the set{E ∈ B(U): P(E)� λ} is compact for the metric distL1.

This result is stated in this precise form in [20], Teorema 2.4, or [19], Teorema I. It
is also an immediate consequence of the compactness theorem stated in [41], Chapter 2,
p. 70. Modern presentations are formulated through functions of bounded variations:
if O is an open bounded domain with sufficiently regular boundary (sayC1), then
a set of functions inL1(O) uniformly bounded in BV-norm is relatively compact in
L1(O) (see any of the following references: [24], Section 5.2.3, [28], Theorem 1.19,
[54], Corollary 5.3.4). To deduce the compactness result on sets of finite perimeter, we
choose an open bounded domainO with regular boundary containingU in its interior.
We embedB(U) in L1(O) by associating to a Borel setE its characteristic functionχE
and we simply remark that the set{χE;E ∈ B(U)} is a closed subset ofL1(O).

Let E be a set of finite perimeter. Its reduced boundary∂∗E consists of the pointsx
such that

• ‖∇χE‖(B(x, r)) > 0 for anyr > 0,
• if νr(x) = −∇χE(B(x, r))/‖∇χE‖(B(x, r)) then, asr goes to 0,νr(x) converges

towards a limitνE(x) such that|νE(x)|2 = 1.
The reduced boundary∂∗E is countably(d − 1)-rectifiable, that is∂∗E ⊂N ∪⋃i∈NMi

whereHd−1(N)= 0 and eachMi is a (d − 1)-dimensional embeddedC1 submanifold
of R

d . For a pointx belonging to∂∗E, the vectorνE(x) is called the generalized exterior
normal toE at x. A unit vectorν is called the measure theoretic exterior normal toE
atx if

lim
r→0

r−dLd
(
B−(x, r, ν) \E)= 0, lim

r→0
r−dLd

(
B+(x, r, ν) ∩E)= 0.

At each pointx of the reduced boundary∂∗E ofE, the generalized exterior normalνE(x)
is also the measure theoretic exterior normal toE at x. The mapx ∈ ∂∗E �→ νE(x) ∈
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Sd−1 is ‖∇χE‖ measurable. For any Borel setA of R
d ,

‖∇χE‖(A)=Hd−1(A∩ ∂∗E), ∇χE(A)=
∫

A∩∂∗E
−νE(x)Hd−1(dx).

We next apply the Besicovitch derivation Theorem [11] (for a quick proof, see for
example [8]) to the measure‖∇χE‖.

THEOREM A.1. – Let f : ∂∗E �→ R be a‖∇χE‖ measurable bounded function. For
Hd−1 almost allx in ∂∗E,

lim
r→0

(
αd−1r

d−1)−1
∫

B(x,r)∩∂∗E
f (y)dHd−1(y)= f (x).

For any vector functionf in C1
0(R

d,Rd), any Caccioppoli setE, by the generalized
Gauss–Green Theorem,∫

E

divf (x)dx =
∫
∂∗E

f (x) · νE(x)Hd−1(dx).

The isoperimetric inequality. There exists a positive constantciso depending on the
dimension only such that, for any Borel setE in R

d having finite Lebesgue measure,

Ld(E)� cisoP(E)d/d−1

The Vitali covering Theorem for Hd−1 (see for instance [25], Theorem 1.10). LetE
be a Borel subset ofRd . A collection of setsU is called a Vitali class forE if for eachx
in E andδ positive there exists a setU in U containingx such that 0< diam2U < δ.

THEOREM A.2. – Let E be an Hd−1-measurable subset ofRd and let U be a
Vitali class of closed sets forE. Then we may select a(countable) disjoint sequence
(Ui)i∈I from U such that either

∑
i∈I (diamUi)d−1 = ∞ or Hd−1(E \ ⋃i∈I Ui) =

0. If Hd−1(E) < ∞ then, given ε > 0, we may also require thatHd−1(E) �
αd−12−d+1∑

i∈I (diam2Ui)
d−1 + ε.

The Minkowski content (see [26], 3.2.36). The(d − 1)-dimensional Minkowski
content of a subsetE of R

d is equal to the limit, if it exists,

lim
r→0

1

2r
Ld
({
x ∈ R

d : d2(x,E) < r
})
.

WheneverE is (d − 1)-rectifiable (i.e. there exists a Lipschitz function mapping some
bounded subset ofRd−1 ontoE) and closed, the Minkowski content ofE is equal to
Hd−1(E) (see [26], Theorem 3.2.39).

THEOREM A.3 (Strong approximation of sets of finite perimeter [50]). –LetO be an
open set inRd (d � 2). LetE ⊂O be a set of finite perimeter inO and letε be positive.
There exists a setL⊆O of finite perimeter inO such that:
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(a) O ∩ ∂L is included in a finite union ofC1 hypersurfaces,
(b) L⊆ V2(E, ε), O \L⊆ V2(O \E,ε),
(c) Ld(O ∩ (E+L)) < ε, Hd−1(O ∩ (∂∗E+∂L)) < ε.

More precisely, there exists a compact setC in O, a C1 functionf :Rd �→ R and open
setsV,B andG in O such that, settingF = {x ∈O: f (x)� 0}:

C ⊂O ∩ ∂∗E, Hd−1(O ∩ ∂∗E \C) < ε,
∀x ∈ C f (x)= 0, νE(x)= νF (x)=−df (x),

C ⊂ V ⊂ {x ∈O: df (x) �= 0},
V ∩ ∂∗F = V ∩ ∂F = {x ∈ V : f (x)= 0}, which is aC1 hypersurface,

Ld(V ) < ε, Hd−1(∂F ∩ (V \C))< ε,
C ⊂ B ⊂ V, B is a finite union of open cubes,

O ∩ ∂G is aC∞ hypersurface,

the setL= (F ∩ B̄)∪ (G∩O \B) satisfies(a), (b), (c).

LEMMA A.4. –Let � be an hypersurface(that is a C1 submanifold ofRd of
codimension1) and letK be a compact subset of�. There exists a positiveM =
M(�,K) such that:

∀ε > 0 ∃ r > 0 ∀x, y ∈K |x − y|2 � r ⇒ d2
(
y, tan(�, x)

)
�Mε|x − y|2

(tan(�, x) is the tangent hyperplane of� at x).

Proof. –By a standard compactness argument, it is enough to prove the following
local property:

∀x ∈ � ∃M(x) > 0 ∀ε > 0 ∃ r(x, ε) > 0 ∀y, z ∈ � ∩B(x, r(x, ε))
d2
(
y, tan(�, z)

)
�M(x) ε |y − z|2.

Indeed, if this property holds, we coverK by the open balls̊B(x, r(x, ε)/2), x ∈K , we
extract a finite subcovering̊B(xi, r(xi, ε)/2), 1� i � k, and we set

M = max
{
M(xi): 1� i � k

}
, r = min

{
r(xi , ε)/2: 1� i � k

}
.

Let now y, z belong toK with |y − z|2 � r . Let i be such thaty belongs to
B(xi, r(xi, ε)/2). Sincer � r(xi, ε)/2, then bothy, z belong to the ballB(xi, r(xi, ε))
and it follows thatd2(y, tan(�, z))�M(xi) ε |y − z|2 �M ε |y − z|2.

We turn now to the proof of the above local property. Since� is an hypersurface, for
anyx in � there exists a neighborhoodV of x in R

d , a diffeomorphismf :V �→ R
d of

classC1 and a(d−1)-dimensional vector spaceZ of R
d such thatZ∩f (V )= f (�∩V )

(see for instance [26], 3.1.19). LetA be a compact neighborhood ofx included inV .
Since f is a diffeomorphism, the mapsy ∈ A �→ df (y) ∈ End(Rd), u ∈ f (A) �→
df −1(u) ∈ End(Rd) are continuous. Therefore they are bounded:

∃M > 0 ∀y ∈A ‖df (y)‖ �M, ∀u ∈ f (A) ∥∥df −1(u)
∥∥�M
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(here‖df (x)‖ = sup{|df (x)(y)|2: |y|2 � 1} is the standard operator norm in End(Rd)).
Sincef (A) is compact, the differential map df −1 is uniformly continuous onf (A):

∀ε > 0 ∃δ > 0 ∀u, v ∈ f (A) |u− v|2 � δ ⇒ ∥∥df −1(u)− df −1(v)
∥∥� ε.

Let ε be positive and letδ be associated toε as above. Letρ be positive and small
enough so thatρ < δ/2 andB(f (x), ρ)⊂ f (A) (sincef is aC1 diffeomorphism,f (A)
is a neighborhood off (x)). Let r be such that 0< r < ρ/M andB(x, r)⊂A. We claim
thatM associated tox and r associated toε, x answer the problem. Lety, z belong
to � ∩B(x, r). Since[y, z] ⊂ B(x, r)⊂A, and||df (ζ )|| �M onA, then

|f (y)− f (x)|2 �M|y − x|2 �Mr < ρ, |f (z)− f (x)|2< ρ,
|f (y)− f (z)|2< δ, |f (y)− f (z)|2<M|y − z|2.

We apply next a classical lemma of differential calculus (see [37], I, 4, Corollary 2) to
the mapf −1 and the interval[f (z), f (y)] (which is included inB(f (x), ρ) ⊂ f (A))
and the pointf (z):∣∣y − z− df −1(f (z))(f (y)− f (z))∣∣2

� |f (y)− f (z)|2 sup
{∥∥df −1(ζ )− df −1(f (z))∥∥: ζ ∈ [f (z), f (y)]}.

The right-hand member is less thanM|y − z|2ε. Sincez+ df −1(f (z))(f (y)− f (z))
belongs to tan(�, z), we are done. ✷
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