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ABSTRACT. — In this paper we prove the following inequality: Let \( \{ x_i \} \) be an arbitrary sequence of random variables. Then there exists a \( \sigma \)-field \( \mathcal{G} \), and a \( \mathcal{G} \)-conditionally independent sequence \( \{ y_i \} \) tangent (in particular, \( y_i \) has the same distribution as \( x_i \) for all \( i \)) such that for all \( \lambda \),

\[
\mathbb{E} \exp \left( \lambda \sum_{i=1}^{n} x_i \right) \leq \sqrt{\mathbb{E} \exp \left( 2\lambda \sum_{i=1}^{n} y_i \right)}. \tag{\*}
\]

As application of the above we show that the tail behaviour of \( \sum_{i=1}^{n} y_i \) controls the tail behaviour of \( \sum_{i=1}^{n} x_i \) whenever the conditionally independent sequence is sub-Gaussian. Furthermore, by considering \( \lambda \) as a random variable independent of \( \{ x_i \}, \{ y_i \} \) we show that (\*) implies several new decoupling inequalities including a new result for \( l_2 \) valued random variables. Making the theory of decoupling available to the mainstream of statistics we give several examples where the conditionally independent

\( A.M.S. \) Classification: 60 E 15, 60G 40, 60 G 50, 60 G 42.
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sequence can be identified, and introduce conditionally independent sampling as an alternative sampling scheme to sampling without replacement from finite populations.
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**Résumé.** — Nous établissons l’inégalité suivante : Soit \( \{ x_i \} \) une suite arbitraire de variables aléatoires. Alors, il existe une tribu \( \mathcal{G} \) et une suite de variables aléatoires \( \{ y_i \} \) \( \mathcal{G} \)-conditionnellement indépendante, tangente à \( \{ x_i \} \) (en particulier, \( y_i \) a la même loi que \( x_i \) pour tout \( i \)) telle que pour tout \( \lambda \):

\[
(\ast) \quad \mathbb{E} \exp \left( \lambda \sum_{i=1}^{n} x_i \right) \leq \sqrt{\mathbb{E} \exp \left( 2\lambda \sum_{i=1}^{n} y_i \right)}.
\]

Comme application de (\( \ast \)), nous montrons que dès que \( \{ y_i \} \) est « sous-gaussienne », le comportement de la queue de \( \sum_{i=1}^{n} y_i \) contrôle celui de \( \sum_{i=1}^{n} x_i \). Par ailleurs, nous obtenons grace à (\( \ast \)) plusieurs nouvelles inégalités de découplage et notamment un nouveau résultat pour des variables aléatoires aux valeurs de \( L_2 \). Afin de rendre la théorie du découplage utile pour les statistiques, nous donnons plusieurs exemples où la suite conditionnellement indépendante peut être identifiée et nous introduisons les échantillons conditionnellement indépendants comme une alternative possible des échantillons sans remise à partir d’une population finie.

---

**0. INTRODUCTION**

In this paper we introduce several inequalities comparing functionals of arbitrary random variables to functionals of conditionally independent random variables. In particular, we present a new inequality for the moment generating function of an arbitrary sum of real dependent variables. We use this inequality to make a study on the tail behaviour of sums of arbitrary random variables. We also show how to turn the above inequality into a machine for generating decoupling inequalities (to be defined later) by the use of the Laplace transform and other transforms.
As a statistical application, we introduce a new sampling scheme which we call conditionally independent sampling as an alternate sampling scheme to simple random sampling without replacement.

A decoupling inequality typically aims at making comparisons between two processes one of which may have a simpler dependency structure. This type of inequality has proven to be a useful tool in solving important problems from various areas of probability and statistics. An early result of D. L. Burkholder and T. R. McConnell (see Lemma 1 of Burkholder [2]) dealing with problems involving martingale transforms of a Rademacher sequence has been important in the study of integral operators on Lebesgue-Bochner spaces. A second early paper of Jacod [11] dealt with the use of decoupling in extending the theory of semimartingales. Of special importance is the work on multilinear forms of independent random variables of McConnell and Taqqu [21] which inspired much of the initial work on decoupling inequalities. In the area of stochastic integration the results in McConnell [23], Krakowiak and Szulga [16], Kwapien and Woyczyński [18] and Kallenberg and Szulga [13] have had an important influence. The theory of sequential analysis has benefited from the works of Klass [14,15] and de la Peña [6]. In those papers, they provide generalizations of Wald’s lemma for randomly stopped sums of independent variables. The general theory of martingales was advanced as a result of the development of best possible $L_p$ bounds for martingales as given in de la Peña [4]. In the area of theoretical statistics, de la Peña [5] contains a decoupling result for U-statistics (more generally U-processes) which as an application gives a new symmetrization inequality for U-processes. This symmetrization inequality was used by Arcones and Giné [1] as a key tool in developing the general theory of U-processes. They used it (among other things) to obtain exponential and Bernstein’s type inequalities for U-statistics.

The results on decoupling inequalities in Zinn [24] and Hitczenko [7] provided a solid foundation for the theory of decoupling by introducing fairly general results that are readily applicable. Their results consist of decoupling inequalities showing that the $L_p$ norms of two tangent processes are equivalent in several instances (see Definition 1 below). The theory was further advanced by the tail probability comparison results for tangent sequences of Kwapien and Woyczyński [18], [19], later generalized by Kwapien and Woyczyński [20] and de la Peña [6]. These results allow for tail comparisons such as Lenglart-type and Good-Lambda inequalities. Kwapien [17] and Kwapien and Woyczyński [20] include several general results including strict decoupling inequalities for the tail probabilities of quadratic forms of independent symmetric variables and certain multilinear forms.

It is to be remarked that the known results (previous to our own) did not include general exponential decoupling inequalities, which as in the
case of [1] have been shown to be useful tools in applications. As a
continuation of our previous work this paper presents new exponential
decoupling inequalities for sums of arbitrarily dependent random variables.
It is important to observe that “The Principle of Conditioning” introduced
in Jakubowski [12] is closely related to decoupling ideas and has inspired
our present work on decoupling inequalities.

We start by introducing some relevant examples in particular an example
dealing with simple random sampling without replacement.

1. DEFINITIONS AND EXAMPLES

DEFINITION 1. Let \( \{x_i\}, \{y_i\} \) be two sequences of random variables
adapted to an increasing sequence of \( \sigma \)-fields \( \{\mathcal{F}_i\} \). Then \( \{x_i\} \) is said to
be tangent to \( \{y_i\} \) if for all \( i \), \( \mathcal{L}(x_i | \mathcal{F}_{i-1}) = \mathcal{L}(y_i | \mathcal{F}_{i-1}) \), were \( \mathcal{L}(x_i) \)
stands for the probability law of \( x_i \).

DEFINITION 2. A sequence of random variables \( \{x_i\} \) is said to be
conditionally symmetric if \( x_i \) is tangent to \( -x_i \) for all \( i \).

DEFINITION 3. A sequence \( \{y_i\} \) of random variables adapted to an
increasing sequence of \( \sigma \)-field \( \{\mathcal{F}_i\} \) contained in \( \mathcal{F} \) is said to be conditionally
independent (CI) if there exists a \( \sigma \)-algebra \( \mathcal{G} \) contained in \( \mathcal{F} \) such
that \( \{y_i\} \) is conditionally independent given \( \mathcal{G} \) and \( \mathcal{L}(y_i | \mathcal{F}_{i-1}) = \mathcal{L}(y_i | \mathcal{G}) \).

DEFINITION 4. Let \( \{x_i\} \) be an arbitrary sequence of random variables,
then a conditionally independent sequence \( \{y_i\} \) which is also tangent to
\( \{x_i\} \) will be called a decoupled version of \( \{x_i\} \).

A key result in the area of decoupling inequalities, which will be used
extensively in this paper was introduced in Kwapien and Woyczyński [18]
(see also Jakubowski [12]). We state it as a proposition.

PROPOSITION 1. For any sequence of random variables \( \{x_i\} \) one can
find a decoupled sequence \( \{y_i\} \) (on a possibly enlarged probability space)
which is tangent to the original sequence and in addition conditionally
independent given a master \( \sigma \) field \( \mathcal{G} \). Frequently \( \mathcal{G} = \sigma(\{x_i\}) \). Details of
this result may also be found in Hítczenko [8].

One approach for constructing a conditionally independent sequence is
to proceed sequencially. Assuming that at the \( j \)-th stage in the sampling
process producing \( \{x_i\} \) it is possible to obtain a conditionally independent
copy \( y_j \) of \( x_j \) given \( x_1, \ldots, x_{j-1} \). The following diagram illustrates the
idea.
Let $y_1$ be an independent copy of $x_1$. For each $j \geq 2$,
\[
x_1 \to x_2 \to x_3 \to x_4 \to \ldots \to x_{j-1} \to x_j
\]
\[
y_1 \to y_2 \to y_3 \to y_4 \to \ldots \to y_{j-1} \to y_j.
\]
At the $j$-th stage, given $\{x_1, \ldots, x_{j-1}\}$, $x_j$ and $y_j$ are drawn from independent repetitions of the same random mechanism.

In what follows we present three examples identifying a decoupled version for several discrete time processes. In particular Example 1 shows how to obtain conditionally independent processes tangent to randomly stopped sums, U-statistics, quadratic forms and martingale transforms of independent variables.

**Example 1.** Let $\{z_i\}$ be a sequence of independent variables. Let $\{\tilde{z}_i\}$ be an independent copy of $\{z_i\}$. Take measurable functions $\{f_j\}$ from $\mathbb{R}^j \to \mathbb{R}$. Then, $f_j(z_1, \ldots, z_{j-1}; z_j)$ is tangent to $f_j(z_1, \ldots, z_{j-1}; \tilde{z}_j)$ with $\mathcal{F}_n = \sigma(z_1, \ldots, z_n; \tilde{z}_1, \ldots, \tilde{z}_n)$. The results to be introduced in this paper, can be used to compare $\sum_{j=1}^n f_j(z_1, \ldots, z_{j-1}; z_j)$ to $\sum_{j=1}^n f_j(z_1, \ldots, z_{j-1}; \tilde{z}_j)$ which is a sum of conditionally independent variables given $\mathcal{F} = \sigma(z_1, z_2, \ldots)$. In particular, the case of U-statistics with kernel $f$ can be obtained by taking $f_j(z_1, \ldots, z_{j-1}; z_j) = \sum_{i=1}^{j-1} f(z_i, z_j)$. By letting
\[
f_j(z_1, \ldots, z_{j-1}; z_j) = \sum_{i=1}^{j-1} a_{ij} z_i z_j
\]
for some constants $\{a_{ij}\}$ one gets quadratic forms. In this case it is possible to compare the quadratic form
\[
\sum_{j=2}^n \left( \sum_{i=1}^{j-1} a_{ij} z_i \right) z_j
\]
with
\[
\sum_{j=2}^n \left( \sum_{i=1}^{j-1} a_{ij} \tilde{z}_i \right) \tilde{z}_j.
\]
In the case of martingale transforms of independent variables take
\[
f_j(z_1, \ldots, z_{j-1}; z_j) = v_{j-1}(z_1, \ldots, z_{j-1}) z_j,
\]
for mean zero $z_j$'s and measurable $v_j$'s. We can also deal with randomly stopped sums of independent variables by letting $f_j(z_1, \ldots, z_{j-1}; z_j) = z_j 1(T \geq j)$ for $T$ a stopping time on the sequence $\{z_i\}$. Then
\[
\sum_{i=1}^T z_i = \sum_{i=1}^T z_i 1(T \geq i),
\]
and by using decoupling one could compare $\sum_{i=1}^T z_i$ to $\sum_{i=1}^T \tilde{z}_i$.

The next example shows the importance of decoupling in the study of simple random sampling without replacement from finite populations. To do this conditionally independent sampling is introduced and compared to
simple random sampling without replacement. For convenience, the notation for random variables and their associated sample values is the same.

**Example 2.** Consider drawing a sample of size \( n \) from a box with \( N \) balls \( \{b_1, \ldots, b_N\} \), \( n \leq N < \infty \). The sequence \( \{x_i\}_{i=1}^n \) will represent a sample without replacement \( \{y_i\}_{i=1}^n \) a conditionally independent sample and \( \{z_i\}_{i=1}^n \) a sample with replacement. In obtaining a conditionally independent sequence proceed as follows. At the \( i \)-th stage of a simple random sample without replacement both \( x_i \) and \( y_i \) are obtained by sampling uniformly from \( \{b_1, \ldots, b_N\} \setminus \{x_1, \ldots, x_{i-1}\} \). This may be attained by randomization if \( N \) is known or by selectively returning balls to the box after sampling if \( N \) is unknown. More precisely, we can obtain both sequences in the following way: at the \( i \)-th stage at first we draw \( y_i \), return the ball, then draw \( x_i \) and put the ball aside. It is easy to see that the above procedure will make \( \{y_i\}_{i=1}^n \) tangent to \( \{x_i\}_{i=1}^n \) with \( \mathcal{F}_n = \sigma(x_1, \ldots, x_n, y_1, \ldots, y_n) \) (see Definition 1). Moreover, \( \{y_i\}_{i=1}^n \) is conditionally independent given \( \mathcal{G} = \sigma(x_1, \ldots, x_n) \).

The results of this paper (Corollary 1) could be compared with those of Hoeffding [10]. In that paper it is proved that if \( \{x_i\} \) is obtained from simple random sampling without replacement and \( \{z_i\} \) from simple random sampling with replacement from the same finite population, then for any continuous and convex function \( \Psi \), the inequality

\[
E \Psi \left( \sum_{i=1}^n x_i \right) \leq E \Psi \left( \sum_{i=1}^n z_i \right)
\]

holds. This result has been extensively applied in making inferences about simple random sampling without replacement by using simple random sampling with replacement.

**Example 3.** In this example we provide a conditionally independent sequence to an auto regressive model. Let \( x_0 = 0 \) and for all \( i \geq 1 \), \( x_i = \theta x_{i-1} + \varepsilon_i \) where \( |\theta| < 1 \) and \( \varepsilon_i \) is a sequence of i.i.d., mean zero random variables. Then, a conditionally independent sequence tangent to \( \{x_i\} \) is \( \{y_i\} \) where for each \( i \), \( y_i = \theta x_{i-1} + \varepsilon_i \) with \( \{\varepsilon_i\} \) an independent copy of \( \{\varepsilon_i\} \).

It follows from the theory of decoupling that conditionally independent sequences share several properties with the originating sequence. In particular, for any two tangent sequences \( \{x_i\} \) and \( \{y_i\} \) of non-negative or conditionally symmetric real random variables, there exists constants \( 0 < A_p, B_p < \infty \) (depending on \( p \) only) such that

\[
A_p E \max_{m \leq n} |y_1 + \ldots + y_m|^p \leq E \max_{m \leq n} |x_1 + \ldots + x_m|^p \leq B_p E \max_{m \leq n} |y_1 + \ldots + y_n|^p
\]

for all \( p > 0 \) (see Hitczenko [7]).

In Section 2 we introduce a series of new decoupling inequalities.
The results to be introduced in this section are useful in comparing any two \textit{tangent} sequences when one of them is \textit{conditionally independent}. From Proposition 1, our comparisons serve as bounds for functionals of arbitrary real random variables. The following key result was developed with some input from M. Klass. Its proof involves the use of martingale theory and the properties of \textit{conditionally independent sequences}. For the sake of clarity, we state the result in two parts A and B.

\textbf{Theorem 1 A.} – Let \( \{x_i\} \) be a sequence of positive variables. Then, there exists a \( \sigma \)-field \( G \) and a \( G \)-conditionally independent sequence \( \{y_i\} \), tangent to \( \{x_i\} \) such that,

\[
E \left( \prod_{i=1}^{n} x_i \right)^{1/2} \geq \left( E \prod_{i=1}^{n} y_i \right)^{1/2}.
\]

\textbf{Theorem 1 B.} – Let \( \{x_i\} \) be a sequence of positive variables. Let \( G \) be a \( \sigma \)-field. Then, for any \( G \)-conditionally independent sequence \( \{y_i\} \), tangent to \( \{x_i\} \) one has,

\[
E \left( \prod_{i=1}^{n} x_i \right)^{1/2} \leq \left( E \prod_{i=1}^{n} y_i \right)^{1/2}.
\]

[Recall that \( G \) may be taken to equal \( \sigma(\{X_i\}) \).]

\textit{Proof.} – From Proposition 1, it follows that for any sequence \( \{x_i\} \) one can find a tangent sequence \( \{y_i\} \) where \( \{y_i\} \) is \textit{conditionally independent} given a master \( \sigma \)-field \( G \). Let \( \mathcal{F}_i \) be the \( \sigma \)-field generated by \( \{x_1, \ldots, x_i, y_1, \ldots, y_i\} \) it is easy to see that,

\[
E \prod_{i=1}^{n} x_i = 1. \quad (2.1)
\]

Also, since \( \{y_i\} \) is tangent to \( \{x_i\} \) and \textit{conditionally independent} given \( G \),

\[
E(x_i|\mathcal{F}_{i-1}) = E(y_i|\mathcal{F}_{i-1}) = E(y_i|G). \quad (2.2)
\]
Hence,
\[
E\left( \prod_{i=1}^{n} x_i \right)^{1/2}
\]
\[
= E\left( \prod_{i=1}^{n} x_i \right)^{1/2} \times \frac{\left( \prod_{i=1}^{n} E(x_i | \mathcal{F}_{i-1}) \right)^{1/2}}{\left( \prod_{i=1}^{n} E(x_i | \mathcal{F}_{i-1}) \right)^{1/2}}
\]
\[
= E\left( \prod_{i=1}^{n} x_i \right)^{1/2} \times \left( \prod_{i=1}^{n} E(x_i | \mathcal{F}_{i-1}) \right)^{1/2}
\]
\[
\leq \left( E\left( \prod_{i=1}^{n} x_i \right) \right)^{1/2} \times \left( E\prod_{i=1}^{n} E(x_i | \mathcal{F}_{i-1}) \right)^{1/2} \quad (by \ Hölder's \ Inequality)
\]
\[
= \left( E\prod_{i=1}^{n} E(x_i | \mathcal{F}_{i-1}) \right)^{1/2} \quad (from \ (2.1))
\]
\[
= \left( E\prod_{i=1}^{n} E(y_i | \mathcal{G}) \right)^{1/2} \quad (from \ (2.2))
\]
\[
= \left( E\left( E\left( \prod_{i=1}^{n} y_i | \mathcal{G} \right) \right) \right)^{1/2} \quad (since \ \{y_i\} \ is \ \mathcal{G} \ \text{conditionally \ independant})
\]
\[
= \left( E\prod_{i=1}^{n} y_i \right)^{1/2}
\]

The above result is sharp. To see this, take \( x, \tilde{x} \) to be i.i.d. with \( P(x = 1) = P(x = 0) = 1/2 \). Then, one can see that for \( x_1 = x, x_2 = \tilde{x} \) and \( y_1 = \tilde{y}, y_2 = x \) one has \( E_x = E \tilde{x} = E x \), \( x_2 \leq \sqrt{E(y_1 y_2)^2} = E x \) by independence. This example is due to P. Hitczenko [9].

In the sequel, most of the results could be stated in two parts. For conciseness we state them in the form of Theorem 1 A.

Among the corollaries to Theorem 1, we start with the following exponential inequality comparing the moment generating function of an arbitrary sequence to that of a conditionally independent sequence.
Corollary 1. Let \( \{ x_i \} \) be an arbitrary sequence of random variables. Then, there exists a \( \sigma \)-field \( \mathcal{G} \) and a \( \mathcal{G} \)-conditionally independent sequence \( \{ y_i \} \), tangent to \( \{ x_i \} \) such that, for all finite \( \lambda \),
\[
E \exp \left( \frac{\lambda}{\sqrt{2}} \sum_{i=1}^{n} x_i \right) \leq E \exp \left( \frac{\lambda}{\sqrt{2}} \sum_{i=1}^{n} y_i \right).
\] (2.3)

Note that if the \( y_i \)'s are mean zero, the \( \sqrt{.} \) symbol may be removed.

Corollary 2. Under the assumptions of Corollary 1,
\[
E \exp \left( \lambda \sum_{i=1}^{n} x_i \right) \leq 2 \sqrt{E \exp \left( \frac{\lambda}{\sqrt{2}} \sum_{i=1}^{n} y_i \right)}.
\] (2.4)

Tail probability comparisons of minimums are possible as shown next.

Corollary 3. Let \( \{ D_i \} \) be a sequence of arbitrary sets adapted to an increasing sequence of \( \sigma \)-fields, \( \mathcal{F}_i \). Then, there exists a sequence \( \{ E_i \} \) of sets tangent to \( \{ D_i \} \) moreover, \( \{ E_i \} \) is \( \mathcal{G} \)-conditionally independent given a \( \sigma \)-field \( \mathcal{G} \) and the following inequality holds,
\[
P \left( \bigcap_{i=1}^{n} D_i \right) \leq P \left( \bigcap_{i=1}^{n} E_i \right)^{1/2}.
\]

By letting \( D_i = \{ x_i > t \} \) and \( E_i = \{ y_i > t \} \) above, we get
\[
P \left( \min_{1 \leq i \leq n} x_i > t \right) \leq P \left( \min_{1 \leq i \leq n} y_i > t \right)^{1/2},
\] (2.5)
for all \( t \).

The previous result provides a complement to the following result from Kwapien and Woyczynski [18] and Hitczenko [7].

Lemma 1. Let \( \{ u_n \}, \{ v_n \} \) be tangent sequences, adapted to an increasing sequence of \( \sigma \)-fields \( \mathcal{F}_n \). Then,
\[
P \left( \sup_{j \leq \infty} |u_j| > t \right) \leq 2 P \left( \sup_{j \leq \infty} |v_j| > t \right).
\] (2.6)

For convenience to the reader we prove it next.

Proof. Let \( \sigma = \inf k : \sup_{j \leq \infty} |v_k| > t, u^* = \sup_{j \leq \infty} |u_j|, v^* = \sup_{j \leq \infty} |v_j| \). Then,
\[
P (u^* > t) \leq E \sum_{i=1}^{\sigma} 1(|u_i| > t) + P (\sigma < \infty)
\]
\[
= E \sum_{i=1}^{\sigma} 1(|v_i| > t) + P (\sigma < \infty) = 2 P (v^* > t).
\]

In fact, one can use Corollary 2 to improve the above result when the sequence \( \{ u_i \} \) is conditionally independent by using the inequality
Corollary 4 gives a symmetrization inequality for martingales which is related to the one used by Arcones and Giné [1].

**Corollary 4.** Let \( \{ x_i \} \) be a mean-zero martingale difference sequence. Then there exists a \( \sigma \)-field \( \mathcal{G} \) and a \( \mathcal{G} \)-conditionally independent sequence \( \{ y_i \} \), tangent to \( \{ x_i \} \) such that for all finite \( \lambda \),

\[
E \exp \left( \lambda \sum_{i=1}^{n} x_i \right) \leq \sqrt{E \exp \left( 4 \lambda \sum_{i=1}^{n} y_i r_i \right)},
\]

for a sequence \( \{ r_i \} \) of independent variables with

\[
P(r_i = 1) = P(r_i = -1) = 1/2,
\]

independent of \( \{ x_i \} \) and \( \{ y_i \} \). The following corollary provides a new decoupling inequality for U-statistics and multilinear forms (see Example 1). It can be obtained by a repeated application of Corollary 1.

**Corollary 5.** Let \( \{ z_{i1} \}, \{ z_{i2} \}, \ldots, \{ z_{ik} \} \) independent copies of a sequence of independent random variables \( \{ z_i \} \). For \( k \geq 2 \) let \( f_{i1}, i_2, \ldots, i_k \) be an array of functions from \( R^k \) into \( R \). Then for every finite \( t \),

\[
E \exp \left\{ t \sum f_{i1, i_2, \ldots, i_k} (z_{i1}, z_{i2}, \ldots, z_{ik}) \right\} \leq \left\{ E \exp \left\{ 2^{k-1} t \sum f_{i1, i_2, \ldots, i_k} (z_{i1}^2, z_{i2}^2, \ldots, z_{ik}^2) \right\} \right\}^{1/2^{k-1}},
\]

where

\[
\sum_{1 \leq i_1 < i_2 < \ldots < i_k \leq n} = \sum.
\]

In Theorem 2 we show how the tail behaviour of the conditionally independent sequence (CI) controls the tail behaviour of the original sequence whenever the CI sequence is sub-Gaussian.

**Theorem 2.** Let \( \{ x_i \} \) be an arbitrary sequence of random variables. Assume that for a \( \sigma \)-field \( \mathcal{G} \), \( \{ y_i \} \) is a \( \mathcal{G} \)-conditionally independent sequence tangent to \( \{ x_i \} \). Let \( Z \) be a normal random variable with mean zero and variance 1. Then, the inequality

\[
P\left( \left| \sum_{i=1}^{n} y_i \right| \geq x \right) \leq A P\left( |Z| \geq x \right)
\]

for some universal constant \( 0 < A < \infty \), and all \( x > 0 \), implies

\[
P\left( \left| \sum_{i=1}^{n} x_i \right| \geq x \right) \leq 2 \sqrt{A} P\left( \sqrt{2} |Z| \geq x \right),
\]

for all \( x \geq 1 \).
Proof. — It is well known (see Chow and Teicher [3]) that the tail probability of the Gaussian random variable satisfies the following,

\[ \frac{2x}{1+x^2} \exp \left( -\frac{x^2}{2} \right) < P( |Z| \geq x ) \leq \frac{2}{x} \exp \left( -\frac{x^2}{2} \right), \]

for all \( x \geq 0 \). Furthermore, the condition of the tail behaviour of \( \sum_{i=1}^{n} y_i \) implies that for all \( t > 0 \),

\[ E \exp \left( t \left| \sum_{i=1}^{n} y_i \right| \right) \leq A \exp \left( \frac{t^2}{2} \right). \]

Hence,

\[
P \left( \left| \sum_{i=1}^{n} x_i \right| \geq x \right) \leq \inf_{t>0} \left\{ \exp(-tx) \cdot E \exp \left( t \left| \sum_{i=1}^{n} x_i \right| \right) \right\} \leq 2 \sqrt{A \inf_{t>0} \exp \left( -tx + \frac{t^2}{2} \right)} = 2 \sqrt{A} \cdot \frac{x}{\sqrt{8}} \exp \left( -\frac{x^2}{8} \right) \leq 2 \sqrt{A} P \left( |Z| \geq \frac{x}{\sqrt{2}} \right). \]

Note. — To avoid unnecessary repetitions, in Section 3 we assume that all the objects in question are both measurable and integrable.

3. A GENERATING FUNCTION OF DECOUPLING INEQUALITIES

In this section we show how to exploit the properties of Corollary 1 to produce a wealth of new results. The idea consists of integrating both sides of (2.3) against non-negative functions \( g(\lambda) \) with total Lebesgue integral equal 1 (densities) followed by a use of Fubini’s theorem and Jensen’s inequality (taking into account the concavity of the \( \sqrt{.} \) function)
to obtain new inequalities comparing, for example, the Laplace transform of \( \sum_{i=1}^{n} x_i \) to a re-scaled version of the Laplace transform of \( \sum_{i=1}^{n} y_i \). A related approach consists of considering \( \lambda \) as a random variable independent of both \( \{x_i\} \) and \( \{y_i\} \). Conditioning on these two sequences in (2.3) and varying the distribution of \( \lambda \) we obtain a multitude of new results. We have just proved the following.

**Theorem 3.** Let \( \{x_i\} \) be an arbitrary sequence of random variables. Then, there exists a \( \sigma \)-field \( G \) and a \( G \)-conditionally independent sequence \( \{y_i\} \), tangent to \( \{x_i\} \) such that for all densities \( g(\lambda) \),

\[
E \int_{-\infty}^{+\infty} \exp \left( \lambda \sum_{i=1}^{n} x_i \right) g(\lambda) \, d\lambda \leq \sqrt{E \int_{-\infty}^{+\infty} \exp \left( 2\lambda \sum_{i=1}^{n} y_i \right) g(\lambda) \, d\lambda}. \tag{3.1}
\]

**Theorem 4.** Let \( \{x_i\} \) be an arbitrary sequence of random variables. Then, there exists a \( \sigma \)-field \( G \) and a \( G \)-conditionally independent sequence \( \{y_i\} \), tangent to \( \{x_i\} \) such that, for all random variables \( t \) independent of both \( \{x_i\} \) and \( \{y_i\} \) we get,

\[
E \exp \left( t \sum_{i=1}^{n} x_i \right) \leq \sqrt{E \exp \left( 2t \sum_{i=1}^{n} y_i \right)}. \tag{3.2}
\]

The following result provides an interesting application of Theorem 4.

**Theorem 5.** Let \( \{X_i\} \) be a sequence of random vectors in \( l_2 \), with \( \| \cdot \| \) representing the Euclidean norm in \( l_2 \). Then, there exists a \( \sigma \)-field and a \( \mathcal{G} \)-conditionally independent sequence \( \{Y_i\} \) tangent to \( \{X_i\} \) for which,

\[
E \exp \left\{ \left\| \sum_{i=1}^{n} X_i \right\|^2 \right\} \leq \sqrt{E \exp \left\{ 4 \left\| \sum_{i=1}^{n} Y_i \right\|^2 \right\}}. \tag{3.3}
\]

**Proof.** We prove the case of \( \mathbb{R}^k \) valued random variables. The general case follows by an easy limiting argument. Let \( t_1, \ldots, t_k \) be an \( i.i.d. \) sequence of normal random variables with mean zero and variance one, independent of \( \{X_i\} \) and \( \{Y_i\} \). From the assumptions, \( X_i = (x_i^1, \ldots, x_i^k) \) for real \( x^{\ast} \). Since \( X_i \) is tangent to \( Y_i \), \( \sum_{j=1}^{k} t_j x_i^j \) is also tangent to \( \sum_{j=1}^{k} t_j y_i^j \). Therefore, we can apply Theorem 4 to get,

\[
E \exp \left\{ \sum_{i=1}^{n} \sum_{j=1}^{k} t_j x_i^j \right\} \leq \sqrt{E \exp \left\{ 2 \sum_{i=1}^{n} \sum_{j=1}^{k} t_j y_i^j \right\}}.
\]
Conditioning on \( \{ x_i \} \), \( \{ y_i \} \) and \( t_1, \ldots, t_{k-1} \) we get

\[
E \left\{ \sum_{i=1}^{n} \sum_{j=1}^{k-1} t_j x_i^j + \frac{\left( \sum_{i=1}^{n} x_i^k \right)^2}{2} \right\} \leq \sqrt{E \exp \left\{ 2 \left( \sum_{i=1}^{n} \sum_{j=1}^{k-1} t_j y_i^j \right) + \frac{2 \left( \sum_{i=1}^{n} y_i^k \right)^2}{2} \right\}}.
\]

Proceeding in the same fashion for \( j=k-1, \ldots, 1 \) we get

\[
E \left\{ \sum_{j=1}^{k} \frac{\left( \sum_{i=1}^{n} x_i^j \right)^2}{2} \right\} \leq \sqrt{E \exp \left\{ \sum_{j=1}^{k} \frac{\left( \sum_{i=1}^{n} y_i^j \right)^2}{2} \right\}}.
\]

which gives the desired result.

**Remark.** Taking \( t \) to be the product of independent random variables in Theorem 4 would be helpful in obtaining new results by integrating separately each random variable.

Several other inequalities can be obtained by following our general approach.

**Example 4.** By letting \( t \) have a Poisson distribution with parameter \( \mu > 0 \) in Theorem 4 we get, for a sequence \( \{ x_i \} \) and its *decoupled* counterpart \( \{ y_i \} \),

\[
E e^{\mu (e^{\sum_{i=1}^{n} x_i} - 1)} \leq \sqrt{E e^{\mu (e^{\sum_{i=1}^{n} y_i} - 1)}}.
\]  

(3.4)

Corollary 2 can be useful when the interest is on results for the absolute value of sums. For example, by letting \( t \) have a uniform distribution on \( (a, b) \) in a variation of Theorem 4 we get for mean zero \( x^a \).

**Example 5.** For a sequence of mean zero random variables \( \{ x_i \} \), let \( \{ y_i \} \) be its *decoupled* counterpart. Then,

\[
E \frac{e^{\sum_{i=1}^{n} x_i b} - e^{\sum_{i=1}^{n} a}}{e^{\sum_{i=1}^{n} y_i b} - e^{\sum_{i=1}^{n} y_i a}} \leq E \frac{\left| \sum_{i=1}^{n} x_i \right|}{\left| \sum_{i=1}^{n} y_i \right|},
\]  

(3.5)

in the case the variables satisfy \( P \left( \left| \sum_{i=1}^{n} x_i \right| = 0 \right) = P \left( \left| \sum_{i=1}^{n} y_i \right| = 0 \right) = 0. \)
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