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Exposé n° XXXIX, 1-14

Local exact controllability for the 1-d compressible
Navier-Stokes equations®

Sylvain Ervedozal#

Joint work with Olivier Glass, Sergio Guerrero and Jean-Pierre Puel

1 Introduction

In this talk, T will present a recent result obtained in [6] with O. Glass, S. Guerrero and J.-P. Puel on
the local exact controllability of the 1-d compressible Navier-Stokes equations. The goal of these notes
is to give an informal presentation of this article and we refer the reader to it for extensive details.

Setting. We consider the compressible Navier-Stokes equations in a bounded domain (0, L):

{ atpS + aﬂ(psus) =0in (OaT) X (OaL)’ (]_ 1)
ps(0rus + usdpus) — Opzus + Oxp(ps) = 01in (0,T) x (0, L). ’
Here ps is the density and us the velocity. The pressure is given by the following law:

p(ps) = cops, (1.2)

where ¢, > 0 and v > 1. Recall that this is the classical law when considering isentropic flows, in which
case v = 1.4 for perfect gases, or isothermal flows (v = 1). At this point, let us also remark that actually
the only assumption we are going to use is that p is a smooth increasing function of the density.
The initial data are also given:

(ps1us)jemo = (po, o) in (0, L), (1.3)

Note that the boundary conditions are not given explicitly. They actually are the controls and will not
be written explicitly. If one really wants to make them explicit, they could for instance be expressed as
follows:

e Dirichlet boundary conditions for us: us(t,0) = vo(t) and us(t, L) = v (t);

e conditions on the density when the flux enters the domain, i.e.: ps(t,0) = wo(t) if us(¢,0) > 0 and
ps(t, L) =wr(t) if us(t,L) < 0.

We are going to present a local exact controllability result around a constant equilibrium state (p,%)
with p > 0. To be more precise, we are going to study if there exist a norm ||-||, and a constant x > 0
such that if ||(po,u0) — (5, 7)||, < K there exists a trajectory (ps,us) solution of (1.1)—(1.3) satisfying

(ps,us)(T) = (7,1) in (0, L), (1.4)

Before going further, let us emphasize that the time T is a critical parameter in such problem and in
particular because of the hyperbolic nature of the equation of the density. Actually, due to the structure
of the equation of the density, if the velocity stays in a neighborhood of the target velocity @, the time
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is expected to be critical for the control properties of the equation of the density in (1.1).

According to this fact, it is already natural to conjecture that the linearized compressible Navier-
Stokes equations around the constant state (p,w) = (p,0) are not controllable. This is indeed the case
since then the linearized equations reduce to

Op + pOyu = 01in (0,T) x (0, L), (1.6)
PO — Oppu + p'(p)0zp = 0 in (0,7) x (0, L), )
which imply the following equation on wu:
P01t — OOyt — D' (P)POrpu = 0 in (0,T) x (0, L). (1.7)

This equation is a wave equation with structural damping. It turns out that the controllability properties
of equation (1.7) have already been studied thoroughly in [19] (see also [2]). Using the spectral decom-
position of the solutions, the article [19] shows that the equation (1.7) indeed is not exactly controllable.
(They also show that this is approximately controllable, but this weaker notion of controllability will not
be discussed further here.)

The situation therefore seems to indicate that positive controllability results for linearized compress-
ible Navier-Stokes equation around constant states can be obtained only for non-trivial target velocities
u # 0, as already indicated by the critical time (1.5). One could then try to show that the corresponding
linear system is exactly controllable provided the time 7' is larger than T defined in (1.5). Actually, this
would lead to the system

{ Op +U0yp + pOyu = 0 in (0,T) x (0, L), (1.8)

p(Oyu 4+ Wlpu) — Opgu + p'(p)0zp = 0 in (0,7") x (0, L).
Again, this implies the following equation on wu:
P (Onu+ (|@]* = p'(5))Opws + 20010, u) — 04 0zztt — WDyzpu = 0 in (0,7) x (0, L).

And this equation corresponds to the one studied in [16] when [u|?> = p/(p), @ = —1 and L = 2, in
which case it is exactly controllable in time 7' > 2. We shall not follow here the approach of [16], which
is based on a spectral decomposition of the solutions and which is therefore not robust which respect to
perturbations.

Main result. We are then in position to state our main result.

Theorem 1.1 ([6]). Let w € R* and p € RY.. Let T > 0 satisfy

L
T>Tﬂ:m

Then there exists k > 0 such that, for any ug € H*>(0,L) and py € H*(0,L) such that

(1.9)

luo =l 30,y + llpo — Pl 3 (0,2) < ks (1.10)

there exists a solution (ps,us) of (1.1)—(1.3) satisfying (1.4). Besides, the controlled trajectory satisfies
ps € HY((0,T) x (0,L)) and us € H*((0,T); L*(0, L)) N L?((0,T); H?(0, L)).

Let us give some comments on this result:
e We have proved a local exact controllability result around constant equilibria (p, @) when p > 0, which
is a natural assumption, and when @ # 0, which comes from the hyperbolic nature of the equation of the
density, see the above discussion.
e Our result is very weak, since it states local exact controllability only around constant equilibria. It
is very likely that one can prove local exact controllability around smooth enough (to be made precise)
trajectories (p,w) of (1.1) under an additional geometric condition. Roughly speaking, we expect such
result to be true provided the flow corresponding to the target velocity runs across the whole domain.
e The neighborhood of the initial data is an H? x H? neighborhood. It is very likely that this can be
relaxed to H' x H', but our strategy of proof does not work with such low regularity assumptions.
e Our approach is mainly linear and we should emphasize that conditions u # 0 and T" > T% are natural
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when staying in a neighborhood of the target (p,%). But other strategies could apply and use the
nonlinearities, see for instance the return method of J.-M. Coron [3, 4].

References. Theorem 1.1 seems to be the first result on the controllability of the compressible
Navier-Stokes equations (1.1) except for the recent result by E. Amosova [1], which states the local exact
controllability of compressible viscous fluids in dimension 1 considered in Lagrangian coordinates and
when the initial density exactly coincides with the density part of the target.

There are however several results concerning the controllability properties of the incompressible
Navier-Stokes and Euler equations.

For incompressible Navier-Stokes equations, the first result seems to be a local exact controllability result
around smooth trajectories obtained by A. Fursikov and O. Imanuvilov in [8] for boundary conditions on
the normal velocity and the curl. It has then be extended by Imanuvilov in [13] to the case of Dirichlet
boundary conditions. Later on in [7], the regularity on the target trajectory was lowered. Since then,
other strategies have been proposed, and in particular the one in [11] which consists in adding a fictitious
control in the divergence and then do a lifting to absorb it.

In the context of incompressible Euler equations, J.-M. Coron in [3] obtained the global exact control-
lability in dimension 2 using the return method. Later in [9], O. Glass extended this result to the
3-dimensional setting.

Based on these results, J.-M. Coron and A. Fursikov show in [5] the global exact controllability of the
incompressible Navier-Stokes equations provided the control is exerted on the whole boundary. Except
for this situation, the global exact controllability of Navier-Stokes equations still is an open problem.
Partial answers to that question are available in [12] and [14].

Some controllability results for compressible Euler equations are also available. In [15], a local controlla-
bility result has been obtained for classical solutions. In the context of weak entropy solutions, we refer
to the result of O. Glass in [10]. Finally, let us also mention the approximate controllability result by H.
Nersisyan [18] where the control is a force lying in a finite-dimensional space.

For the rest of the talk, we assume that
u > 0.

This can be done without loss of generality by using the change of coordinates x — L — .

2 Main strategy

The strategy for the proof of Theorem 1.1 relies on a fixed point argument.

First, as we will explain later in Section 3, it is convenient to look for a trajectory going from 0 to 0.

This can be done as follows. We define (piy,, uin) such that (p + pin, @ + wip) is a solution of (1.1)
on (0,7) x R with initial data (po,uo) (this supposes that the initial data have been extended on R
smoothly, which can of course be done easily). We then look for (p,u) = (ps — 7 — Apin,us — @ — Augy,)
where A : [0,7T] — [0,1] is a suitable smooth cut-off function taking value 1 close to t = 0, say on [0, T]
for some small Ty > 0, and vanishing after the time 27.

We are then looking for a solution (p,u) of

Orp + (T + u+ Auip)0yp + p0zu + 9" (P)p = f(p,u) in [0,T] x (0, L), (2.1)
(P + Apin) (Oru + WO u) — Orpu = g(p,u) in [0,T] x (0, L),
where f(p,u) and g(p,u) are given as follows:
Fp.w) = =N pin + (A = A*) 0z (pintiin) — A(pintt) — ApDstiin — pOsu + pp' () p. (2.3)
and
g(p7 U) = - (ﬁ + APm)A/Um - (p/(ﬁ + Apzn) - p/(ﬁ + pzn))Aaacpzn
+ PinOttin(A — A?) + pin0puin (A — A?) 4+ PUinOptin(A — A?) + pintinOzuin(A — A®) (2.4)
— AP+ Apin) 0z (utiin) — (P + Apin)udzu
— p(O¢(Ain, + 1) + (T + Awip, + u) 0y (A, + u))
— (@' P+ Apin +p) — ' (P4 Apin)) 0 (Apin + p) — D' (P + Apin)0p,
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satisfying
p(0,+) = p(T,-) =0 and u(0,-) = u(T,-) = 0. (2.5)

We thus introduce a function F': (p,4) — (p,u) defined as follows:
e 1 solves the control problem

(5 -+ Apin) (vt + T 0) — D = g(p,) in [0,7] x (0, L), (2.6)
and
u(0,-) =u(T,-)=0 in (0,L). (2.7)
e p solves the equation
Op + (TW+ u+ Auip)0zp + pOzu = f(p, @) in [0,7T] x (0, L), (2.8)
and satisfies
p(0,)=p(T,-)=0 1in (0,L). (2.9)

Before going further and explaining how these two control problems are solved, let us comment this
fixed point approach.
e the source terms f and g both contains linear terms. Here, we do not consider the terms coming from
the initial data (i.e. the terms involving components having a subscript “in”) as linear ones since they
will eventually be arbitrarily small. The linear term in g is the one coming from the pressure. The linear
term in f is pp/(p)p and is in both sides of the equations. This only is a fictitious term which helps when
deriving estimates on p, see Section 4.
e the equation of p in (2.8) is linear in p but non-linear in the couple (p,u). Indeed, our arguments
strongly use the fact that the function p travels along the characteristics of @ + u + Augy,.
e we have to make precise what is the fixed point space, but this would be done later.
e we will need to estimate the terms coming from the initial data in f and g. This will be done using
[17] which yields a bound on (pj,, i) in L (W) AW Lo (Whoo) x [0(W2:°0) W0 (L>) in terms
of the H3 x H3-norm of (pg — P, uo — u). This bound will be called R;, in the sequel and is assumed to
be small. Roughly speaking, R;,, is proportional to x in (1.10).

The talk is organized as follows. In Section 3, we explain how to solve the control problem in u in
(2.6)—(2.7). In Section 4, we solve the control problem (2.8)-(2.9) for the density. We then briefly explain
in Section 5 how to conclude. We finally end up with some further comments.

3 Controlling u

3.1 Controlling parabolic equations: the classical approach

Before going further, let us briefly explain the strategy of A. Fursikov and O. Imanuvilov (see for instance
[8]) to control a parabolic equation.

The control problem. Let g € L*((0,7) x (0, L)) and consider the following distributed control
problem with a control supported in (a,b) C (0, L): Find a function v € L?((0,T) x (a, b)) such that the
solution u of

4t — Opztt = g +v1(qp) in (0,7) x (0, L), u(t,0)=u(t,L)=0. (3.1)
with initial data
u(0,-)=01in (0, L) (3.2)
satisfies
uw(T,-)=01in (0,L). (3.3)

XXXIX4



Exp. n® XXXIX— Local exact controllability for the 1-d compressible Navier-Stokes equations

A dual problem. In order to solve the control problem (3.1)—(3.2)—(3.3), the idea is to introduce its
weak formulation: v is an admissible control function if and only if for all smooth function z satisfying

z(t,0) = 2(t, L) = 0, o o o
/0/092+/0 /avz+/0 /0 w(Opz + Opzz) = 0. (3.4)

This equivalent weak formulation of the control problem suggests to focus on the observability properties
of the adjoint equation. This is precisely the goal of Carleman estimates.

A Carleman estimate for the adjoint equation. Based on the ideas above, A. Fursikov and O.
Imanuvilov in [8] prove a Carleman estimate for the adjoint system. This requires the introduction of
several notations.

Let us first set ¢ € C°°([0, L]; R+ ) such that

3 <minvY <maxt <4, maxvy’ <0 and miny’ > 0. (3.5)
[0,L] [0,L] [b,L] [0,a]

We then define the weight functions ¢(t,x) and £(¢,x), depending on a positive parameter A > 1, as
follows:

=

ot z) = ﬁ (¢ = @) (1) € (0.7) x [0, LI, (3.6)

£(t,z) = mewﬂ”, (t,z) € (0,T) x [0, L]. (3.7)

Using these notations, A. Fursikov and O. Imanuvilov in [8] prove the following Carleman estimate:

Theorem 3.1. There exist constants C > 0, sg > 1 and Ao > 1 such that for all X > Xy and s > sg, for
all smooth function z satisfying z(t,0) = z(t,L) = 0,

33)\4 // 636—23¢|Z|2 —|—8)\2 // ge—ngp'axZ'Q
(0,T)x(0,L) (0,T)x(0,L)
1 1
+ - // —e 2% (|0paz|” + [012]?)
(

0,1)%(0,L) &

s
< C// 6_28“"|8tz + ('“)mz|2 +Cs3\? // 372212, (3.8)
(0,T)x(0,L) (0,T) % (a,b)

Remark that this Carleman estimate is robust with respect to perturbations due to the freedom on
the parameters s and A which can be made arbitrarily large. In particular, one easily checks that the
Carleman estimate (3.8) still holds when replacing the right-hand side of (3.8) by

C// 6728“”|8tz—|—8:,3332—1—a(t,x)agcz—l-b(t,a:)z|2 + Cs3A\! // £3e725% 2|2,
(0,7)x (0,L) (0,7)x (a,b)

provided a and b belong to L>((0,7) x (0,L)) and s > s1(||al| = » [|b]| ;=) = So0-

A Carleman based duality for solving the control problem. According to Theorem 3.1 and the
weak formulation (3.4) of the control problem (3.1)-(3.2)—(3.3), it is natural to introduce the functional
J defined by

s 3 —ospi 2, 1 —2s 2 ot
J(z) = ezt 4 = e “"|8tz + 8mz| + gz, (3.9)
2 (0,7 % (a,b) 2 JJo,ryx0,1) o Jo

defined by

and the norm |||,

2], = $*a% // o212 1 // 2|0y + Oz’
(0,T)x (a,b) (0,7)x(0,L)

for smooth function z with boundary conditions z(¢,0) = z(t,L) = 0. Note that this defines a norm
according to (3.8) and one has an explicit quantification of weighted L?(L?), H*(L?) and L?(H?) norms

of z in terms of ||z| ;.-
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Of course, the set of functions z in C?([0,T] x [0, L]) satisfying homogeneous Dirichlet boundary
conditions is not complete with respect to that norm, and we shall introduce the completion X5 of the
set of functions in C2(]0,T] x [0, L]) satisfying homogeneous Dirichlet boundary conditions with respect

to H : ||obs ‘
According to (3.8), the functional J in (3.9) can then be extended continuously on X provided

/ / 73259 g|? dadt < oo. (3.10)

In this case, the functional J is continuous, strictly convex and coercive on X,;s. Therefore it admits a
unique minimizer Z € X, and, writing down the corresponding Euler-Lagrange equation, setting

U= (7 + 0puZ)e 2%, V = AL () Ze 0, (3.11)

(U, V) solves the weak formulation (3.4) of the control problem (3.1)—(3.2)—(3.3). By uniqueness of the
solutions of the heat equation in the sense of transposition, (U, V) solves the control problem (3.1)—
(3.2)-(3.3).

Besides, since J(Z) < J(0) = 0, the Carleman estimate (3.8) yields that

T L
SN 2|12, < C/O /0 £73e259| |2 dadt.

Using the identities in (3.11), this implies

oxt [ [eswps [ [ evesvp e [F [ e

Then, using weighted energy estimates on the solution U of (3.1), we can furthermore get weighted
estimates on higher norms of U, namely:

T L T L
33)\4/ / 625¢|U|2+8)\2/ / 572e2sap|axU|2
o Jo o Jo
1 (T (L T b
wo [ [Teterqaup lonupy+ [ [ ey
$Jo Jo 0 Ja
T L
gc/ / E3e2%gl%. (3.12)
o Jo

Comments. The above strategy is very useful when dealing with semilinear parabolic type equations.
In this case indeed, the strategy consists of doing a fixed point argument, as in our case, which consists of
a map U — u in which u solves a control problem corresponding to a source term which is the semi-linear
term for 4. This is for instance the strategy used for controlling Burgers equations in 1-d, see [8].

In this case, the main difficulty is to show that the fixed point argument works, and in particular that
the map 4 +— u defined that way maps a ball into itself. In order to do this, according to the estimates
n (3.12), the natural balls have the following form:

T L T L
33)\4/ / 623¢7|U|2_‘_8)\2/ / 5—2623Lp|axU|2
0 0 0 0
1 T L
+g/ / 422 (|0,U° + |95uU2) < B2 (3.13)
0 0

Of course, the difficulty then is to get suitable estimates on the source term ¢ in the corresponding

weighted space, i.e. on
T L
//5’3628“”|9|2~
o Jo

But, due to the form of the weight function exp(sy), which blows up exponentially as t — 0 and t — T,
even the finiteness of this integral is not at all obvious. Basically, this works fine when the function g
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contains only quadratic terms in u, but it is more subtle when g contains linear terms, in which case the
powers in s and A may be of particular relevance.

Moreover, the fact that this weight function blows up as t — 0 makes difficult to handle initial data
directly by letting in the same time the parameters s and A free, thus bringing a difficulty to handle
semilinearities which contains linear terms. It is then nicer to modify the control problem by introducing
an additional source term taking into account the initial data so that the problem reduces to go from 0
to 0. This is precisely what we have done in Section 2 with the introduction of the variables (pin, i )-

In our control problem (2.6)—(2.7), the source term g(p, @) contains the linear term 9,p. We should
therefore be very careful to keep the dependence in the parameters s and A\ and to get a suitable estimate

on
T L
[ | ereionn.
0 0

But p is a solution of an hyperbolic equation which travels along the characteristics of @ + u + Auy,
which essentially are the ones of w. We will therefore construct a weight function which follows the
characteristics t — xg + ut.

3.2 Revisiting the approach of A. Fursikov and O. Imanuvilov

The idea is to modify the original approach of A. Fursikov and O. Imanuvilov to solve the control problem
(2.6)—(2.7) by taking into account the hyperbolic nature of the equation of the density.

Extension of the domain for the control problem. Our original control problem is given by
(2.6)—(2.7). We first extend the spatial domain to (—4@T, L) in order to reformulate the problem with a
distributed control localized in (—4aT, —uT).

The new control problem is then as follows: given a source term g € L?((0,T) x (0, L)), find a control
function v € L2((0,T) x (—4uT,—uT)) such that the solution u of

(P + Apin) (Opu 4 U0z u) — Orzu = gl(o,1) + V1 (_aur,—ar) in [0,T] x (—4uT, L), (3.14)
with the additional boundary conditions
u(t,—4uT) = u(t,L) =0 in (0,T) (3.15)

satisfies
u(0,-) =w(T,-) =0 in (—4uT, L). (3.16)

A new Carleman estimate for the adjoint equation. In order to solve the above control
problem, we are going to choose a function (¢,z) +— ¢ (x — ut) which “follows” the flow. To be more
precise, we set ¥ € C*°(R; R, ) such that

3< min ¢ < max ¢ <4, max ¢’ <0 and min ' > 0. (3.17)
[—5aT, L] [—5uT,L] [—3uT, L] [—5uT,—4wT]

Then, let § = 6(t) € C?([0,T];R) be defined by

t in [0, 27,]
o) =14 1 in [3Ty, T — 3Ty) (3.18)
T—t  in[T—2T,T),

and being such that € is increasing on [0, 37| and decreasing on [T — 3T, 1.
We then define p(t,z) and (¢, z) as follows:

ot ) = % (P =) (tm) e 0.T) xR (3> 0), (3.19)
€(t,z) = %e)‘w(ﬂ_m), (t,2) € (0,T) xR (A>0). (3.20)

Note that the critical points of the function ¢ in (3.17) belong to (—4wT’, —3uT’) and then, for all ¢t € [0, T7,
the critical points of the function z — ¢ (x —@t) belong to (—4uT, —2wT’). This is of particular relevance
to obtain the following Carleman estimate, whose proof closely follows the one of Theorem 3.1:
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Theorem 3.2. Assume that Ap;, is bounded in W>((0,T) x (—4uT, L)) and that inf_su7,1)(p +
Apin) > 0. Let 1, 0, ¢ and & be defined as in (3.17)—(3.18)~(3.19)—(3.20).

There exist so > 1, \g > 1 and C > 0 such that for all s > sg and A\ > \g, for all smooth function
2:[0,T] x [—4uT, L] — R satisfying 2(t, —4uT) = z(t, L) = 0,

83)\4 // 5367254‘0|Z|2 +s)\2 // 5672stp|aIZ|2
(0,T)x (—4uT,L) (0,T)x(—4nuT,L)

1 1
+ - // —e T2 (|8mz|2 + |8tz|2)
s JJo,ryx(—aur,L) €

<c/f 29|05+ Apin)2) + O((P+ Apin)2) + sz
(0,T)x (—4aT,L)

+Cs3)\4// €3e7259 22 (3.21)
(0,T)x (—4aT,—aT)

Solving the control problem. Based on the Carleman estimate (3.21) and following the strategy
given in Subsection 3.1, provided g = g := g(p, @) satisfies

T L
/ / €362 32 < oo, (3.22)
0 0

we get a solution (U, V') of the control problem (3.14)—(3.15)—(3.16) such that

T ,L T L
33)\4/ / 623¢|U|2 + 8)\2/ / 5—2623Lp|axU|2
0 —4uT 0 —4uT

1 ’ v —4 2s 2 2 ’ ur —3 2s 2
+ = e ([0U +1022U7) + eV
SJo J-amuT 0o J—aur
T L
gc/ / £73e2%%g|?. (3.23)
0 0

Besides, easy multiplier identities yield estimates on the traces of the controlled solution U at = = 0 and
x=L:

T T
32/\3/ 5_1628¢(t’0)|U(t,0)|2dt+)\/ £73e2520) |9, U (t,0) | dt
0 0

T T L
4 / 3250009, U (1, L)2 dt < C / / £3e20g2. (3.24)
0 o Jo
We are now in position to introduce the convex set in which u will be looked for:

Ysar, = {u such that u(t,L) =0, t € (0,T),
x (

)
e*fu € L*((0,T) x (0, L)) with [|s%2A\2e*?ul| 12((0,1)x (0,)) < Rus
5_163“”8xu S LQ((O,T) X (O,L)) with ||81/2)\5_168¢8$UHL2((0}T)X(()’L)) < Ry,
£72e%¢0,,u € L2((0,T) x (0,L))  with ||3*1/25’268“”('“)mu|\Lz((07T)X(0,L)) < Ry,
)

) . (3.25)
£72e%¢0,u € L*((0,T) x (0, L)) with ||3*1/25’268“”8tu|\Lz((07T)X(07L)) < Ry.

where ¢ and £ are the weight functions defined in (3.19)-(3.20). Here, R, > 0 is the size of the ball. Tt
will eventually be small enough.

4 Controlling the density

4.1 Constructing p

Here we explain a natural way to solve the control problem in (2.8)-(2.9).
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In order to do that, we assume that u has been constructed as in Section 3 and belongs to some
Y, xR, Note that R, > 0 will be chosen to be small at the end, so that we can think of u as being
small. This in particular implies that the flow

WX (t,ma) =w+u(t,X(t,7,a)) + Auin(t, X (t,7,a)), X(1,7,0)=a (4.1)

is close to a + (t — 7)u.

It follows that ¢ — X (¢,0,0) runs across the whole domain [0, L] before the time T since T > T =
L/u. Based on this fact we are going to introduce a forward p, denoted by ps, which takes into account
the source term and the initial condition ps(0,-) = 0 in [0, L], and a backward p, denoted by pp, which
imposes the goal py(T,-) = 0 in [0, L].

To be more precise, setting f = f(p, ), we define py as the solution of

Oips + (T+ u+ Auin)0upy + BOyu + 59 (p)py = f in [0,7] x (0, L),
ps(0,2) =0 1in (0, 1), (4.2)
py(t,0) = 0'in (0,7),

and pp as the solution of

Oepy + (T +u + A )0z pp + pOzu + pp'(p)py = f in [0,T] x (0, L),
pb(T,Z‘) =0in (O7L)7 (43)
pp(t,L) =01in (0,T).

We then choose T > 0 small enough such that (7' — 87p)u = L and a small interval (¢1,t2) C [3T0, 570]
such that the trajectories ¢ — X (¢,t1,0) and ¢t — X (¢, 2, 0) reach the boundary « = L in times smaller
than T'— 3Ty, see Figure 1. Note that the choice of (¢1,¢2) can be done independently of R, small enough
since R, also bounds the L*-norm of u by classical Sobolev’s embedding.

t
T
.. L. T —3To
Py
ty | Pr
t1 I B 37Ty
0 B T

Figure 1: The geometric configuration. Here, the lines represent the characteristics associate to u starting
from ¢t = t1,2 = 0 and from ¢t = t5, 2 = 0.

We then introduce 7 the solution of
om + (4 u+ Aup)0,n =0 in [0,7] x [0, L],
77(07 ) =0in [07 L]? (44)
n(t,0) = (t) in [0, 7],
where 7)(t) is a smooth function satisfying
o) 0ift < ty,
lt) = { Lif ¢ > 1,
and we glue py and p; along the characteristics using the function 7:
p(t, ) = pyp(t, x)(1 =n(t, ) + po(t, 2)n(t, ). (4.5)

By construction, this p solves the control problem (2.8)-(2.9).
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4.2 Getting estimates

The main difficulty then is to get suitable estimates for p. Recall that the source term g in the equation
of u contains a term of the form d,p. According to Section 3, we should show that

T L
/ / £732910,p]* < o0
o Jo

and give an explicit bound on this quantity.
This suggests to consider the equation of 0, p:

0:05p + (U + 1+ Ain) 0z (0zp) + Op (U + M)z p + POzt + p (9)Onp = On f .

Here, assuming that the source term and boundary term will not create any difficulties, we may get
bounds on J,p in terms of J,,u. But this latter term is too singular to run the fixed point argument
since it has the same strength as the principal part of the parabolic operator. This statement can be
made more precise by checking that an estimate in ||£*26259"8mu|| 12 given by Section 3 is not sufficient

to yield a suitable estimate on Hf_?’/QeQW&CpHLz to run the fixed point argument.
It is therefore natural to try to get rid of this term 0,,u. Remarking that this term also appears in
the equation of u, we then combine these two equations and introduce the new variables

1 1

which both solve
Oepe + (T + u + Awip )Oppt + kpp = h, (4.7

where the functions h and k can be computed explicitly:
1 A
ph = %&Cf +§ — Mpin(Opu + WO,u) + POy [u(u + Auin)] + p' ()P u, (4.8)
k= p/(ﬁ)ﬁ + 0z (u + Auiy).

Of course, to determine iy and p, completely, we shall also make precise the boundary conditions in
space-time:

pr(0,2) =0 for x € (0,L), pp(T,x) =0 for z € (0, L), (4.9)
1 1 A _
ur(t0) = ms(t) =0t 0+ 5 (o) (F0 PO o). (410

1 1 A
po(t, L) = me(t) := = (m) (f(tvL) —ﬁ@wu(t,L)> ; (4.11)
The equation (4.7) is nicer than the one of d,p since the source term h is much less singular than
Ozzu. Let us also point out that the term zp/()p in f = f(p, @) (recall (2.3)) is the one needed so that
Oy f /P~+ g does not contain any linear term in 9,,p. This explains our perhaps surprising choice of writing
the equation (2.1) with the addition in both sides of the equation of the linear term pp’(p)p.

But one should still be careful when doing the estimates since the boundary conditions contain terms
of the form 9,u(t,0) and d,u(t, L).

Also note that the boundary conditions pf(t,0) = ps(t, L) = 0 allow to recover p¢, p, directly from
the knowledge of 1if, f1p:

T L
pr(t.) =7 [ Gay = u)to)dy, puto)i= 7 [ (= w(tn) d (4.12)
0 T
The main difficulty then reduces to get estimates on pf and 1.

We now have to get estimates on the solution of a transport equation with a source term, see (4.7).
We thus explicitly write the solution pif (of course, the same can be done with 1):
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e if x > X(¢,0,0):

F

t
st @) = / W7, X (7,1, 2))e~ 0 KX (rta)dr gz (4.13)
0

e if < X (¢,0,0): in this case, there exists a unique t*(¢,z) € [0,¢] such that X (¢,t*(t,2),0) = z
and

Mf (t7 x) = mf (t* (t7 x))e_ ftt* (t,z) k(T7X(T’t7x)) dr

t _
+ / h(F, X (7, t,2))e” It o HOX o) dr gz g 14)
t

*(tz)

We then use the following facts:
e the flow X corresponding to the velocity field @ 4+ v + Au;y, is close to the one corresponding to w:

|X(t, 7 2) = (x4 (t = 7))| < Cft = 7lllu + Auin| =,

e the Carleman weight ¢ in (3.19) decreases along the characteristics of the flow corresponding to @ while
t<T—3Tp: foral0 <7<t <T—3Tpand xz € [0,L —u(t—7)],

o(r,x) > p(t,x + (t — 7)n).

(This estimate is needed to estimate pf.)
e the Carleman weight ¢ in (3.19) increases along the characteristics of the flow corresponding to @ while
t>3Ty: forall 3Ty <7 <t <T and z € [0, L —u(t — 7)],

o(r,x) < p(t,x + (t — 7)u).

(This estimate is needed to estimate fp.)

Note that the two last points should both be true on (3Ty,T — 3Tp). This imposes that 6(¢) in the
Carleman weight function, defined in (3.18), should be constant on (3Ty, T — 3Tp).

Other technical estimates (especially one on the Jacobian of the change of variable x — X (¢, 7, z))
are also needed that we do not report here but are precisely done in [6].

Accordingly, based on the explicit formula (4.13)-(4.14), we can show that

L 2sp(t,x) T-3Ty 2s¢(7,0)
€ Coshe* M |u+Awin || oo 2 €
sup / we(t, 22 dx < Ce me(7)|* ————dr
[0,7-3To] Jo s (8. ) §3(t,x) 0 fms(7)] £3(7,0)
T-3To L 2s¢(1,y)
+C€Coske4A\IU+AumllL°°/ / |h(7-,y)|2763 drdy. (4.15)
0 0 (7, y)

And such estimates allow to obtain bounds on e*¥¢~3/20, pf from the ones on  in (3.23) and the fact
that @ € Y, x r,. Here, we emphasize that the worst term in (4.15) is the one coming from the boundary
my(t), and more precisely to dyu(t,0), see (4.10). But there is a gain of A in the spatial derivative at
x = 0 in estimates (3.24), which makes the fixed point strategy work.

Also note that, for u € Y A\ r

u

ecosAe“nquAuanm < ecosAe‘“Rue* “‘f{‘p}‘“’meCos/\e“Rm’

Thus, the first term in the right-hand side is bounded uniformly for R, € (0,1) and s, A > 1. Hence
there exists a constant C; such that for s,A > 1 and R, € (0,1), for all u € Y; z r

u )

eCore M lutuinliiee < Oy (1 4 O, A(Rin)), (4.16)
where O; A\ (R;y) is a function which for any s, A, can be made arbitrarily small by taking R;, small

enough. Of course, this will impose an order in the choice of the parameters at the end, but this does
not prevent the fixed point approach from working.
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Remark 4.1. The rigorous proof of Theorem 1.1, though relying exactly on the above ideas, requires a
slightly improved form of the estimate (4.15).

Indeed, there are quadratic terms in h coming from the initial data, for instance Ap;,O¢u (see (4.8)),
which are too singular in time and cannot be handled directly as in (4.15). These terms, which we called
hi in [6] and given by

1
ﬁhl (t, .13) = —%Apm&mﬂ — Apm&cﬂ,

require a special treatment based on the following remarks:
e There exists a constant C' such that

t -
leseg2/2 (/ (7, X (7.t 2))e i ’“(T’X“’“”Wﬁ 12 < CeCome Pt huinllnze 2| eseg=2p, | .
0

o If u belongs to Ys a R, , using (4.16) and the explicit form of hy,
CBCOS/\64/\I|M+AM””LOO 62/\||68LP§72h1HL2 S Cl(l + OS,A(Rin))ez/\RuRin S CQRuOs,)\(Rin)-

e R;, will be chosen after the parameters s and ).
Let us finally remark that this discussion is not needed when getting estimate on py, on (3T, T) since
hi there vanishes.

Getting further in the estimates on p can then be done using these estimates on d,p and the formula
(4.12). We do not give the details of these tedious computations that can be found in [6]. We only
indicate the set in which p will be looking for to run the fixed point argument:

Xs .\ R, = {p such that

£ le?p e L*((0,T) x (0,L)) with [[€7e% || L2((0.7) % (0.)) < Ry,
£732e30,p € L*((0,T) x (0,L))  with [|€7%/2e*20,p| 2 ((0,1) % (0,1)) < Rops
dp € L*((0,T) x (0, L)) with [|9¢pl|L2(0,1)%(0,1)) < Rps
e*?/2p € L*((0,T) x (0,L)) with [|e"?/2p]| Lo (0,1 % (0,2)) < Ry, (4.17)
e*?29,p € L®((0,T); L*(0,L))  with [|e*/20,p] oo ((0,7):22(0,1)) < Rp»
(E3%e*p)(-,0) € L*(0,T) with [[AV2[€73/2e59p] (-, 0)[| L2 (0,1) < Ry,
(E%e?p)(-, L) € L*(0,T) with [[AV2[€73/2ep] (-, L)|| 20,1 < Ry,
where
@(t) == min o(t,z) = ¢(t,0), t € (0,T) (4.18)
x€[0,L]

and ¢ and £ are the weight functions given by (3.19)—(3.20).

5 The fixed point argument

Of course, everything has been done to guarantee that the fixed point argument runs smoothly. But still,
one has to check that for (p, ) € X5z r, X Ys A\ R, (p,u) = F(p,0), which is defined as the solutions of
the control problems (2.6)-(2.7) for v and (2.8)-(2.9) on p, belongs to Xz r, X Ys AR,

Tedious computations (for instance, one should get a bound on the L% norm of e*?¢~3/2¢(p, 1)) show
that this is indeed the case provided R, = aR,, where o > 0 is small enough, R, is small enough, the
parameters s and \ are large enough and the parameter R;,, is small enough, see [6]. (As indicated above
in Section 4 (see also Remark 4.1), this parameter R;;,, which comes from the initial data, is chosen last.)

We then use Schauder’s fixed point theorem. In order to do that, we endow the set Xs AR, X Ys AR,
with the topology of L?((0,T) x (0,L))? and show that the map F is continuous on X,z r, X Y g,
endowed with that topology. Besides, one easily checks that this set is convex, closed, and compact with
respect to that topology.

Schauder’s fixed point theorem then applies and yields the result. Details can be found in [6].
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6 Conclusion

Several questions remain open:

e The initial data in Theorem 1.1 should be in an H? x H3-neighborhood of the target equilibrium. This
regularity is surprising and seems to be a consequence of the fact that the Carleman weight blows up as
t — 0. We are currently working on getting Carleman weights for the heat equation with a weight which
does not blow up at time ¢ = 0.

e Getting a local exact controllability result around smooth target trajectory should be possible under
a suitable geometric condition. A possible way to do that is to include the target flow in the Carleman
weight itself. This issue is currently under investigation.

e Our approach is based on the linearized compressible Navier-Stokes equation and consider the non-
linear effects as a perturbation. Of course, another way to proceed would be to think all the way around
by using the non-linear effects to control the fluid. This is the idea beyond the return method of J.-M.
Coron [3, 4], which has already been used several times in the control theory of fluid flows. Whether or
not these ideas can be applied in the context of compressible Navier Stokes equation is an interesting
open problem.

e Our result applies in the 1d case only. Indeed, our method fails to provide estimates on the density in
higher dimension. In particular, we did not find so far a quantity similar to x in (4.6), which we strongly
use to get suitable estimates on J,p.

e Other controllability issues can be considered. For instance, as far as we know, approximate control-
lability for such system is completely open.
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