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# Integral points on affine quadric surfaces 

par Tim SANTENS


#### Abstract

Résumé. Il est bien connu que le principe de Hasse est valable pour les hypersurfaces quadratiques. Le principe de Hasse échoue pour les points entiers sur les hypersurfaces quadratiques lisses de dimension 2, mais cet échec peut être complètement expliqué par l'obstruction de Brauer-Manin. Nous étudions à quelle fréquence la famille d'hypersurfaces quadratiques $a x^{2}+b y^{2}+c z^{2}=n$ a une obstruction de Brauer-Manin, où $a, b, c, n$ sont des entiers. Nous améliorons les éstimations précédentes de Mitankin [7].


Abstract. It is well-known that the Hasse principle holds for quadric hypersurfaces. The Hasse principle fails for integral points on smooth quadric hypersurfaces of dimension 2 but the failure can be completely accounted for by the Brauer-Manin obstruction. We investigate how often the family of quadric hypersurfaces $a x^{2}+b y^{2}+c z^{2}=n$ has a Brauer-Manin obstruction where $a, b, c, n$ are integers. We improve previous bounds of Mitankin [7].

## 1. Introduction

One of the oldest questions in number theory is whether a particular polynomial equation has a solution in the integers or in the rational numbers. The general problem of finding an algorithm which can decide for every polynomial $f \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$ whether it has an integral zero is known as Hilbert's 10th problem. It was shown to be impossible in the second half of the twentieth century by Matiyasevich [6], building upon work of Robinson, Davis and Putnam. The analogous question for rational zeros is still open but is also expected to be unsolvable. A slight generalization in which we allow systems of polynomial equations can be restated in a more modern terminology as follows. Given a $\mathbb{Q}$-variety $X$ and an integral model $\mathcal{X}$, the question is whether $X(\mathbb{Q})=\mathcal{X}(\mathbb{Q}) \neq \emptyset$ ? Respectively whether $\mathcal{X}(\mathbb{Z}) \neq \emptyset$ ? Note that the second question is only interesting if $\mathcal{X}$ is not proper (and thus not projective) since if it were proper, then because of the valuative criterion of properness $\mathcal{X}(\mathbb{Z})=\mathcal{X}(\mathbb{Q})$. Necessary conditions for the existence of rational or integral points are that $X\left(\mathbb{Q}_{p}\right) \neq \emptyset$ for all prime numbers $p$ and $X(\mathbb{R}) \neq \emptyset$, respectively that $\mathcal{X}\left(\mathbb{Z}_{p}\right) \neq \emptyset$ for all prime numbers $p$ and

[^0]$\mathcal{X}(\mathbb{R}) \neq 0$. Here $\mathbb{Q}_{p}$ are the $p$-adic numbers and $\mathbb{Z}_{p}$ are the $p$-adic integers. If these conditions are also sufficient we say that $X$ satisfies the Hasse principle, respectively that $\mathcal{X}$ satisfies the integral Hasse principle.

The simplest example of varieties, those defined by a system of linear equations, satisfy the Hasse principle and the integral Hasse principle by linear algebra and Euclid's algorithm. The first non-trivial examples are quadrics. Both projective and affine quadrics satisfy the Hasse principle [9, §4: Theorem 8], this was proved by Minkowski. Sadly, this does not generalize to their integral models. The situation depends on the dimension of the variety. We may assume that the associated quadratic form is nondegenerate, equivalently that the corresponding variety is smooth. If its dimension is greater or equal to 3 and the set of real points is unbounded, then they satisfy the integral Hasse principle, [1, Theorem 6.1]. This was originally proved by Kneser [5]. Note that the unboundedness assumption is necessary due to counterexamples like $4 x^{2}+4 y^{2}+4 z^{2}+9 t^{2}=1$. On the other hand if the real points are bounded then whether there are integral points can checked with a finite computation. This theorem fails when the rank of the quadratic form is less than 4 . In the case when the rank is 3 the failure of the integral Hasse principle can be completely explained by the Brauer-Manin obstruction [1, Theorem 6.3] which was proved by Colliot-Thélène and Xu . The dimension 1 case is the rich subject of integers represented by binary quadratic forms which lies outside the scope of this article.

A natural question is then: what is the amount of surfaces that actually have a Brauer-Manin obstruction? This question was investigated in work by Mitankin [7]. To be precise, for a fixed non-zero integer $n$ consider the family $\mathcal{F}_{n}$ of surfaces $X_{a, b, c}: a x^{2}+b y^{2}+c z^{2}=n$ where $a, b, c \in \mathbb{Z}$ such that $a x^{2}+b y^{2}+c z^{2}$ is indefinite and non-degenerate. The first question is how often this family has integral solutions everywhere locally. To study this one introduces the height function $H(a, b, c)=\max (|a|,|b|,|c|)$ and considers the following quantity as $B>0$ varies:

$$
N_{\mathrm{loc}}(B)=\left|\left\{X_{a, b, c} \in \mathcal{F}_{n}: H(a, b, c) \leq B, X_{a, b, c}\left(\mathbb{A}_{\mathbb{Z}}\right) \neq \emptyset\right\}\right|
$$

Here $\mathbb{A}_{\mathbb{Z}}$ are the integral adeles. Then Mitankin proves [7, Theorem 1.1] that there exist a non-zero constant $c_{n}$ such that $N_{\mathrm{loc}}(B) \sim c_{n} B^{3}$. So a positive proportion of such surfaces have integral solutions everywhere locally. The second quantity they consider is

$$
N_{\mathrm{Br}}(B)=\left|\left\{X_{a, b, c} \in \mathcal{F}_{n}: H(a, b, c) \leq B, X_{a, b, c}\left(\mathbb{A}_{\mathbb{Z}}\right) \neq \emptyset, X_{a, b, c}(\mathbb{Z})=\emptyset\right\}\right|
$$

For this quantity it is proven that [7, Theorem 1.2, Corollary 1.4]:

$$
B^{\frac{3}{2}}(\log B)^{-\frac{1}{2}} \ll n_{n} N_{\mathrm{Br}}(B)<\Vdash_{n} B^{\frac{3}{2}}(\log B)^{3}
$$

So in particular $0 \%$ of these surfaces have a Brauer-Manin obstruction. In this paper we improve both of these bounds.

Theorem 1.1. The following bounds hold

$$
B^{\frac{3}{2}}(\log B)^{\frac{1}{2}}<_{n} N_{\mathrm{Br}}(B) \ll_{n} B^{\frac{3}{2}}(\log B)^{\frac{3}{2}}
$$
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Structure. This paper is organized as follows, in the first section we give an introduction to the integral Brauer-Manin obstruction and in particular describe the case of integral affine quadrics. In the second section we give a proof of Theorem 1.1, first of the lower and then the upper bound.

## 2. Brauer-Manin obstruction

2.1. The general Brauer-Manin obstruction. We will first give an overview of the (integral) Brauer-Manin obstruction. For more details on the Brauer-Manin obstruction we refer the reader to $[10, \S 5.2]$ and for the integral Brauer-Manin obstruction [1, §1].

For an arbitrary scheme $X$ its Brauer group is $\operatorname{Br}(X)=H_{\text {ét }}^{2}\left(X, \mathbb{G}_{m}\right)$. We refer the reader to [4] for an introduction to the Brauer group. Let $K$ be a number field, $\Omega_{K}$ the set of equivalence classes of places of $K$ and for $v \in \Omega_{K}$ we let $K_{v}$ be the completion of $K$ with respect to the place $v$. From local class theory we know that for every place $v$ there exists an injective $\operatorname{map} \operatorname{inv}_{v}: \operatorname{Br}\left(K_{v}\right) \rightarrow \mathbb{Q} / \mathbb{Z}$. Let $X$ be a $K$-variety, $\mathbb{A}_{K}$ be the ring of adeles of $K$ and $X\left(\mathbb{A}_{K}\right)$ the set of adelic points of $X$. There is then a pairing

$$
\begin{align*}
X\left(\mathbb{A}_{K}\right) \times \operatorname{Br}(X) & \longrightarrow \mathbb{Q} / \mathbb{Z}: \\
\left(\left(x_{v}\right)_{v}, \alpha\right) & \longmapsto \sum_{v \in \Omega_{v}} \operatorname{inv}_{v}\left(\alpha\left(x_{v}\right)\right) . \tag{2.1}
\end{align*}
$$

The left kernel of this pairing is called the Brauer-Manin set $X\left(\mathbb{A}_{K}\right)^{\mathrm{Br}}$ and the set of rational points $X(K)$ injects into it. The right kernel of this pairing contains $\operatorname{Br}(K)$. We remark that the quotient $\operatorname{Br}(X) / \operatorname{Br}(K)$ is often finite. If $X\left(\mathbb{A}_{K}\right) \neq \emptyset$ but $X\left(\mathbb{A}_{K}\right)^{\mathrm{Br}}=\emptyset$, then $X(K)$ has to be empty, thus $X$ fails the Hasse principle. We say that $X$ has a Brauer-Manin obstruction to the Hasse principle.

Let now $\mathcal{X}$ be an integral model of $X$, it is separated so we can identify $\mathcal{X}\left(\mathcal{O}_{K_{v}}\right)$ with a subset of $\mathcal{X}\left(K_{v}\right)=X\left(K_{v}\right)$ and thus form a similar
obstruction for integral points by considering the pairing

$$
\begin{align*}
\mathcal{X}\left(\mathbb{A}_{\mathcal{O}_{K}}\right) \times \operatorname{Br}(X) & \longrightarrow \mathbb{Q} / \mathbb{Z}: \\
\left(\left(x_{v}\right)_{v}, \alpha\right) & \longmapsto \sum_{v \in \Omega_{v}} \operatorname{inv}_{v}\left(\alpha\left(x_{v}\right)\right) . \tag{2.2}
\end{align*}
$$

Here $\mathbb{A}_{\mathcal{O}_{K}}$ is the ring of integral adeles and $\mathcal{X}\left(\mathbb{A}_{\mathcal{O}_{K}}\right)$ is the set of integral adelic points. The left kernel of this pairing is called the Brauer-Manin set $\mathcal{X}\left(\mathbb{A}_{\mathcal{O}_{K}}\right)^{\mathrm{Br}}$ and the set of integral points $\mathcal{X}\left(\mathcal{O}_{K}\right)$ injects into it. It is clear from the definitions that $\mathcal{X}\left(\mathbb{A}_{\mathcal{O}_{K}}\right)^{\mathrm{Br}}=\mathcal{X}\left(\mathbb{A}_{\mathcal{O}_{K}}\right) \cap X\left(\mathbb{A}_{K}\right)^{\mathrm{Br}}$. If $\mathcal{X}\left(\mathbb{A}_{\mathcal{O}_{K}}\right) \neq \emptyset$ but $\mathcal{X}\left(\mathbb{A}_{\mathcal{O}_{K}}\right)^{\mathrm{Br}}=\emptyset$ we say that $\mathcal{X}$ has a Brauer-Manin obstruction to the integral Hasse principle.
2.2. The case of affine integral quadric surfaces. We now come to the case of interest for this paper. Let $q$ be a non-degenerate indefinite integral quadratic form of rank 3 and $n$ a non-zero integer. The question we want to answer is whether there exist integers $x, y, z \in \mathbb{Z}$ such that $q(x, y, z)=n$. Let $X$ be the affine surface defined over $\mathbb{Q}$ by this equation and let $\mathcal{X}$ be the obvious integral model of it. It is then shown by ColliotThélène and Xu in [1, Theorem 6.3] that the Brauer-Manin obstruction is the only obstruction to the integral Hasse principle, i.e. if $\mathcal{X}\left(\mathbb{A}_{\mathbb{Z}}\right)^{\mathrm{Br}} \neq \emptyset$ then $\mathcal{X}(\mathbb{Z}) \neq 0$. It is also shown that if $X(\mathbb{Q}) \neq \emptyset$ and $d=-\operatorname{disc}(q) n$ is not a square, then $\operatorname{Br}(X) / \operatorname{Br}(\mathbb{Q}) \cong \mathbb{Z} / 2 \mathbb{Z}$ and if $d$ is a square then $\operatorname{Br}(X) / \operatorname{Br}(\mathbb{Q})=0$. An explicit algorithm to find a generator of this group is given in Section 5.8 of [1]. We now give a description of this algorithm.

Consider first the projectivization $\bar{X}$ of $X$, concretely $\bar{X} \subseteq \mathbb{P}^{3}$ is the projective surface defined by $q(x, y, z)=n t^{2}$ for $[x: y: z: t] \in \mathbb{P}^{3}$. Then choose a $\mathbb{Q}$-point $M$ on $\bar{X}$. Let $\ell_{1}=\ell_{1}(x, y, z, t)$ be the linear form defining the tangent plane of $\bar{X}$ at $M$. Then by [9, §IV: Proposition 3'] there exist linearly independent linear forms $\ell_{2}, \ell_{3}, \ell_{4}$ and $c \in \mathbb{Q}^{*}$ such that

$$
q(x, y, z)-n t^{2}=\ell_{1} \ell_{2}+c\left(\ell_{3}^{2}-d \ell_{4}^{2}\right)
$$

Conversely, if we have such linear forms then $\ell_{1}$ defines a plane tangent to $\bar{X}$. Consider the quaternion algebra $\alpha=\left(\frac{\ell_{1}}{t}, d\right) \in \operatorname{Br}(\mathbb{Q}(\bar{X}))=\operatorname{Br}(\mathbb{Q}(X))$. By the identity in the $l_{i}$ we get in $\operatorname{Br}(\mathbb{Q}(X))$ that

$$
\alpha=\left(\frac{\ell_{2}}{t}, d\right)\left(\frac{\ell_{1} \ell_{2}}{t^{2}}, d\right)=\left(\frac{\ell_{2}}{t}, d\right)(c, d)\left(\frac{\ell_{3}^{2}-d \ell_{4}^{2}}{t^{2}}, d\right)=\left(\frac{\ell_{2}}{t}, d\right)(c, d) .
$$

So $\alpha$ is defined on $U_{1}=\left\{t \ell_{1} \neq 0\right\}$ and on $U_{2}=\left\{t \ell_{2} \neq 0\right\}$. By Grothendieck purity [4, III: Theorem 6.1] this implies that $\alpha$ comes from the Brauer group of $\{t \neq 0\}=X$ since $\left\{\ell_{1}=0=\ell_{2}\right\}$ is at least of codimension 2.

## 3. The proof of Theorem 1.1

We recall that the statement of Theorem 1.1 is the following inequalities:

$$
B^{\frac{3}{2}}(\log B)^{\frac{1}{2}}<_{n} N_{B r}(B) \ll_{n} B^{\frac{3}{2}}(\log B)^{\frac{3}{2}}
$$

3.1. The lower bound. It suffices to do the case $n=1$ since the surfaces $a x^{2}+b y^{2}+c z^{2}=1$ and $a n x^{2}+b n y^{2}+c n z^{2}=n$ are the same. We first construct a family with a Brauer-Manin obstruction. For this fix a prime $q \equiv 1 \bmod 8$, e.g. $q=17$. For $a, c, d, e \in \mathbb{Z} \backslash\{0\}$ with $c, d, e$ pairwise coprime consider the family of integral surfaces $Y_{a ; c, d, e}: a q^{2} c^{2} x^{2}-a d^{2} y^{2}+e^{2} q z^{2}=$ 1. We start with a lemma showing when this family has a local solution everywhere, clearly we always have $Y_{a ; c, d, e}(\mathbb{R}) \neq \emptyset$. From now on $p$ is always a prime number. From now on, except for a single clearly marked exception, we will use the notation $(a, b)$ without a subscript to mean the greatest common divisor of $a$ and $b$. On the other hand $(a, b)_{p}$ with a subscript will be the Hilbert symbol.

Lemma 3.1. $Y_{a ; c, d, e}\left(\mathbb{Z}_{p}\right) \neq \emptyset$ for all primes $p$ if and only if $(a, e q)=1$, $(d, q)=1$ and for all odd primes $p \mid$ a we have $\left(\frac{q}{p}\right)=1$.
Proof. The only if part is clear by looking modulo $p$, the other part we do by case analysis.

- If $p \nmid 2 a q$, then the associated equation has a smooth point modulo $p$ which lifts to a $\mathbb{Z}_{p}$-point by Hensel's lemma.
- If $p \mid a$ and if $p$ is odd, then by assumption $q$ is a non-zero square modulo $p$ which implies we can write $q=\alpha^{-2}$ for $\alpha \in \mathbb{Z}_{p}$. Similarly, if $p=2$ and $2 \nmid e$, then since $q \equiv 1(\bmod 8)$ we can also write $q=\alpha^{-2}$ for $\alpha \in \mathbb{Z}_{2}^{*}$. In both cases $e$ must be invertible in $\mathbb{Z}_{p}$ since $(a, e)=1$. So $\left(0,0, \alpha e^{-1}\right) \in Y_{a ; c, d, e}\left(\mathbb{Z}_{p}\right)$.
- If $p=q$, then we can factorize $a=\prod_{i} p_{i}^{\alpha_{i}}$ where the $p_{i}$ are prime numbers. Then $\left(\frac{a}{q}\right)=\prod_{i}\left(\frac{p_{i}}{q}\right)^{\alpha_{i}}=1$. Indeed, by our assumption and quadratic reciprocity $\left(\frac{p_{i}}{q}\right)=\left(\frac{q}{p_{i}}\right)=1$ if $p_{i}$ is odd. If $p_{i}=2$ then also $\left(\frac{2}{q}\right)=1$ since $q \equiv 1(\bmod 8)$. So $a=\beta^{-2}$ for some $\beta \in \mathbb{Z}_{q}^{*}$. Then $\left(0, \beta d^{-1}, 0\right) \in Y_{a ; c, d, e}\left(\mathbb{Z}_{p}\right)$.
- If $p=2$ but $2 \mid e$, then by assumption $2 \nmid a, c, d$. A direct computation shows that the quadratic form $x^{\prime 2}-y^{\prime 2}$ takes all values in $(\mathbb{Z} / 8 \mathbb{Z})^{*}$, letting it take the value $a^{-1}$ and setting $z=0, x=$ $q^{-1} c^{-1} x^{\prime}, y=d^{-1} y^{\prime}$ gives a solution to $a q^{2} c^{2} x^{2}-a d^{2} y^{2}+e^{2} q z^{2}=1$ modulo 8 which lifts to $\mathbb{Z}_{2}$ by Hensel's lemma.

From now on let $a, c, d, e$ be as in the above lemma. We want to know when $Y_{a ; c, d, e}$ has no integral point. By [1, Theorem 6.3] this only happens if there is a Brauer-Manin obstruction. In this case $\operatorname{Br}\left(Y_{a ; c, d, e}\right) / \operatorname{Br}(\mathbb{Q}) \cong$ $\mathbb{Z} / 2 \mathbb{Z}$ since $-\left(a q^{2} c^{2}\right)\left(-a d^{2}\right)\left(e^{2} q\right)=q \in \mathbb{Q}^{*} / \mathbb{Q}^{* 2}$ is not a rational square as
in Section 2.2. We use the procedure in that section to find a representative of the generator of this group. The projectivization of $Y_{a ; c, d, e}$ is given by the equation $a q^{2} c^{2} X^{2}-a d^{2} Y^{2}+q e^{2} Z^{2}=T^{2}$ with $[X: Y: Z: T] \in \mathbb{P}^{3}$. This variety has a rational point $[d:-q c: 0: 0]$. The tangent plane to this point is defined by the equation $2 a q^{2} c^{2} d X+2 a d^{2} q c Y=0$ so a representative for the generator of the group is given by the quaternion algebra $\left(q c \frac{X}{T}+d \frac{Y}{T}, q\right)=(q c x+d y, q)$.

We now need to find what the values of this Brauer element are when evaluated at points of $Y_{a ; c, d, e}\left(\mathbb{Z}_{p}\right)$. Since the evaluation function is continuous we can restrict our attention to the dense open subset $U=\{q c x+d y \neq$ $0\}$. That is, we will only consider points in $Y_{a ; c, d, e}\left(\mathbb{Z}_{p}\right) \cap U\left(\mathbb{Q}_{p}\right)$. We split this computation into the following cases:

- If $p=\infty$ or 2 , then $(q c x+d y, q)_{p}=1$ since $q$ is a square in $\mathbb{R}$ and $\mathbb{Z}_{2}$.
- If $p \nmid 2 q$ then the following equality follows from the computation of the Hilbert symbol [9, §III: Theorem 1].

$$
(q c x+d y, q)_{p}=\left(\frac{q}{p}\right)^{v_{p}(q c x+d y)}
$$

We may assume that $\left(\frac{q}{p}\right)=-1$ since the other case is trivial, thus $(a, p)=1$. If $p \mid q c x+d y$, then $p \mid q^{2} c^{2} x^{2}-d^{2} y^{2}$ so by looking at the defining equation modulo $p$ we see that $e^{2} q z^{2} \equiv 1(\bmod p)$ which contradicts that $\left(\frac{q}{p}\right)=-1$.

- If $p=q$, then by looking at the defining equation modulo $q$ we get $a d^{2} y^{2} \equiv 1(\bmod q)$ which shows that $y$ is non-zero modulo $q$. Then $(q c x+d y, q)_{q}=\left(\frac{d y}{q}\right)$ because of the computation of the Hilbert symbol. So it is equal to 1 if and only if $d y$ is a square modulo $q$. Again looking at the defining equation modulo $q$ we see that this happens if and only if $-a$ is a non-zero fourth power modulo $q$. Because $q \equiv 1(\bmod 8)$ this is true if and only if $a$ is a non-zero fourth power modulo $q$.
Combining all this we get that $Y_{a ; c, d, e}(\mathbb{Z})=\emptyset$ if and only if $a$ is not a fourth power modulo $q$. On the other hand we already assumed that $a$ was a square modulo $q$ so the residue of $a$ modulo $q$ has to be an element of

$$
\begin{equation*}
S=(\mathbb{Z} / q \mathbb{Z})^{* 2} \backslash(\mathbb{Z} / q \mathbb{Z})^{* 4} \tag{3.1}
\end{equation*}
$$

The group isomorphism $(\mathbb{Z} / q \mathbb{Z})^{*} \cong \mathbb{Z} /(q-1) \mathbb{Z}$ and the fact that $q \equiv 1$ $(\bmod 8)$ imply that the set $S$ is non-empty and has size $\frac{q-1}{4}$.

We now want to count the amount of such equations with coefficients smaller than $B$, namely $N_{\mathrm{Br}}^{\prime}(B)=$

$$
\begin{equation*}
\mid\left\{Y_{a ; c, d, e}: H\left(a q^{2} c^{2}, a d^{2}, q e^{2}\right) \leq B, Y_{a ; c, d, e}\left(\mathbb{A}_{\mathbb{Z}}\right) \neq \emptyset \text { and } Y_{a ; c, d, e}(\mathbb{Z})=\emptyset\right\} \mid \tag{3.2}
\end{equation*}
$$

We will first introduce some notation to encode the conditions above. First of all we will denote the indicator function of $S$ by $1_{a \in S}$, we can encode this in the standard way as a sum of characters

$$
\begin{equation*}
1_{a \in S}=\frac{1}{q-1} \sum_{s \in S} \sum_{\chi \bmod q} \chi(s) \chi(a) \tag{3.3}
\end{equation*}
$$

Note that we used that $s \in S$ if and only if $s^{-1} \in S$ to simplify the notation. We will also use $\alpha(a)$ to denote the indicator function of the set $\left\{a \in \mathbb{Z}: p \left\lvert\, a \Rightarrow\left(\frac{p}{q}\right)=1\right.\right\}$. Similarly we use the notation $\beta(c, d, e)$ for the indicator function of the condition $c, d, e$ pairwise coprime.

Since the sign of $a$ is immaterial we have

$$
\begin{equation*}
N_{\mathrm{Br}}^{\prime}(B)=2 \sum_{a \leq \frac{B}{q^{2}}} \alpha(a) 1_{a \in S} \sum_{\substack{c \leq \frac{\sqrt{B}}{q \sqrt{a}}}} \sum_{\substack{d \leq \sqrt{\frac{B}{a}} \\(d, q)=1 \\ e \leq \sqrt{\frac{B}{q}} \\(e, a)=1}} \beta(c, d, e) . \tag{3.4}
\end{equation*}
$$

Note in particular that if $q \mid a$ then the associated term in this sum is zero. To remove the condition $(a, e)=1$ we can use that its indicator function is given by $\sum_{f \mid(a, e)} \mu(f)$. We can then swap the order of the summation so (3.4) turns into

$$
N_{\mathrm{Br}}^{\prime}(B)=2 \sum_{f \leq \sqrt{\frac{B}{q}}} \mu(f) \sum_{a \leq \frac{B}{q^{2} f}} \alpha(a f) 1_{a f \in S} \sum_{\substack{c \leq \frac{\sqrt{B}}{q \sqrt{a f}}}} \sum_{\substack{ \\(d, q)=1}} \beta(c, d, f e) .
$$

We will denote the triple sum over $c, d, e$ by $V(B, a, f)$. Note that by definition $\beta(c, d, f e)=\beta(c, d, e)$ if $(f, c d)=1$ and equal to 0 otherwise. So we can also write this quantity as

$$
\begin{equation*}
\left.V(B, a, f)=\sum_{\substack{c \leq \frac{\sqrt{B}}{q \sqrt{a f}}\\}} \sum_{d \leq \sqrt{\frac{B}{a f}}} \sum_{e \leq \frac{\sqrt{B}}{\sqrt{q} f}} \beta(c, f)=1(d, q f)=1 . e\right) . \tag{3.5}
\end{equation*}
$$

It also follows from the definition of $\alpha$ that $\alpha(a f)=\alpha(a) \alpha(f)$. Using this and (3.3) we obtain that $N_{\mathrm{Br}}^{\prime}(B)$ is equal to

$$
\frac{2}{q-1} \sum_{s \in S} \sum_{\chi \bmod q} \chi(s) \sum_{f \leq \sqrt{\frac{B}{q}}} \alpha(f) \chi(f) \mu(f) \sum_{a \leq \frac{B}{q^{2} f}} \alpha(a) \chi(a) V(B, a, f) .
$$

We now introduce the following intermediary quantities for which we will find asympotic formulas one by one. First of all the sum over $a$ is denoted by

$$
\begin{equation*}
W_{\chi}(B, f)=\sum_{a \leq \frac{B}{q^{2} f}} \alpha(a) \chi(a) V(B, a, f) \tag{3.6}
\end{equation*}
$$

We will also consider the sum over $f$ :

$$
\begin{equation*}
U_{\chi}(B)=\sum_{f \leq \sqrt{\frac{B}{q}}} \alpha(f) \chi(f) \mu(f) W_{\chi}(B, f) \tag{3.7}
\end{equation*}
$$

With this notation the quantity which we have to compute is

$$
\begin{equation*}
N_{\mathrm{Br}}^{\prime}(B)=\frac{2}{q-1} \sum_{s \in S} \sum_{\chi \bmod q} \chi(s) U_{\chi}(B) \tag{3.8}
\end{equation*}
$$

We begin by evaluating $V(B, a, f)$. Let $k, \ell, m$ be non-zero integers and let $X, Y, Z \geq 1$. We will start by investigating the following sum.

$$
L_{k, \ell, m}(X, Y, Z)=\sum_{\substack{x \leq X \\(x, k)=1}} \sum_{\substack{y \leq Y \\(y, \ell)=1}} \sum_{\substack{z \leq Z \\(z, m)=1}} \beta(x, y, z)
$$

A similar sum is the subject of [12], in particular if $X=Y=Z$ and $k=\ell=m$ the following lemma is a special case of the main theorem of [12].

Lemma 3.2. There exists a non-zero constant $C_{k, \ell, m}=\prod_{p} C_{p}$ only depending on $k, \ell, m$ such that

$$
\begin{aligned}
& L_{k, \ell, m}(X, Y, Z)=C_{k, \ell, m} X Y Z \\
& \quad+O\left(\left(\frac{\tau(k)(\log X)^{2}}{X}+\frac{\tau(\ell)(\log Y)^{2}}{Y}+\frac{\tau(m)(\log Z)^{2}}{Z}\right) X Y Z\right) .
\end{aligned}
$$

For any prime $p$ the constant $C_{p}$ depends on how many of the $k, \ell, m$ are divisible by the prime $p$. If $p$ divides exactly $i$ of them, then $C_{p}=$ $\left(1-\frac{1}{p}\right)^{2}\left(1+\frac{2-i}{p}\right)$.

In the proof of this lemma we will require the notion of a multivariable multiplicative function. A survey of this notion is the subject of [13].

Proof. We will first encode the conditions $x, y, z$ pairwise coprime in a more useful way. Note that $\beta(x, y, z)$ is multiplicative. We can encode this condition as

$$
\begin{equation*}
\beta(x, y, z)=\sum_{t \mid(x, y, z)} \sum_{u \mid(x, y)} \sum_{v \mid(x, z)} \sum_{w \mid(y, z)} \mu(u v w t) \mu(t) \tau(t) . \tag{3.9}
\end{equation*}
$$

Indeed the right hand side is also multiplicative. It thus suffices to check the equality in the case where $x, y, z$ are prime powers and this is a simple computation.

Use this encoding (3.9) of $\beta$ in the definition of $L_{k, \ell, m}(X, Y, Z)$. Since the terms are non-zero unless $t, u, v, w$ are pairwise coprime we can switch
the order of summation and get that
(3.10) $L_{k, \ell, m}(X, Y, Z)$

$$
=\sum_{\begin{array}{c}
u v t \leq X,(u v t, k)=1 \\
u w \leq \leq,(u w t, \ell)=1 \\
v w t \leq Z,(v w t, m)=1
\end{array}} \mu(u v w t) \mu(t) \tau(t) \sum_{\substack{x \leq \frac{X}{u v t} \\
(x, k)=1}} \sum_{\substack{y \leq \frac{Y}{u w t}(y, \ell)=1}} \sum_{\substack{z \leq \frac{Z}{v w t} \\
(z, m)=1}} 1 .
$$

Now for the inner sums use the standard fact that

$$
\sum_{\substack{x \leq X \\(x, k)=1}} 1=\sum_{x \leq X} \sum_{d \mid(x, k)} \mu(d)=\sum_{d \mid k}\left(\frac{\mu(d) X}{d}+O(1)\right)=\frac{\phi(k) X}{k}+O(\tau(a))
$$

Applying this and the trivial inequality $\sum_{(x, k)=1}^{x \leq X} 1 \ll X$ if $X \leq \tau(k)$ thrice one finds that

$$
\begin{array}{r}
\sum_{\substack{x \leq \frac{X}{u v t} \\
(x, k)=1}} \sum_{\substack{y \leq \frac{Y}{u w t} \\
(y, \ell)=1}} 1=\frac{X Y Z}{u^{2} v^{2} w^{2} t^{3}}\left(\frac{\phi(k) \phi(\ell) \phi(m)}{k \ell m}\right. \\
\left.\quad+O\left(\frac{\tau(k) u v t}{X}+\frac{\tau(\ell) u w t}{Y}+\frac{\tau(m) v w t}{Z}\right)\right)
\end{array}
$$

If we apply this to (3.10) and use trivial inequalities for the sums over the error terms we get that

$$
\begin{aligned}
L_{k, \ell, m}(X, Y, Z) & =K_{k, \ell, m}(X, Y, Z) X Y Z\left(\frac{\phi(k) \phi(\ell) \phi(m)}{k \ell m}\right. \\
& \left.+O\left(\frac{\tau(k)(\log X)^{2}}{X}+\frac{\tau(\ell)(\log Y)^{2}}{Y}+\frac{\tau(m)(\log Z)^{2}}{Z}\right)\right)
\end{aligned}
$$

where

$$
K_{k, \ell, m}(X, Y, Z)=\sum_{\begin{array}{c}
u v t \leq X,(u v t, k)=1  \tag{3.11}\\
u w t \leq Y,(u w t, \ell)=1 \\
v w t \leq Z,(v w t, m)=1
\end{array}} \frac{\mu(u v w t) \mu(t) \tau(t)}{u^{2} v^{2} w^{2} t^{3}}
$$

We now show that $K_{k, \ell, m}(X, Y, Z)$ converges as $X, Y, Z \rightarrow \infty$ and decide its speed of convergence. For this we have to bound the size of

$$
\left|\sum_{\begin{array}{c}
u v t \geq X,(u v t, k)=1 \\
\text { or } u w t \geq Y,(u w t, \ell)=1 \\
\text { or } v w t \geq Z,(v w t, m)=1
\end{array}} \frac{\mu(u v w t) \mu(t) \tau(t)}{u^{2} v^{2} w^{2} t^{3}}\right| \leq \sum_{t} \frac{\tau(t)}{t^{3}} \sum_{\substack{u v \geq \frac{X}{t} \\
\text { or } u w \geq \frac{Y}{t} \\
\text { or } v w \geq \frac{Z}{t}}} \frac{1}{u^{2} v^{2} w^{2}} .
$$

We can bound this inner sum as a sum over the three regions $u v \geq \frac{X}{t}$, $u w \geq \frac{Y}{t}$ and $u v \geq \frac{X}{t}$. Since the sums over each region are analogous we only do the region $u v \geq \frac{X}{t}$. By putting $n=u v$ we can bound this sum as

$$
\sum_{t} \frac{\tau(t)}{t^{3}} \sum_{w} \frac{1}{w^{2}} \sum_{n \geq \frac{X}{t}} \frac{\tau(n)}{n^{2}} \ll \sum_{t} \frac{\tau(t)}{t^{3}} \sum_{w} \frac{1}{w^{2}} \frac{t \log \left(\frac{X}{t}\right)}{X} \ll \frac{\log X}{X} .
$$

Here we have used partial summation and the classical fact [11, §I.3.2] that

$$
\sum_{n \leq X} \tau(n)=X \log X+O(X)
$$

This gives a total error term of size $O\left(\frac{\log X}{X}+\frac{\log Y}{Y}+\frac{\log Z}{Z}\right)$.
It thus only remains to compute the value of the completed sum

$$
\begin{equation*}
\sum_{\substack{u, v, w, t \\(u v t, k)=(u w t, \ell)=(v w t, m)=1}} \frac{\mu(u v w t) \mu(t) \tau(t)}{u^{2} v^{2} w^{2} t^{3}} . \tag{3.12}
\end{equation*}
$$

Because the terms are multiplicative in $u, v, w, t,[13$, Proposition 11] implies that this sum converges to the Euler product $\prod_{p} C_{p}^{\prime}$. Fix a prime $p$ and let $i$ be the number of elements of $\{k, \ell, m\}$ divisible by $p$.

- If $i=0$ then $C_{p}^{\prime}=1-\frac{3}{p^{2}}+\frac{2}{p^{3}}=\left(1-\frac{1}{p}\right)^{2}\left(1+\frac{2}{p}\right)$.
- If $i=1$ then $C_{p}^{\prime}=1-\frac{1}{p^{2}}=\left(1-\frac{1}{p}\right)\left(1+\frac{1}{p}\right)$
- If $i=2,3$ then $C_{p}^{\prime}=1$.

It remains to prove that $C_{k, \ell, m}=\frac{\phi(k) \phi(\ell) \phi(m)}{k \ell m} \prod_{p} C_{p}^{\prime}$. This is clearly true since $C_{p}=C_{p}^{\prime}\left(1-\frac{1}{p}\right)^{i}$. This completes the proof.

From this lemma it now follows by taking $X=\frac{\sqrt{B}}{q \sqrt{a f}}, Y=\frac{\sqrt{B}}{\sqrt{a f}}, Z=\frac{\sqrt{B}}{\sqrt{q} f}$ and $k=f, \ell=q f, m=1$ that

$$
\begin{equation*}
V(B, a, f)=\frac{B^{\frac{3}{2}}}{q^{\frac{3}{2}} a f^{2}}\left(C_{f}+O\left(\frac{\tau(f)}{\sqrt{B}}\left(f(\log B)^{2}+\sqrt{a f}\left(\log \frac{B}{a}\right)^{2}\right)\right)\right) \tag{3.13}
\end{equation*}
$$

where

$$
C_{f}=\frac{q+1}{q+2} \prod_{p \mid f}\left(1+\frac{2}{p}\right)^{-1} \prod_{p}\left(1-\frac{3}{p^{2}}+\frac{2}{p^{3}}\right)
$$

This formula holds since $q \nmid f$ which is true since $f \mid a$ and $(q, a)=1$. We will now compute $W_{\chi}(B, f)$. Using the formula (3.13) in the definition of
$W_{\chi}(B, f)(3.6)$ we find that

$$
\begin{align*}
& W_{\chi}(B, f)=\frac{B^{\frac{3}{2}} C_{f}}{q^{\frac{3}{2}} f^{2}} \sum_{a \leq \frac{B}{q^{2} f}} \frac{\chi(a) \alpha(a)}{a}  \tag{3.14}\\
& \quad+O\left(\frac{\tau(f) B(\log B)^{2}}{f} \sum_{a \leq \frac{B}{q^{2} f}} \frac{\alpha(a)}{a}+\frac{B}{f^{\frac{3}{2}}} \sum_{a \leq \frac{B}{q^{2} f}} \frac{\alpha(a)}{a^{\frac{1}{2}}}\left(\log \frac{B}{a}\right)^{2}\right)
\end{align*}
$$

To compute the main term we will first compute $\sum_{a \leq \frac{B}{q^{2} f}} \chi(a) \alpha(a)$ and then apply partial summation. We will evaluate this sum using the SelbergDelange method. See [11, II. 5 Theorem 3] for a precise statement of the Selberg-Delange method and the preceding Section II.5.3 for the definition of type $\mathcal{T}$.

Lemma 3.3. Let $\chi$ be a character modulo $q$ and let $\psi$ be the character $(\dot{\bar{q}})$. Then we have the following. If $\chi=\psi$ or if $\chi$ is principal, then

$$
\sum_{a \leq x} \chi(a) \alpha(a)=D x(\log x)^{-\frac{1}{2}}+O\left(x(\log x)^{-\frac{3}{2}}\right)
$$

where $D=\pi^{-\frac{1}{2}}\left(1-\frac{1}{q}\right)^{\frac{1}{2}} \prod_{p}\left(1-\frac{1}{p}\right)^{-\frac{\psi(p)}{2}}$. Otherwise,

$$
\sum_{a \leq x} \chi(a) \alpha(a)=O\left(x e^{-d_{1} \sqrt{\log x}}\right)
$$

for some constant $d_{1}>0$.
Proof. We first do the case $\chi=\psi$ or $\chi$ is principal. If $\chi=\psi$, then the only terms in the sum for which $\alpha(a)$ is non-zero, are by definition the ones such that for all primes $p \mid a$ we have $\psi(p)=1$. Since $\psi$ is multiplicative this implies that $\psi(a)=1$. Now look at the associated Dirichlet series of this sum

$$
\begin{aligned}
F(s)=\sum_{n} \alpha(n) n^{-s} & =\prod_{\substack{p \\
\psi(p)=1}}\left(1-p^{-s}\right)^{-1} \\
& =\left(1-\frac{1}{q^{s}}\right)^{\frac{1}{2}} \zeta(s)^{\frac{1}{2}} L(\psi, s)^{\frac{1}{2}} \prod_{\substack{p \\
\psi(p)=-1}}\left(1-p^{-2 s}\right)^{\frac{1}{2}}
\end{aligned}
$$

We were able to write the above as this Euler product since $\alpha$ is totally multiplicative. In the following we write $K(s)=\prod_{p, \psi(p)=-1}\left(1-p^{-2 s}\right)^{\frac{1}{2}}$. We will use the classical notation $s=\sigma+i t$. For $\sigma>\frac{1}{2}$ we have the inequalities

$$
\prod_{\substack{p \\ \psi(p)=-1}}\left|\left(1-p^{-2 s}\right)^{\frac{1}{2}}\right| \leq \prod_{p}\left(1+p^{-2 \sigma}\right)^{\frac{1}{2}} \leq \prod_{p}\left(1-p^{-2 \sigma)}\right)^{-\frac{1}{2}}=\zeta(2 \sigma)^{\frac{1}{2}}
$$

So $K$ is holomorphic and bounded by $\zeta\left(\frac{3}{2}\right)^{\frac{1}{2}}$ in the region $\operatorname{Reop}(s)>\frac{3}{4}$. It is known [2, Chapter 14] that there exists a constant $c_{0}>0$ such that for every character $\chi$ modulo $q$ the Dirichlet series $L(\chi, s)$ has no zeroes in the region

$$
\sigma \geq 1-\frac{c_{0}}{1+\log (1+|t|)},
$$

One can get rid of the possible Siegel zero by taking a smaller $c_{0}$. We will also require the bound $L(\sigma+i t, \psi) \leq\left(\frac{q|\sigma+i t|}{2 \pi}\right)^{\frac{3-2 \sigma}{4}} \zeta\left(\frac{3}{2}\right) \leq\left(\frac{q}{2 \pi}\right)(1+|t|)^{\frac{1}{2}} \zeta\left(\frac{3}{2}\right)$ for $\frac{1}{2} \leq \sigma \leq 1$, which is the case $\eta=\frac{1}{2}$ of [8, Theorem 3]. Here we used the fact that $q>2 \pi$. Let $c_{1}=\min \left(c_{0}, \frac{1}{4}\right)$, then the preceding discussion implies that $F(s)$ is of type $\mathcal{T}\left(\frac{1}{2}, \frac{1}{2}, c_{1}, \frac{3}{4},\left(1+\frac{1}{q^{\frac{3}{4}}}\right)^{\frac{1}{2}}\left(\frac{q}{2 \pi}\right)^{\frac{1}{2}} \zeta\left(\frac{3}{2}\right)\right)$. The SelbergDelange method immediately implies the desired asymptotic formula. For the other characters $\chi$ we use the Selberg-Delange method once again. The associated Dirichlet series is

$$
\begin{aligned}
F(s)=\sum_{n} \chi(n) \alpha(n) n^{-s} & =\prod_{\substack{p \\
\psi(p)=1}}\left(1-\chi(p) p^{-s}\right)^{-1} \\
& =L(\psi, s)^{\frac{1}{2}} L(\chi \psi, s)^{\frac{1}{2}} \prod_{\substack{p \\
\psi(p)=-1}}\left(1-p^{-2 s}\right)^{\frac{1}{2}}
\end{aligned}
$$

So for similar reasons as before $F(s)$ is of type $\mathcal{T}\left(0, \frac{1}{2}, c_{1}, \frac{1}{2}, \frac{q}{2 \pi} \zeta\left(\frac{3}{2}\right)^{\frac{3}{2}}\right)$ which by the Selberg-Delange method implies the desired bound.

To bound the error terms in (3.14) we proceed as follows. the first sum is bounded trivially and gives an error term of

$$
O\left(\frac{B \tau(f)}{f}(\log B)^{3}\right)
$$

For the second sum we first use that $\left(\log \frac{B}{a}\right)^{2} \ll\left(\frac{B}{a}\right)^{\frac{1}{4}}$. We can then apply the lemma for the case of the principal character and partial summation to see that this contributes an error of size

$$
O\left(\frac{B^{\frac{3}{2}} \tau(f)}{f^{2}}(\log B)^{-\frac{1}{2}}\right)
$$

We then apply this lemma and partial summation to the sum over $a$ in the main term of (3.14). Combining this with the error above gives us that
$W_{\chi}(B, f)$ is equal to

$$
\begin{align*}
W_{\chi}(B, f)=\delta_{\chi} C_{f} 2 D & \frac{B^{\frac{3}{2}}}{q^{\frac{3}{2}} f^{2}}(\log B)^{\frac{1}{2}}  \tag{3.15}\\
& +O\left(\frac{B \tau(f)}{f}(\log B)^{3}+\frac{B^{\frac{3}{2}} \tau(f)}{f^{2}}(\log B)^{-\frac{1}{2}}\right)
\end{align*}
$$

Where $\delta_{\chi}=1$ if $\chi$ is principal or $(\dot{\bar{q}})$ and zero otherwise.
The next step is to compute $U_{\chi}(B)$. If we use (3.15) in its definition (3.7) and bound the sum over the error terms using the divisor bound $\tau(f)<_{\epsilon}$ $f^{\epsilon}$ [11, Corollary I.5.1.1] with e.g. $\epsilon=\frac{1}{4}$ and the trivial bounds $|\mu(f) \chi(f) \alpha(f)| \leq 1$ we find that

$$
\begin{align*}
& U_{\chi}(B)=\delta_{\chi} \frac{2 D}{q^{\frac{3}{2}}} B^{3 / 2} \sum_{f \leq \sqrt{\frac{B}{q}}} \frac{\mu(f) C_{f}}{f^{2}}\left(\log \frac{B}{f}\right)^{\frac{1}{2}} \alpha(f) \chi(f)  \tag{3.16}\\
&+O\left(B^{\frac{3}{2}}(\log B)^{-\frac{1}{2}}\right)
\end{align*}
$$

Note that the only relevant cases are when $\chi$ is principal or $(\dot{\bar{q}})$ since otherwise $\delta_{\chi}=0$. In both cases the only non-zero terms are when $\alpha(f)=1$, i.e. when for every prime $p \mid f$, one has $\left(\frac{p}{q}\right)=1$. In this case $\left(\frac{f}{q}\right)=1$ so in both cases $\chi(f)=1$. By the definition of $C_{f}$ we have $C_{f}=\prod_{p \mid f}\left(1+\frac{2}{p}\right)^{-1} C_{1}$ with $C_{1}=\frac{q+1}{q+2} \prod_{p}\left(1-\frac{3}{p^{2}}+\frac{2}{p^{3}}\right)$, i.e. $C_{f}$ for $f=1$. Using trivial bounds we see that the sum $\sum_{f \leq \sqrt{\frac{B}{q}}} \frac{\mu(f)}{f^{2}} \prod_{p \mid f}\left(1+\frac{2}{p}\right)^{-1} \alpha(f)$ converges to its Euler product

$$
\begin{align*}
\sum_{f \leq \sqrt{\frac{B}{q}}} \frac{\mu(f)}{f^{2}} \prod_{p \mid f}\left(1+\frac{2}{p}\right)^{-1} \alpha(f) &  \tag{3.17}\\
& =\prod_{\substack{p \\
\psi(p)=1}}\left(1-\frac{1}{p(p+2)}\right)+O\left(B^{-\frac{1}{2}}\right)
\end{align*}
$$

We then apply partial summation to the sum (3.16) and by (3.17) we get

$$
\begin{align*}
U_{\chi}(B)=\delta_{\chi} \frac{2 C_{1} D}{q^{\frac{3}{2}}} \prod_{\substack{p \\
\psi(p)=1}}\left(1-\frac{1}{p(p+2)}\right) B^{\frac{3}{2}} & (\log B)^{\frac{1}{2}}  \tag{3.18}\\
& +O\left(B^{\frac{3}{2}}(\log B)^{-\frac{1}{2}}\right)
\end{align*}
$$

Let us write $E=\frac{2 C_{1} D}{q^{\frac{3}{2}}} \prod_{\psi(p)=1}^{p}\left(1-\frac{1}{p(p+2)}\right)$ to simplify the notation. It then only remains to apply this formula to (3.8), this gives

$$
N_{\mathrm{Br}}^{\prime}(B)=\frac{2 E}{q-1} \sum_{s \in S}\left(1+\left(\frac{s}{q}\right)\right) B^{\frac{3}{2}}(\log B)^{\frac{1}{2}}+O\left(B^{\frac{3}{2}}(\log B)^{-\frac{1}{2}}\right)
$$

But by the definition of $S$ (3.1) we know that $\left(\frac{s}{q}\right)=1$ for $s \in S$ and that $|S|=\frac{q-1}{4}$ so we can conclude that

$$
\begin{equation*}
N_{\mathrm{Br}}^{\prime}(B)=E B^{\frac{3}{2}}(\log B)^{\frac{1}{2}}+O\left(B^{\frac{3}{2}}(\log B)^{-\frac{1}{2}}\right) \tag{3.19}
\end{equation*}
$$

Since $N_{\mathrm{Br}}^{\prime}(B) \leq N_{\mathrm{Br}}(B)$ this implies the desired bound

$$
B^{\frac{3}{2}}(\log B)^{\frac{1}{2}}<_{n} N_{\mathrm{Br}}(B)
$$

Remark 3.4. One might try to prove a better lower bound by considering multiple such families for varying primes $q$ and adding all of these together. This will give no improvement since as $q$ varies, $C_{1}$ and $\prod_{\psi(p)=1}^{p}\left(1-\frac{1}{p(p+2)}\right)$ are bounded and $D$ goes up to $L((\dot{\bar{q}}), 1)^{\frac{1}{2}} \ll \log q$ [11, II. 8 Theorem 6].
3.2. The upper bound. To find an upper bound we will use the following lemma from [7].

Lemma 3.5. Let $a, b, c \in \mathbb{Z}$, if there exists an odd prime $p$ such that $v_{p}(a)$ is odd and $p \nmid b c n$ then $X_{a, b, c}: a x^{2}+b y^{2}+c z^{2}=n$ has no integral BrauerManin obstruction.

We can thus bound $N_{\mathrm{Br}}(B)$ by the amount of triples $(a, b, c) \in \mathbb{Z}^{3} \cap$ $[-B, B]^{3}$ such that for all prime divisors $p \mid a$ the integer $v_{p}(a)$ is even or $p \mid b c n$ and such that $a x^{2}+b y^{2}+c y^{2}=n$ has local solutions everywhere. Similarly, for $b$ and $c$. Such a triple can be written as

$$
\begin{aligned}
a & =v_{a} u_{a b} u_{a c} w_{a b} w_{a c} w_{b a}^{2} w_{c a}^{2} a_{1}^{2} \\
b & =v_{b} u_{a b} u_{b c} w_{b a} w_{b c} w_{a b}^{2} w_{c b}^{2} b_{1}^{2} \\
c & =v_{c} u_{a c} u_{b c} w_{c a} w_{c b} w_{a c}^{2} w_{b c}^{2} c_{1}^{2}
\end{aligned}
$$

Here the $v_{i}$ have only prime factors dividing $2 n$ and the $u_{i j}$ and $w_{k \ell}$ are positive squarefree. The $u_{i j}$ and $w_{k \ell}$ are jointly pairwise coprime and each of them is coprime to $2 n$. Note first that the existence of local solutions implies that if a prime $p \mid(a, b, c)$ then $p \mid 2 n$. Such a decomposition can then be found as follows:

- The number $v_{a}$ is the product of all the prime factors, counted with multiplicity, of $a$ dividing $2 n$. It also has the same sign as $a$. The numbers $v_{b}, v_{c}$ are analogous.
- The positive squarefree number $u_{a b}$ is the product of the primes $p \mid(a, b)$, not counted with multiplicity, such that $v_{p}(a)$ and $v_{p}(b)$ are both odd and $(p, 2 n)=1$. Completely analogous for $u_{a c}, u_{b c}$.
- The positive squarefree number $w_{a b}$ is the product of the prime numbers $p \mid(a, b)$, also not counted with multiplicity, such that $v_{p}(a)$ is odd but $v_{p}(b)$ is even and $(p, 2 n)=1$. The other $w_{k \ell}$ are analogous.
- The products of the prime factors that are left are squares because of the conditions coming from Lemma 3.5 and can thus be written as $a_{1}^{2}, b_{1}^{2}, c_{1}^{2}$.
Because the equation $a x^{2}+b y^{2}+c y^{2}=n$ needs to have solutions locally everywhere we see that for $p \mid u_{a b}$ we need $\left(\frac{v_{c} u_{a c} u_{b c} w_{c a} w_{c b} n}{p}\right)=1$ by looking modulo $p$. We also have analogous conditions for $u_{a c}, u_{b c}$. Let now $\epsilon(v)$ be the indicator function of the set $\{v \in \mathbb{Z}: p|v \Rightarrow p| 2 n\}$ and $\delta(u ; v)$ be the indicator function of the set

$$
\begin{equation*}
\left\{u \in \mathbb{Z}: u \text { squarefree, and } p \left\lvert\, u \Rightarrow\left(\frac{v}{p}\right)=1\right.\right\} . \tag{3.20}
\end{equation*}
$$

In particular if $u$ and $v$ are not coprime then $\delta(u ; v)=0$. The signs of $a, b, c$ are immaterial in these conditions so we can assume that $a, b, c \geq 0$ and $u_{a b}, u_{a c}, u_{b c} \geq 1$. Summing over $a_{1}, b_{1}, c_{1}$ and using that there are $O\left(B^{\frac{1}{2}}\right)$ squares less than $B$ we get the following upper bound for $N_{\mathrm{Br}}(B)$ :

$$
\begin{equation*}
\ll B^{\frac{3}{2}} \sum_{v_{i} \leq B} \frac{\epsilon\left(v_{i}\right)}{v_{i}^{\frac{1}{2}}} \sum_{w_{k \ell} \leq B} \frac{1}{w_{k \ell}^{\frac{3}{2}}} T\left(B ; v_{a} w_{a b} w_{a c} n, v_{b} w_{b a} w_{b c} n, v_{c} w_{c a} w_{c b} n\right) \tag{3.21}
\end{equation*}
$$

Where $i, k, \ell$ range over $\{a, b, c\}$ and $k \neq \ell$. We have gotten rid of the coprimality and squarefree conditions on the $w_{k \ell}$ by trivial bounds. Here $T(B ; k, \ell, m)$ is the sum

$$
\begin{equation*}
\sum_{\substack{u_{a b}, u_{a c}, u_{b c} \leq B \\\left(u_{a b} u_{a c} u_{b c}, 2 k \ell m\right)=1}} \sum_{i} \frac{\delta\left(u_{b c} ; k u_{a b} u_{a c}\right) \delta\left(u_{a c} ; \ell u_{a b} u_{b c}\right) \delta\left(u_{a b} ; m u_{a c} u_{b c}\right)}{u_{a b} u_{a c} u_{b c}} \tag{3.22}
\end{equation*}
$$

We note that the term in this sum is zero unless the $u_{i j}$ are pairwise coprime.
To bound $T$ we will first look at the related quantity

$$
\begin{align*}
& S(X, Y, Z ; k, \ell, m)  \tag{3.23}\\
& =\sum_{\substack{u_{b c} \leq X \\
\left(u_{a b} u_{a c} u_{b c}, 2 k \ell m\right)=1}} \sum_{u_{a c} \leq Y} \sum_{u_{a b} \leq Z} \delta\left(u_{b c} ; k u_{a b} u_{a c}\right) \delta\left(u_{a c} ; \ell u_{a b} u_{b c}\right) \delta\left(u_{a b} ; m u_{a c} u_{b c}\right) .
\end{align*}
$$

In particular, we will prove the following lemma.

Lemma 3.6. For $X, Y, Z \geq 2$ and $k, \ell, m \in \mathbb{N} \backslash\{0\}$ we have the bound

$$
\begin{aligned}
& S(X, Y, Z ; k, \ell, m) \ll(k \ell m)^{\frac{1}{4}} X Y Z\left[(\log X \log Y \log Z)^{-\frac{1}{2}}\right. \\
& \left.\quad+(\log X \log Y \log Z)^{-2}\left((\log X)^{\frac{5}{2}}+(\log Y)^{\frac{5}{2}}+(\log Z)^{\frac{5}{2}}\right)\right]
\end{aligned}
$$

Now assuming this lemma and applying partial summation thrice we get the inequality

$$
T(B ; k, \ell, m) \ll(k \ell m)^{\frac{1}{4}}(\log B)^{\frac{3}{2}}
$$

Applying this to (3.21) and summing over the $w_{i j}$ we find that

$$
N_{\mathrm{Br}}(B) \ll_{n} B^{\frac{3}{2}}(\log B)^{\frac{3}{2}} \sum_{v_{i} \leq B} \frac{\epsilon\left(v_{i}\right)}{v_{i}^{\frac{1}{4}}}
$$

Since all the terms are positive and $\epsilon$ is completely multiplicative we can complete the sum and write it as a convergent Euler product. We conclude that

$$
N_{\mathrm{Br}}(B) \ll_{n} B^{\frac{3}{2}}(\log B)^{\frac{3}{2}} \sum_{v_{i}} \frac{\epsilon\left(v_{i}\right)}{v_{i}^{\frac{1}{4}}}=B^{\frac{3}{2}}(\log B)^{\frac{3}{2}} \prod_{p \mid 2 n}\left(1-p^{-\frac{1}{4}}\right)^{-3}
$$

as desired.
We will now prove Lemma 3.6.
Proof. Note that $S(X, Y, Z ; k, \ell, m)$ does not change if we permute $(X, k),(Y, \ell),(Z, m)$. Moreover, we have the trivial inequality

$$
\begin{equation*}
S(X, Y, Z ; k, \ell, m) \leq X Y Z \tag{3.24}
\end{equation*}
$$

If $\max (\log X, \log Y, \log Z) \geq m i n(\log X \log Y, \log X \log Z, \log Y \log Z)^{4}$, then we can use the trivial inequality. Let us assume without loss of generality that $X \geq Y, Z$ so by assumption $\log X \geq(\log Y \log Z)^{4}$. We then find that

$$
S(X, Y, Z ; k, \ell, m) \ll X Y Z(\log X)^{\frac{1}{2}}(\log Y \log Z)^{-2}
$$

In this case the lemma is true.
We now assume that

$$
\begin{align*}
& \max (\log X, \log Y, \log Z)  \tag{3.25}\\
& \quad \leq \min (\log X \log Y, \log X \log Z, \log Y \log Z)^{4}
\end{align*}
$$

We can rewrite $S(X, Y, Z ; k, \ell, m)$ using the equality

$$
\begin{equation*}
\delta(u ; v)=1_{(u, v)=1} \frac{\mu^{2}(u)}{\tau(u)} \sum_{d \mid u}\left(\frac{v}{d}\right) . \tag{3.26}
\end{equation*}
$$

By $1_{(u, v)=1}$ we mean the indicator function of the set $\{u \in \mathbb{Z}:(u, v)=1\}$. This equality is true since both sides are multiplicative in $u$ and it is trivial
when $u$ is a prime power from the definition (3.20). Then we can write $u_{b c}=d_{1} f_{1}, u_{a c}=d_{2} f_{2}, u_{b c}=d_{3} f_{3}$ to get that $S(X, Y, Z ; k, \ell, m)$ is equal to
(3.27) $\sum_{W(X, Y, Z)} \frac{\mu\left(d_{1} d_{2} d_{3} f_{1} f_{2} f_{3}\right)^{2}}{\tau\left(d_{1} d_{2} d_{3} f_{1} f_{2} f_{3}\right)}\left(\frac{k d_{2} f_{2} d_{3} f_{3}}{d_{1}}\right)\left(\frac{\ell d_{1} f_{1} d_{3} f_{3}}{d_{2}}\right)\left(\frac{m d_{1} f_{1} d_{2} f_{2}}{d_{3}}\right)$.

Where $W(X, Y, Z)$ is the set of tuples $\left(d_{1}, d_{2}, d_{3}, f_{1}, f_{2}, f_{3}\right) \in(\mathbb{N} \backslash\{0\})^{6}$ such that

$$
d_{1} f_{1} \leq X, d_{2} f_{2} \leq Y, d_{3} f_{3} \leq Z \text { and }\left(d_{1} d_{2} d_{3} f_{1} f_{2} f_{3}, 2 k \ell m\right)=1
$$

Now by quadratic reciprocity and since the $d_{i}$ are odd, the factor

$$
\left(\frac{d_{2} d_{3}}{d_{1}}\right)\left(\frac{d_{1} d_{3}}{d_{2}}\right)\left(\frac{d_{1} d_{2}}{d_{3}}\right)
$$

only depends on the classes of $d_{1}, d_{2}, d_{3}$ modulo 4 . We can thus write this as a sum of characters

$$
\begin{equation*}
\left(\frac{d_{2} d_{3}}{d_{1}}\right)\left(\frac{d_{1} d_{3}}{d_{2}}\right)\left(\frac{d_{1} d_{2}}{d_{3}}\right)=\sum_{\psi_{1}} \sum_{\psi_{2}} \sum_{\psi_{3}} a_{\psi_{1}, \psi_{2}, \psi_{3}} \psi_{1}\left(d_{1}\right) \psi_{2}\left(d_{2}\right) \psi_{3}\left(d_{3}\right) \tag{3.28}
\end{equation*}
$$

Here $\psi_{1}, \psi_{2}, \psi_{3}$ range over all characters modulo 4 and $a_{\psi_{1}, \psi_{2}, \psi_{3}}$ are some complex constants. After applying the equality (3.28) to (3.27) and switching the sums we see that we only have to bound each term corresponding to the characters $\psi_{1}, \psi_{2}, \psi_{3}$ separately. We put $\chi_{1}=\psi_{1}(\cdot)\left(\frac{k}{.}\right), \chi_{2}=$ $\psi_{2}(\cdot)\left(\frac{\ell}{!}\right), \chi_{3}=\psi_{3}(\cdot)\left(\frac{m}{.}\right)$, these are characters modulo $4 k, 4 \ell, 4 m$ respectively. The corresponding term is

$$
\begin{equation*}
\sum_{W(X, Y, Z)} \frac{\mu\left(d_{1} d_{2} d_{3} f_{1} f_{2} f_{3}\right)^{2}}{\tau\left(d_{1} d_{2} d_{3} f_{1} f_{2} f_{3}\right)} \chi_{1}\left(d_{1}\right)\left(\frac{f_{2} f_{3}}{d_{1}}\right) \chi_{2}\left(d_{2}\right)\left(\frac{f_{1} f_{3}}{d_{2}}\right) \chi_{3}\left(d_{3}\right)\left(\frac{f_{1} f_{2}}{d_{3}}\right) \tag{3.29}
\end{equation*}
$$

A similar sum but with only 4 variables was investigated in [3]. We will follow their approach, for this we will need Lemma 1 and 2 from that paper.
Lemma 3.7. Let $\alpha_{n}, \beta_{m}$ be complex numbers supported on odd integers of absolute value $\leq 1$. For all real numbers $N, M>1$ we have the inequality

$$
\sum_{\substack{n \leq N \\ m \leq M}} \alpha_{n} \beta_{m}\left(\frac{m}{n}\right) \ll\left(N^{\frac{5}{6}} M+N M^{\frac{5}{6}}\right)(\log N M)^{\frac{7}{6}}
$$

Lemma 3.8. Let $\chi \bmod q$ be a Dirichlet character and $d$ an integer such that $(d, q)=1$, then for $x \geq 2$ and for all $C>0$ we have

$$
\begin{array}{r}
\sum_{\substack{n \leq x \\
(n, d)=1}} \frac{\mu(n)^{2}}{\tau(n)} \chi(n)=\delta_{\chi} c(d q) \frac{x}{\sqrt{\log x}}\left\{1+O\left(\frac{(\log \log 3 d q)^{\frac{3}{2}}}{\log x}\right)\right\} \\
+O_{C}\left(\tau(d) q x(\log x)^{-C}\right)
\end{array}
$$

Here $\delta_{\chi}=1$ if $\chi$ is principal, $\delta_{\chi}=0$ otherwise and

$$
c(r)=\pi^{-\frac{1}{2}} \prod_{p}\left(1+\frac{1}{2 p}\right)\left(1-\frac{1}{p}\right)^{\frac{1}{2}} \prod_{p \mid r}\left(1+\frac{1}{2 p}\right)^{-1} .
$$

In particular when $d=1$ and $\chi$ is principal this gives

$$
\begin{equation*}
\sum_{n \leq x} \frac{\mu(n)^{2}}{\tau(n)} \ll x(\log x)^{-\frac{1}{2}} \tag{3.30}
\end{equation*}
$$

Let now $V \geq 1$ be a parameter which will be chosen later as a negative power of $k \ell m$ times a large power of $\log X \log Y \log Z$. We will split the sum (3.29) into different regions which we will bound separately. Some of these regions will overlap. Because of inclusion-exclusion it suffices to bound the intersections of these regions separately. The regions are as follows:
(1) The first regions are those of the form $d_{i}, f_{j}>V$ where $i \neq j$. All of these sums are analogous so we may assume that $i=1, j=2$. Certain regions will then be counted twice, to use inclusion-exclusion we will thus be required to bound regions of the type $d_{1}, f_{2}>V$ and some subset of the integers $d_{2}, d_{3}, f_{1}, f_{3}$ will also have to be larger than $V$.
(2) Another type of region we consider is $d_{i}, d_{j}, f_{i}, f_{j} \leq V$ and $d_{k}, f_{k}>$ $V$ for $\{i, j, k\}=\{1,2,3\}$.
(3) The third regions are given by $d_{1}, d_{2}, d_{3} \leq V$ and $f_{1}, f_{2}, f_{3} \leq V$.
(4) The regions in (3) overlap so we will have also have to bound the region $d_{1}, d_{2}, d_{3}, f_{1}, f_{2}, f_{3} \leq V$.
We consider first the regions of the form $d_{1}, f_{2}>V$ with a possible condition on $d_{2}, d_{3}, f_{1}, f_{3}$. Now look at this region in (3.29), move the sum over $d_{1}, f_{2}$ to the inside and apply trivial bounds to the terms which only depend on $d_{2}, d_{3}, f_{1}, f_{3}$, this also removes all the coprimality conditions except those of $d_{1}, f_{2}$. Put $t=2 k \ell m d_{2} d_{3} f_{1} f_{3}$. After doing this we find that this region is bounded by

$$
\left.\ll \sum_{f_{1} \leq X V^{-1}} \sum_{d_{2} \leq Y V^{-1}} \sum_{d_{3} f_{3} \leq Z} \left\lvert\, \sum_{\substack{V<d_{1} \leq \frac{X}{f_{1}} \\\left(d_{1}, t\right)=1}} \sum_{V<f_{2} \leq \frac{Y}{d_{2}}} \frac{\mu\left(2 d_{1} f_{2}\right)^{2}}{\tau\left(d_{1}, t\right)=1}<\chi_{2}\right.\right) \left.\left(d_{1}\right)\left(\frac{f_{2} f_{3}}{d_{1}}\right) \right\rvert\, .
$$

Apply Lemma 3.7 to the sum over $d_{1}$ and $f_{2}$ with $\alpha_{n}=\beta_{m}=0$ for $n, m \leq V$. We find that the above sum is bounded by

$$
\begin{align*}
& \ll \sum_{f_{1} \leq X V^{-1}} \sum_{d_{2} \leq Y V^{-1}} \sum_{d_{3} f_{3} \leq Z}\left(\left(\frac{X}{f_{1}}\right)^{\frac{5}{6}} \frac{Y}{d_{2}}+\frac{X}{f_{1}}\left(\frac{Y}{d_{2}}\right)^{\frac{5}{6}}\right)(\log X Y)^{\frac{7}{6}}  \tag{3.31}\\
& \ll X Y Z V^{-\frac{1}{6}}(\log X \log Y)^{\frac{13}{6}} \log Z \ll X Y Z V^{-\frac{1}{6}}(\log X \log Y \log Z)^{\frac{13}{6}} .
\end{align*}
$$

We can bound the regions $d_{i}, d_{j}, f_{i}, f_{j} \leq V$ and $d_{k}, f_{k}>V$ for $\{i, j, k\}=$ $\{1,2,3\}$ via trivial bounds by

$$
\begin{equation*}
\ll V^{4}(X \log X+Y \log Y+Z \log Z) \tag{3.32}
\end{equation*}
$$

The region $d_{1}, d_{2}, d_{3}, f_{1}, f_{2}, f_{3} \leq V$ is trivially bounded by

$$
\begin{equation*}
V^{6} \tag{3.33}
\end{equation*}
$$

There remain two regions to be bounded, $f_{1}, f_{2}, f_{3} \leq V$ and $d_{1}, d_{2}, d_{3} \leq$ $V$. These are analogous but the first one is slightly more involved due to the presence of the characters $\chi_{i}$ so we will only explain the treatment of that one here. The relevant sum is

$$
\sum_{\substack{W(X, Y, Z) \\ f_{1}<V, f_{2}<V, f_{3}<V}} \frac{\mu\left(d_{1} d_{2} d_{3} f_{1} f_{2} f_{3}\right)^{2}}{\tau\left(d_{1} d_{2} d_{3} f_{1} f_{2} f_{3}\right)} \chi_{1}\left(d_{1}\right)\left(\frac{f_{2} f_{3}}{d_{1}}\right) \chi_{2}\left(d_{2}\right)\left(\frac{f_{1} f_{3}}{d_{2}}\right) \chi_{3}\left(d_{3}\right)\left(\frac{f_{1} f_{2}}{d_{3}}\right)
$$

We will now estimate the inner sum depending on the values of $f_{1}, f_{2}, f_{3}$. Note that since the terms are zero unless $f_{1}, f_{2}, f_{3}$ are pairwise coprime squarefree integers, $f_{i} f_{j}$ is a square for $i \neq j$ only if $1=f_{i}=f_{j}$. The first case is $1=f_{1}=f_{2}=f_{3}$. One can first get rid of the coprimality conditions and the characters $\chi_{1}, \chi_{2}, \chi_{3}$ by trivial bounds. After applying $\sum_{n \leq x} \mu(n)^{2} / \tau(n) \ll x(\log x)^{-\frac{1}{2}}$ three times to the sums over $d_{1}, d_{2}, d_{3}$ we see that the contribution of this part is

$$
\begin{equation*}
\ll X Y Z(\log X \log Y \log Z)^{-\frac{1}{2}} \tag{3.34}
\end{equation*}
$$

The second part is when exactly two of $f_{1}, f_{2}, f_{3}$ are equal to 1 , we may assume that $f_{2}=f_{3}=1$ by symmetry. We first apply trivial bounds to remove all the coprimality conditions not involving $d_{2}$ and the characters $\chi_{1}, \chi_{3}$. By applying Lemma 3.8 to the sum over $d_{2}$ and using that $\chi_{2}(\cdot)\left(\frac{f_{1}}{.}\right)$ is a non-principal character of conductor at most $4 \ell f_{1}$ since $\left(f_{1}, 2 \ell\right)=1$ we get a bound

$$
\begin{aligned}
& \ll C \ell \sum_{f_{1} \leq V} \frac{f_{1}}{\tau\left(f_{1}\right)} \sum_{d_{1} \leq \frac{X}{f_{1}}} \sum_{d_{3} \leq Z} \frac{\mu\left(d_{1} d_{3} f_{1}\right)^{2}}{\tau\left(d_{1} d_{3}\right)} \tau\left(d_{1} d_{3} k \ell m\right) Y(\log Y)^{-C} \\
& \ll \tau(k \ell m) \ell X Y Z \sum_{f_{1} \leq V} \frac{1}{\tau\left(f_{1}\right)} \ll \tau(k \ell m) \ell V X Y Z(\log Y)^{-C}
\end{aligned}
$$

for all $C>0$. By instead applying Lemma 3.8 to the sum over $d_{3}$ we get a similar bound with $(\ell, Y)$ and $(m, Z)$ switched. Bounding by their geometric mean and finding similar contributions for the other situations when two
of $f_{1}, f_{2}, f_{3}$ are equal to 1 we get a total bound for this part of

$$
\begin{align*}
<_{C} \tau(k \ell m) V X Y Z\left(\sqrt{k \ell}(\log X \log Y)^{-\frac{C}{2}}\right. & +\sqrt{k m}(\log X \log Z)^{-\frac{C}{2}}  \tag{3.35}\\
& \left.+\sqrt{\ell m}(\log Y \log Z)^{-\frac{C}{2}}\right)
\end{align*}
$$

The last part is when none of the $f_{1} f_{2}, f_{1} f_{3}, f_{2} f_{3}$ are equal to 1 . We apply Lemma 3.8 to the sum over $d_{1}$ where we use that $\chi_{1}(\cdot)\left(\frac{f_{2} f_{3}}{\cdot}\right)$ is a nonprincipal character of conductor at most $4 k f_{2} f_{3}$ since $\left(f_{2} f_{3}, 2 k\right)=1$. For the other sums use trivial bounds to get

$$
\begin{aligned}
& <_{C} k \sum_{f_{1}, f_{2}, f_{3} \leq V} \frac{f_{2} f_{3}}{\tau\left(f_{1} f_{2} f_{3}\right)} \sum_{\substack{d_{2} \leq \frac{Y}{f_{2}} \\
d_{3} \leq \frac{Z}{f_{3}}}} \frac{\mu\left(d_{2} d_{3} f_{1} f_{2} f_{3}\right)^{2}}{\tau\left(d_{2} d_{3}\right)} \tau\left(f_{1} d_{2} d_{3} k \ell m\right) X(\log X)^{-C} \\
& \ll(k \ell m) k V^{3} X Y Z(\log X)^{-C}
\end{aligned}
$$

By applying Lemma 3.8 instead to the sums over $d_{2}, d_{3}$ we get similar bounds so we may bound the sum by their geometric mean

$$
\begin{equation*}
<_{C} \tau(k \ell m)(k \ell m)^{\frac{1}{3}} V^{3} X Y Z(\log X \log Y \log Z)^{-\frac{C}{3}} \tag{3.36}
\end{equation*}
$$

We can now take for example $V=\frac{(\log X \log Y \log Z)^{20}}{\sqrt{k \ell m}}$ and $C=300$, we have assumed that $V \geq 1$ but if $\frac{(\log X \log Y \log Z)^{20}}{\sqrt{k \ell m}} \leq 1$ then we can use the trivial inequality (3.24) to find that

$$
S(X, Y, Z ; k, \ell, m) \ll(k \ell m)^{\frac{1}{4}} X Y Z(\log X \log Y \log Z)^{-10}
$$

Using this choice we get the desired bound for (3.31), (3.33), (3.34). By applying the divisor bound and the divisor bound $\tau(k \ell m) \ll(k \ell m)^{\frac{1}{4}}$ we get the correct bound in (3.36). If we use the assumption (3.25) to remove the large log power in the variable with the linear factor we can bound (3.32) correctly. Lastly, to bound (3.35) we use assumption (3.25) to get rid of the log powers in the variable with a positive exponent for the logarithm and apply the divisor bound $\tau(k \ell m) \ll(k \ell m)^{\frac{1}{4}}$.
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