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SOBOLEV ALGEBRAS

THROUGH HEAT KERNEL ESTIMATES

by Frédéric Bernicot, Thierry Coulhon & Dorothee Frey

Abstract. — On a doubling metric measure space (M,d, µ) endowed with a “carré du champ”,
let L be the associated Markov generator and L̇pα(M,L , µ) the corresponding homogeneous
Sobolev space of order 0 < α < 1 in Lp, 1 < p < +∞, with norm ‖L α/2f‖p. We give suffi-
cient conditions on the heat semigroup (e−tL )t>0 for the spaces L̇pα(M,L , µ) ∩ L∞(M,µ) to
be algebras for the pointwise product. Two approaches are developed, one using paraproducts
(relying on extrapolation to prove their boundedness) and a second one through geometrical
square functionals (relying on sharp estimates involving oscillations). A chain rule and a par-
alinearisation result are also given. In comparison with previous results ([29, 11]), the main
improvements consist in the fact that we neither require any Poincaré inequalities nor Lp-
boundedness of Riesz transforms, but only Lp-boundedness of the gradient of the semigroup.
As a consequence, in the range p ∈ (1, 2], the Sobolev algebra property is shown under Gaussian
upper estimates of the heat kernel only.

Résumé (Algèbres de Sobolev via des estimations du noyau de la chaleur)
Sur un espace métrique mesuré doublant (M,d, µ) equipé d’un « carré du champ », soit L

le générateur markovien associé et L̇pα(M,L , µ) l’espace de Sobolev homogène correspondant,
d’ordre 0 < α < 1 dans Lp, 1 < p < +∞, avec la norme ‖L α/2f‖p. Nous donnons des
conditions suffisantes sur le semi-groupe de la chaleur (e−tL )t>0 pour garantir que les espaces
L̇pα(M,L , µ) ∩ L∞(M,µ) sont des algèbres pour le produit ponctuel. Deux approches sont
développées, une première utilisant des paraproduits (basée sur l’extrapolation pour obtenir
leur bornitude) et une seconde basée sur des fonctionnelles quadratiques géométriques (basée
sur la notion d’oscillation). Des règles de composition et de paralinéarisation sont aussi obtenues.
En comparaison avec les résultats précédents ([29, 11]), les améliorations principales consistent
dans le fait que nous n’avons plus à imposer d’inégalité de Poincaré ou de bornitude Lp des
transformées de Riesz, mais seulement des bornitudes Lp du gradient du semi-groupe. Comme
conséquence, nous obtenons la propriété d’algèbre de Sobolev pour p ∈ (1, 2], sous la seule
hypothèse d’estimations gaussiennes pour le noyau de la chaleur.
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1. Introduction

It is well-known that in the Euclidean space Rn (endowed with its canonical non-
negative Laplace operator ∆), the Bessel-type Sobolev space

Lpα(Rn) =
{
f ∈ Lp ; ∆α/2f ∈ Lp

}
,

is an algebra for the pointwise product for all 1 < p < +∞ and α > 0 such that
αp > n. This result is due to Strichartz in [65], where the Sobolev norm was shown
to be equivalent to the Lp-norm of a suitable quadratic functional.

Twenty years after Strichartz’s work, Kato and Ponce [51] gave a stronger re-
sult, still in the Euclidean space. They proved that for all p ∈ (1,+∞) and α > 0,
Lpα(Rn) ∩ L∞(Rn) is an algebra for the pointwise product. Later on Gulisashvili and
Kon [46] considered the homogeneous Sobolev spaces L̇pα(Rn) and proved the even
stronger result that under the same conditions, L̇pα(Rn) ∩ L∞(Rn) is an algebra for
the pointwise product. These results come with the associated Leibniz rules.

One way to obtain these properties and more general Leibniz rules in the Euclidean
setting is to use paraproducts (introduced by Bony in [20] and later used by Coifman
and Meyer [26, 56], see also [68]) and the boundedness of these bilinear operators
on L∞(Rn) × L̇pα(Rn). This powerful tool allows one to split the pointwise product
into two terms, the regularity of which can be easily computed from the regularity of
the two factors in the product. Moreover, paraproducts also yield a paralinearisation
formula, which allows one to linearise a nonlinearity in Sobolev spaces.

The main motivation of the inequalities deriving from such Leibniz rules and al-
gebra properties comes from the study of nonlinear PDEs. In particular, to obtain
well-posedness results in Sobolev spaces for some semi-linear PDEs, one has to un-
derstand how the nonlinearity acts on Sobolev spaces. This topic, the action of a
nonlinearity on Sobolev spaces (and more generally on Besov spaces), has given rise
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to numerous works in the Euclidean setting where the authors attempt to obtain the
minimal regularity on a nonlinearity F such that the following property holds

f ∈ Bs,p =⇒ F (f) ∈ Bα,p,

where Bα,p can be Sobolev or Besov spaces (see for example [59, 60, 61], [57] or [22]).
It is natural to look for an extension of these results beyond Euclidean geometry,

as was pioneered in [19]. In [29], Coulhon, Russ and Tardivel-Nachef extended the
Strichartz approach, in the case 0 < α < 1, to the case of Lie groups with polynomial
volume growth and Riemannian manifolds with non-negative Ricci curvature. The
proof works as soon as one has the volume doubling property as well as a pointwise
Gaussian upper bound for the gradient of the heat kernel. More recently, on a dou-
bling Riemannian manifold equipped with an operator satisfying suitable heat kernel
bounds, Badr, Bernicot and Russ [11] have shown similar results under Poincaré in-
equalities and boundedness of the Riesz transform, but without assuming pointwise
bounds on the gradient of the heat kernel (note that the latter imply the boundedness
of the Riesz transform, see [4]). See also [16] for further developments and [42], with a
quite different approach, for the case of Besov spaces on Lie groups with polynomial
volume growth.

Our aim in the present work is to improve these results while working in the
general setting of a Dirichlet metric measure space. Our standing assumptions will be
the volume doubling property and a Gaussian upper estimate for the heat kernel. We
show in particular that the algebra property always holds for 1 < p < +∞ (which
is reminiscent of the results in [28] and [4]) under Lq-bounds on the gradient of the
heat semigroup for some q ∈ (p,+∞], which is much weaker than what is assumed
in [29, 11] (mainly boundedness of Riesz transform and some Poincaré inequalities).
The precise results are stated in Theorems 1.5 and 1.9 below.

1.1. The Dirichlet form setting. — Let M be a locally compact separable metris-
able space, equipped with a Borel measure µ, finite on compact sets and strictly
positive on any non-empty open set. For Ω a measurable subset of M , we shall de-
note µ (Ω) by |Ω|.

Let L be a non-negative self-adjoint operator on L2(M,µ) with dense domain
D ⊂ L2(M,µ). Denote by E the associated quadratic form, that is

E (f, g) =

∫
M

fL g dµ,

and by F its domain, which contains D . If E is a Dirichlet form (see [41] for a
definition), it follows (see [41, Th. 1.4.2]) that the space L∞(M,µ) ∩F is an algebra
and

(1.1)
√

E (fg, fg) 6 ‖f‖∞
√

E (g, g) +
√

E (f, f) ‖g‖∞, ∀ f, g ∈ L∞(M,µ) ∩F .

The operator L generates a strongly continuous semigroup (e−tL )t>0 of self-
adjoint contractions on L2(M,µ). In addition (e−tL )t>0 is submarkovian, that is
0 6 e−tL f 6 1 if 0 6 f 6 1. It follows that the semigroup (e−tL )t>0 is uniformly
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bounded on Lp(M,µ) for p ∈ [1,+∞] and strongly continuous for p ∈ [1,+∞). Also,
(e−tL )t>0 is bounded analytic on Lp(M,µ) for 1 < p < +∞ (see [64]), which means
that (tL e−tL )t>0 is bounded on Lp(M,µ) uniformly in t > 0.

Assume from now on that the Dirichlet form E is strongly local and regular (see
[41, 47] for precise definitions). Let C0(M) denote the space of continuous functions
on M which vanish at infinity and C := C0(M) ∩F . Since the Dirichlet form E is
regular and so has a core, we then deduce that C is dense in C0(M) and F with
respective norms.

For 1 6 p < +∞ and α > 0, one could define L̇pα(M,L , µ) as the completion of{
f ∈ C ; L α/2f ∈ Lp(M,µ)

}
for the norm ‖f‖p,α := ‖L α/2f‖p. The problem is that even in the Euclidean space
this may not be a Banach space of distributions (see [21]). Instead, let us define
globally L̇pα(M,L , µ) ∩ L∞(M,µ) as the completion of{

f ∈ C ; L α/2f ∈ Lp(M,µ)
}

with respect to the norm ‖L α/2f‖p + ‖f‖∞. Even in situations when it is only a
semi-norm, we shall still denote in the sequel the expression ‖L α/2f‖p by ‖f‖p,α.

Definition 1.1. — For α > 0 and p ∈ (1,+∞) we say that property A(p, α) holds if:
– the space L̇pα(M,L , µ) ∩ L∞(M,µ) is an algebra for the pointwise product;
– and the Leibniz rule inequality is valid:

‖fg‖p,α . ‖f‖p,α‖g‖∞ + ‖f‖∞‖g‖p,α, ∀ f, g ∈ L̇pα(M,L , µ) ∩ L∞(M,µ).

One could also consider local versions of A(p, α) as in [29] and [11]; we leave this
to the reader.

In the present paper we restrict ourselves to the range α ∈ (0, 1). We shall see
below that the case α = 1 is very much connected to the Riesz transform problem
(see [28], [4] and references therein).

Note that, as in the Riesz transform problem, the case p = 2 is trivial. Indeed,
(1.1) and the identity E (f, f) = ‖L 1/2f‖22 for f ∈ D obviously imply A(2, 1). Now,
since Eα(f, g) =

∫
M

(L αf) g dµ is also a Dirichlet form for 0 < α < 1, it follows that
for the same reason A(2, α) holds for 0 < α 6 1.

Since E is strongly local and regular, there exists an energy measure dΓ, that is a
signed measure depending in a bilinear way on f, g ∈ F such that

(1.2) E (f, g) =

∫
M

dΓ(f, g)

for all f, g ∈ F . According to Beurling-Deny and Le Jan formula, the energy measure
encodes a kind of Leibniz rule, which is (see [41, §3.2])

(1.3) dΓ(fg, h) = fdΓ(g, h) + gdΓ(f, h), ∀ f, g, h ∈ L∞ ∩F .

One can define a pseudo-distance d associated with E by

(1.4) d(x, y) := sup
{
f(x)− f(y) ; f ∈ F ∩ C0(M) s.t. dΓ(f, f) 6 dµ

}
.
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Throughout the whole paper, we assume that the pseudo-distance d separates points,
is finite everywhere, continuous and defines the initial topology ofM , and that (M,d)

is complete (see [66] and [47, §2.2.3] for details).
When we are in the above situation, we shall say that (M,d, µ,E ) is a metric

measure (strongly local and regular) Dirichlet space. This is slightly abusive, in the
sense that in the above presentation d follows from E .

For all x ∈M and all r > 0, denote by B(x, r) the open ball for the metric d with
centre x and radius r, and by V (x, r) its measure |B(x, r)|. For a ball B of radius r
and a real λ > 0, denote by λB the ball concentric with B and with radius λr. We
shall sometimes denote by r(B) the radius of a ball B. We will use u . v to say
that there exists a constant C (independent of the important parameters) such that
u 6 Cv, and u ' v to say that u . v and v . u. Moreover, for Ω ⊂ M a subset of
finite and non-vanishing measure and f ∈ L1

loc(M,µ), −
∫

Ω
f dµ = 1

|Ω|
∫
f dµ denotes

the average of f on Ω.
We shall assume that (M,d, µ) satisfies the volume doubling property, that is

(VD) V (x, 2r) . V (x, r), ∀x ∈M, r > 0.

As a consequence, there exists ν > 0 such that

(VDν) V (x, r) .
(r
s

)ν
V (x, s), ∀ r > s > 0, x ∈M,

which implies

V (x, r) .
(d(x, y) + r

s

)ν
V (y, s), ∀ r > s > 0, x, y ∈M.

Another easy consequence of (VD) is that balls with a non-empty intersection and
comparable radii have comparable measures. Finally, (VD) implies that the semigroup
(e−tL )t>0 has the conservation property (see [44, 66]), which means that

(1.5) e−tL 1 = 1, ∀ t > 0.

Indeed, in a rather subtle way, the above assumptions exclude the case of a non-empty
boundary with Dirichlet boundary conditions, see the comments in [42, p. 13–14].

We shall say that (M,d, µ,E ) is a doubling metric measure Dirichlet space if it is
a metric measure space endowed with a strongly local and regular Dirichlet form and
satisfying (VD).

1.2. Heat kernel and regularity estimates. — As in [29] and [11], a major role in
our assumptions will be played by heat kernel estimates.

The semigroup (e−tL )t>0 may or may not have a kernel, that is for all t > 0 a
measurable function pt : M ×M → R+ such that

e−tL f(x) =

∫
M

pt(x, y)f(y) dµ(y), a.e. x ∈M.

If it does, pt is called the heat kernel associated with L (or rather with (M,d, µ,E )).
Then pt(x, y) is non-negative and symmetric in x, y, since e−tL is positivity preserving
and self-adjoint for all t > 0. One may naturally ask for upper estimates of pt (see for
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104 F. Bernicot, T. Coulhon & D. Frey

instance the recent article [23] and the many relevant references therein). A typical
upper estimate is

(DUE) pt(x, y) .
1√

V (x,
√
t)V (y,

√
t)
, ∀ t > 0, a.e. x, y ∈M.

This estimate is called on-diagonal because if pt happens to be continuous then (DUE)
is equivalent to

(1.6) pt(x, x) .
1

V (x,
√
t)
, ∀ t > 0, ∀x ∈M.

Under (VD), (DUE) self-improves into a Gaussian upper estimate (see [45, Th. 1.1]
for the Riemannian case, [30, §4.2] for a metric measure space setting):

(UE) pt(x, y) .
1

V (x,
√
t)

exp
(
−d

2(x, y)

Ct

)
, ∀ t > 0, a.e. x, y ∈M.

To formulate some other assumptions, we will need a notion of pointwise length of
the gradient. The Dirichlet form E admits a “carré du champ” (see for instance [47]
and the references therein) if for all f, g ∈ F the energy measure dΓ(f, g) is absolutely
continuous with respect to µ. Then the density Υ(f, g) ∈ L1(M,µ) of dΓ(f, g) is called
the “carré du champ” and satisfies the following inequality

(1.7) |Υ(f, g)|2 6 Υ(f, f)Υ(g, g).

In the sequel, when we assume that (M,d, µ,E ) admits a “carré du champ”, we shall
abusively denote [Υ(f, f)]

1/2 by |∇f |. This has the advantage to stick to the more
intuitive and classical Riemannian notation, but one should not forget that one works
in a much more general setting (see for instance [47] for examples), and that one never
uses differential calculus in the classical sense.

We will also use estimates on the gradient (or “carré du champ”) of the semigroup,
which were introduced in [4]: for p ∈ [1,+∞], consider

(Gp) sup
t>0
‖
√
t |∇e−tL |‖p→p < +∞,

which is equivalent to the interpolation inequality

(1.8) ‖|∇f |‖2p . ‖L f‖p‖f‖p, ∀ f ∈ D

(see [31, Prop. 3.6]). Note that (Gp) always holds for 1 < p 6 2. For more about (Gp),
we refer to [4], to the introduction of [13], and to the references therein. This notion
was introduced in [4] to understand the stronger notion of boundedness of the Riesz
transform |∇L −1/2| (we refer the reader to [4] for more details about these two
notions and how they are related and to [15] for recent results in this area). Given
p ∈ (1,+∞), one says the Riesz transform is bounded on Lp(M,µ) if

(Rp) ‖|∇f |‖p . ‖L 1/2f‖p, ∀ f ∈ D ,

and that the reverse Riesz transform is bounded on Lp(M,µ) if

(RRp) ‖L 1/2f‖p . ‖|∇f |‖p, ∀ f ∈ D .
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If both estimates hold true, then

(Ep) ‖|∇f |‖p ' ‖L 1/2f‖p, ∀ f ∈ D .

It is then clear, using (1.3) and (1.7), that (Ep) implies A(1, p). One of the main
objectives of this work is to prove A(p, α) for 0 < α < 1 without assuming (Ep)
or (Rp).

We can now formulate the Lp version of the scale-invariant Poincaré inequalities,
which may or may not be true, depending on p ∈ [1,+∞). More precisely, for p ∈
[1,+∞), one says that (Pp) holds if

(Pp)
(
−
∫
B

∣∣∣∣f −−∫
B

f dµ

∣∣∣∣pdµ)1/p

. r

(
−
∫
B

|∇f |p dµ
)1/p

, ∀ f ∈ F ,

where B ranges over balls in M of radius r. Recall that (Pp) is weaker and weaker
as p increases, that is (Pp) implies (Pq) for p < q < +∞. Also, under (VD), (P2) is
equivalent to the Gaussian lower bound matching (UE), see [13] and the references
therein. For more about (Pp), we refer to [48] and to the introduction of [13].

1.3. Main results. — The original approach by Strichartz to the Sobolev algebra
property in [65], and later also used in [29, 11], relies on the functional

Sαf(x) =

(∫ +∞

0

[
−
∫
B(x,r)

|f − f(x)| dµ
]2

dr

r2α+1

)1/2

,

which measures the regularity of the function f by averaging its oscillations at all
scales (see Section 9 for more details). Note that for every f ∈ F ⊂ L2, f is locally
integrable and so the previous functional has a meaning. If one proves

E(p, α) ‖Sαf‖p ' ‖L α/2f‖p, ∀ f ∈ F ,

then it is easy to see that A(p, α) follows.
In the present paper, we shall rather rely on the paraproduct approach, using a no-

tion of paraproduct associated with the underlying operator L and the corresponding
semigroup that was recently introduced in [12], [38], [14]. This requires slightly weaker
assumptions. On the other hand, Strichartz’s approach yields a stronger chain rule
(requiring less regularity on the nonlinearity). This is why we shall also study prop-
erty E(p, α) in Section 9.2. Note also that E(p, α) may be considered as a fractional
version of (Ep).

Let us now recall some tools that have been studied in [13] (and previously, see
references therein), namely an inhomogeneous L2 version of the De Giorgi property,
as well as some Hölder regularity estimates for the heat semigroup.

Definition 1.2 (L2 De Giorgi property). — For κ ∈ (0, 1), we say that (DG2,κ) holds
if the following is satisfied: for all r 6 R, every pair of concentric balls Br, BR with
respective radii r and R, and for every function f ∈ D , one has(

−
∫
Br

|∇f |2 dµ
)1/2

.

(
R

r

)κ [(
−
∫
BR

|∇f |2 dµ
)1/2

+R ‖L f‖L∞(BR)

]
.
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106 F. Bernicot, T. Coulhon & D. Frey

We sometimes omit the parameter κ, and write (DG2) if (DG2,κ) is satisfied for some
κ ∈ (0, 1).

For more details and background, see [13]. We just point out that (DG2) is implied
by the Poincaré inequality (P2).

Definition 1.3. — For p, q ∈ [1,+∞] and η ∈ (0, 1], we shall say that property (Hη
p,q)

holds if for every 0 < r 6
√
t, every pair of concentric balls Br, B√t with respective

radii r and
√
t, and every function f ∈ Lp(M,µ),

q-OscBr (e
−tL f) :=

(
−
∫
Br

∣∣∣∣e−tL f −−∫
Br

e−tL f dµ

∣∣∣∣q dµ)1/q

.
( r√

t

)η ∣∣B√t∣∣−1/p ‖f‖p,
(Hη

p,q)

with the obvious modification for p =∞.
We shall say that (Hη

p,q) is satisfied if, for some (γ`) exponentially decreasing
coefficients and for all 0 < r 6

√
t, every ball Br of radius, and every function

f ∈ Lploc(M,µ),

(Hη
p,q) q-OscBr (e

−tL f) .
( r√

t

)η∑
`>0

γ`

(
−
∫

2`B√t

|f |p dµ
)1/p

.

Then the following holds.

Proposition 1.4. — Let (M,d, µ,E ) be a metric measure Dirichlet space with a “carré
du champ” satisfying (VD) and (DUE). We have

– The lower Gaussian estimates for the heat kernel

(LE) 1

V (x,
√
t)

exp
(
−d

2(x, y)

Ct

)
. pt(x, y), ∀ t > 0, a.e. x, y ∈M

are equivalent to the existence of some p ∈ (1,+∞) and some η > 0 such that (Hη
p,p)

holds;
– (Hη

p,p) implies (Hη
p,∞) and (Hλ

1,∞) for every λ ∈ [0, η);
– Moreover, for every λ ∈ (0, 1] the property

⋂
η<λ(Hη

p,p) is independent on p ∈
[1,+∞] and will be called

(Hλ) :=
⋃

p∈[1,+∞]

⋂
η<λ

(Hη
p,p) =

⋂
η<λ

⋃
p∈[1,+∞]

(Hη
p,p).

We refer to [13, Th. 3.4] for the first part and to the appendix for the last two
statements.

We can now state our main results.

Theorem 1.5. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space with a
“carré du champ” satisfying (VDν) and (DUE). Then

(a) A(p, α) holds for every p ∈ (1, 2] and α ∈ (0, 1), and for every p ∈ (2,+∞) and
α ∈

(
0, 1− ν

(
1/2− 1/p

))
;
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(b) Under (Gp0) for some p0 ∈ (2,+∞), A(p, α) holds for every p ∈ (1, p0] and
α ∈ (0, 1), and for every p ∈ (p0,+∞) and α ∈

(
0, 1− ν

(
1/p0 − 1/p

))
;

(c) Under (Gp0) and (DG2,κ) for some 2 < p0 6 +∞ and κ ∈ (0, 1), A(p, α) holds
for every p ∈ (1, p0] and α ∈ (0, 1), and for every p > p0 and α ∈

(
0, 1−κ

(
1−p0/p

))
;

(d) Under (Hη) for some η ∈ (0, 1], A(p, α) holds for every α ∈ (0, η) and
p ∈ (1,+∞).

Since (G2) always holds, (a) is nothing but (b) in the case p0 = 2. Statement (a)
is proven in Theorem 6.2 (for p 6 2) and in Theorem 7.1 (for p > 2), Statement
(b) in Theorem 4.3 (for p < p0) and Theorem 7.2 (for p > p0), Statement (c) in
Theorem 8.2, and Statement (d) in Theorem 9.2. Statement (d) had been announced
in [29, p. 333].

Remark 1.6. — An alternative method of proof for Theorem 1.5(a)–(b) is the follow-
ing: Instead of using extrapolation methods on Lebesgue spaces (see [18], [8], [17])
as we do here, it is also possible to use extrapolation methods on tent spaces. This
amounts to considering the boundedness of singular integral operators of the form

T : T p,2(M,µ) −→ T p,2(M,µ), TF (t, . ) =

∫ +∞

0

Kα(t, s)F (s, . )
ds

s
,

with an operator-valued kernel Kα(t, s) as defined in (3.3). We refer to [7] and [40]
and the references therein for results of this kind. Combining this with the fact that,
under (DUE), the Hardy spaces Hp

L (M,µ) associated with L are equal to Lp(M,µ),
for p ∈ (1,+∞) (cf. [9] for Riemannian manifolds; the proof extends to our setting,
see for instance [25]), one obtains the desired results.

Example 1.7. — Let n > 2. Consider the connected sum M := Rn#Rn of two copies
of Rn, that is the manifold consisting of two copies of RnrB(0, 1) with the Euclidean
metric, glued smoothly along the unit spheres. Then it is known that (DUE) is satisfied
and the Riesz transform is bounded on Lp for every p ∈ (1, n) (and unbounded for
p > n), see [24]. It follows from Theorem 1.5 that A(p, α) holds for p ∈ (1, n) with
α ∈ (0, 1) and for p > n with α ∈ (0, n/p).

Example 1.8. — Let (M,d, µ) be a doubling Riemannian manifold supporting the
Poincaré inequality (P2), and L = ∆ its non-negative Laplace Beltrami operator.
It is well-known that (DUE) holds (see for instance [58]). Then one knows from [3]
that (P2) yields (Rp) hence (Gp) for every p ∈ (2, 2 + ε) for some ε > 0, and from [13]
that (P2) yields (DG2,κ) for some κ ∈ (0, 1). So we conclude that A(p, α) holds for
p ∈ (1, 2 + ε] with α ∈ (0, 1) and for p > 2 + ε with α ∈

(
0, 1− κ

(
1− (2 + ε)/p

))
.

We now state our results concerning the characterisation of the Sobolev space L̇pα
in terms of a quadratic functional.

Theorem 1.9. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space with a
“carré du champ” satisfying (VDν). Then

(e) Under (DUE) and (Hη), E(p, α) holds for every p ∈ (1,+∞) and α ∈ (0, η);
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(f) Under the combination (Gp0), (Pp0) for some p0 > 2, E(p, α) holds for every
p ∈ (2, p0) and α ∈ (0, 1).

Statement (e) is proven in Theorem 9.2 and Statement (f) in Theorem 9.3.
In Statement (f), one does not need to assume explicitly (DUE) but, according to

[13, Prop. 2.1], the combination (Gp0) + (Pp0) for p0 > 2 does imply (DUE).
Note that, similarly to the Riesz transform problem (see [28, 4]), the case 1 < p < 2

is substantially easier in the above results than the case p > 2 .

Example 1.10. — Let us mention that our results are not bound to self-adjoint setting.
Consider Rn, equipped with its Euclidean structure, and a second order divergence
form operator L = −div(A∇), where A ∈ L∞(Rn; B(Cn)) and for some λ > 0,
<(A(x)) > λI > 0 for a.e. x ∈ Rn. Then L is a sectorial operator on L2(M,µ), and −L
generates an analytic semigroup (e−tL)t>0 on L2(M,µ). It is known (see [2]) that
the semigroup (e−tL)t>0 and its gradient satisfy L2 Davies-Gaffney estimates. From
the solution of the Kato square root problem [5], we know that the Riesz transform
∇L−1/2 is bounded on L2(M,µ). Let us assume that (e−tL)t>0 has a (complex-valued)
kernel pt which satisfies Gaussian estimates, that is, |pt| satisfies (UE) (which is
for example the case if A has real-valued coefficients, see [10]). Then there exists
q+ = q+(L) ∈ (2,∞] such that for every p ∈ (1, q+), (Gp) and (Rp) hold. See [2]. In
dimension n = 1, it is known that q+ = ∞. Moreover, for every p ∈ (1,+∞), (RRp)

holds. The kernel pt satisfies a Hölder regularity estimate (see [10]), so property (Hη)

holds for some η ∈ (0, 1].
We leave it to the reader to check that, even if the operator L is not self-adjoint,

our proofs still hold in this situation. We deduce that A(p, α) holds (as well as a chain
rule property) for every p ∈ (1, q+] and α ∈ (0, 1), and for every p > q+ and α ∈ (0, 1)

with 0 < α < κ + (q+/p)(1 − κ) and κ = max(1 − n/q+, η). Moreover if p 6 q+ or
α < η, then E(p, α) holds.

Section 10 is devoted to the proof of a chain rule inequality (which enables one
to control the stability of Sobolev spaces via the composition by a nonlinearity). In
particular it is proved (see Corollary 9.5 and Theorem 10.1):

Theorem 1.11 (Chain rule). — Let (M,d, µ,E ) be a doubling metric measure Dirichlet
space with a “carré du champ”.

– Under the assumptions of (e) and (f) in Theorem 1.9, we have the optimal chain
rule: for F a Lipschitz function with F (0) = 0, the map f → F (f) is bounded in L̇pα
and

‖F (f)‖p,α . ‖F‖Lip‖f‖p,α, ∀ f ∈ C0(M) ∩F ;

– Under the assumptions of Theorem 1.5, for F a C2 function with F (0) = 0, the
map f → F (f) is bounded in L̇pα ∩ L∞.

Similarly, a paralinearisation formula (also called Bony’s formula) is also obtained
in this setting and we refer the reader to Theorem 10.3 for a precise statement.
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2. Preliminaries, definitions and toolbox

In this section, (M,d, µ,E ) will be a doubling metric measure Dirichlet space with
a “carré du champ”.

2.1. Functional calculus. — Since L is a self-adjoint operator on L2(M,µ), it ad-
mits a bounded Borel functional calculus on L2(M,µ). Under the additional assump-
tion of (VDν) and (DUE), it is known that L can be extended to an unbounded
operator acting on Lp(M,µ), for p ∈ (1,+∞), with a bounded H∞ functional calcu-
lus on Lp(M,µ) as shown in [35, Th. 3.1]. It also admits a bounded Hörmander-type
functional calculus on Lp(M,µ), see [35] and [34, Th. 3.1]. We refer to [54, 1] and
references in [1] for more details on functional calculus. In the sequel, we will mostly
make use of H∞ functional calculus rather than Hörmander-type functional calculus.
Note however that the different functional calculi coincide on common symbols.

Gathering Theorem 3.1, Remark 1 p. 451 and (1.8) from [34], one obtains the
following estimate on imaginary powers of the operator L (see also [62]).

Proposition 2.1. — Under (VDν) and (DUE), for every p ∈ (1,+∞) and s > ν/2,
one has

‖L iβ‖p→p . (1 + |β|)s,

for β ∈ R.

2.2. Operator estimates. — The building blocks of our analysis will be the following
operators derived from the semigroup (e−tL )t>0.

Definition 2.2. — Let N > 0, and set cN =
∫ +∞

0
sNe−s dss . For t > 0, define

(2.1) Q
(N)
t := c−1

N (tL )Ne−tL

and

(2.2) P
(N)
t := φN (tL ),

with φN (x) := c−1
N

∫ +∞
x

sNe−s dss , x > 0.

Remark 2.3. — Let p ∈ (1,∞) and N > 0.
(i) As a consequence of the bounded functional calculus for L in Lp(M,µ), the

operators P (N)
t and Q(N)

t are bounded in Lp(M,µ), uniformly in t > 0.
(ii) Note that P (1)

t = e−tL and Q
(1)
t = tL e−tL . The two families of operators

(P
(N)
t )t>0 and (Q

(N)
t )t>0 are related by

t∂tP
(N)
t = tL φ′N (tL ) = −Q(N)

t .
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Since P (N)
t f → f as t→ 0+ in Lp(M,µ) (see the proof of Proposition 2.11 below), it

follows that

(2.3) P
(N)
t = Id +

∫ t

0

Q(N)
s

ds

s
.

(iii) One can write P (N)
t = R

(N)
t e−t/2L , with

(2.4) R
(N)
t := c−1

N

∫ +∞

t

(sL )Ne−(s−t/2)L ds

s
.

By functional calculus, R(N)
t is again a bounded operator in Lp(M,µ), uniformly in

t > 0.
(iv) If N is an integer, then Q(N)

t = (−1)Nc−1
N tN∂Nt e

−tL , and P (N)
t = p(tL )e−tL ,

p being a polynomial of degree N − 1 with p(0) = 1.

Definition 2.4. — Let p, q ∈ [1,∞] with p 6 q, and let r > 0. A linear operator T
acting on Lp(M,µ) is said to have Lp-Lq off-diagonal bounds of order N > 0 at
scale r, if there exists CN > 0 such that for every pair of balls B1, B2 of radius r and
every f ∈ Lp(M,µ) supported in B1, we have(

−
∫
B2

|Tf |q dµ
)1/q

6 CN
(

1 +
d2(B2, B1)

r2

)−N(
−
∫
B1

|f |p dµ
)1/p

.

Let us recall that we may compose off-diagonal estimates:

Lemma 2.5. — Let p, q, r ∈ [1,∞] with p 6 q 6 r. Let S (resp. T ) be two linear
operators satisfying Lp-Lq (resp. Lq-Lr) off-diagonal estimates of order N1 > ν/2

(resp. N2 > ν/2) at scale
√
s (resp.

√
t). If s = t, then TS satisfies Lp-Lr off-diagonal

estimates of order N := min(N1, N2) > 0 at scale
√
s =
√
t. If p = q = r with N > ν

(and s 6= t), then TS satisfies Lp-Lr off-diagonal estimates of order N − ν/2 at scale
max(

√
s,
√
t).

Proof. — If s = t, consider balls B1, B2 of radius
√
s and (Bj)j a collection of balls

of radius
√
s which covers the whole space and satisfies a bounded overlap property.

Then we have for every f ∈ Lp supported on B1(
−
∫
B2

|TSf |r dµ
)1/r

.
∑
j

(
1 +

d2(B2, B
j)

s

)−N2
(
−
∫
B2

|Sf |q dµ
)1/q

.
∑
j

(
1 +

d2(B2, B
j)

s

)−N2
(

1 +
d2(B1, B

j)

s

)−N1
(
−
∫
B1

|f |p dµ
)1/p

.
(

1 +
d2(B2, B

j)

s

)−N (
−
∫
B1

|f |p dµ
)1/p

,

where we used that N > ν/2 to sum over the covering as detailed in [39, Lem. 3.6].
Let us now consider the case p = q = r. Consider the case s > t (the other one can

be treated similarly). We are first going to check that T satisfies Lp-Lp off-diagonal
estimates at the largest scale

√
s. Since N2 > ν/2, by decomposing the whole space
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with a bounded covering at scale
√
s, we deduce that T is Lp-bounded. So the on-

diagonal case of the off-diagonal estimates for T directly holds. Then fix two balls
B1, B2 of radius

√
s with d(B1, B2) >

√
s and f ∈ Lp supported on B1. Consider

(Bj2)j (resp. (Bk1 )k) a bounded covering of B2 (resp. B1) with balls of radius
√
t.

Fix j. The off-diagonal estimates for T at scale
√
t yield, for every k,(

−
∫
Bj2

|Tf1Bk1 |
p dµ

)1/p

.
(

1 +
d2(Bj2, B

k
1 )

t

)−N2
(
−
∫
Bk1

|f |p dµ
)1/p

,

hence, by summing in k, and using the fact that for every indices j, k

1 +
d2(Bj2, B

k
1 )

t
' 1 +

d2(B2, B1)

t
,(

−
∫
Bj2

|Tf |p dµ
)1/p

.
(

1 +
d2(B2, B1)

t

)−N2 ∑
k

(
−
∫
Bk1

|f |p dµ
)1/p

.

The doubling property yields

|Bk1 |−1 . |B1|−1
(s
t

)ν/2
so that(
−
∫
Bj2

|Tf |p dµ
)1/p

.
(

1 +
d2(B2, B1)

t

)−N2

|B1|−1/p
(s
t

)ν/(2p)∑
k

(∫
Bk1

|f |p dµ
)1/p

.

We then use Hölder’s inequality in k together with the bounded overlap property of
the covering (Bk1 ) to obtain∑

k

(∫
Bk1

|f |p dµ
)1/p

6 (#k)1/p′
(∑

k

∫
Bk1

|f |p dµ
)1/p

. (#k)1/p′
(∫

B1

|f |p dµ
)1/p

.

Now the doubling property enables one to control the number of small balls Bk1
required to cover B1 by

#k .
(s
t

)ν/2
.

Therefore ∑
k

(∫
Bk1

|f |p dµ
)1/p

.
(s
t

)ν/(2p′)(∫
B1

|f |p dµ
)1/p

.

Consequently,(
−
∫
Bj2

|Tf |p dµ
)1/p

.
(

1 +
d2(B2, B1)

t

)−N2
(s
t

)ν/2(
−
∫
B1

|f |p dµ
)1/p

.

Since d(B1, B2) >
√
s >
√
t, we have(

−
∫
B2

|Tf |p dµ
)1/p

.
(

1 +
d2(B2, B1)

s

)−N2+ν/2
(
−
∫
B1

|f |p dµ
)1/p

,

which concludes the proof of the fact that T admits Lp-Lp off-diagonal estimates at
the larger scale

√
s. Since N2 > ν, we may apply the first statement of the Lemma

and conclude that TS admits Lp-Lp off-diagonal estimates at the scale
√
s. �
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Lemma 2.6. — Assume (DUE). Let N > 0. For every t > 0, Q(N)
t is an integral

operator with kernel k(N)
t such that for all t > 0, all θ ∈ [0, 1] and a.e. x, y ∈M ,

(2.5)
∣∣k(N)
t (x, y)

∣∣ . 1

V (x,
√
t)θV (y,

√
t)1−θ

(
1 +

d2(x, y)

t

)−N
.

Consequently, for every p, q ∈ [1,+∞] with p 6 q, Q(N)
t satisfies Lp-Lq off-diagonal

bounds of order N at scale
√
t.

Let N > ν/2. For every t > 0, P (N)
t is an integral operator with kernel k̃(N)

t such
that for all t > 0, all θ ∈ [0, 1] and a.e. x, y ∈M ,∣∣k̃(N)

t (x, y)
∣∣ . 1

V (x,
√
t)θV (y,

√
t)1−θ

(
1 +

d2(x, y)

t

)−N
.

Consequently, for every p, q ∈ [1,+∞] with p 6 q, P (N)
t satisfies Lp-Lq off-diagonal

bounds of order N at scale
√
t.

Remark 2.7. — Let N > ν/2. The operator R(N)
t introduced in Remark 2.3 is an

integral operator as well, with its kernel r(N)
t satisfying (2.5). Moreover, for all p ∈

[1,+∞], R(N)
t has Lp-Lp off-diagonal bounds of order N .

Proof. — Observe first that by (VDν), one has for θ ∈ [0, 1] and every x, y ∈M

(2.6) 1

V (x,
√
t)
e−cd

2(x,y)/t .
1

V (x,
√
t)θV (y,

√
t)1−θ

e−cd
2(x,y)/2t.

As we already said, if N is an integer, then Q
(N)
t = (−1)Nc−1

N tN∂Nt e
−tL . By

[67, Cor. 2.7], its kernel admits Gaussian bounds and therefore in particular (2.5). In
the general case, consider an integer K > N . Then

Q
(N)
t = c−1

N tNLKL N−Ke−tL ,

and by the integral representation L N−K = c
∫ +∞

0
sK−Ne−sL ds

s for some constant
c > 0, one may write

Q
(N)
t = c′

∫ +∞

0

(sL )Ke−(s+t)L
( t
s

)N ds
s
.

Gaussian upper estimates for (tL )
K
e−tL and (VD) then yield a bound of the form

(2.6) for ((t+ s)L )
K
e−(s+t)L at the scale max(

√
s,
√
t), hence∣∣k(N)

t (x, y)
∣∣ . 1

V (x,
√
t)θV (y,

√
t)1−θ

[∫ t

0

(s
t

)K
e−cd

2(x,y)/2t
( t
s

)N ds

s

+

∫ +∞

t

e−cd
2(x,y)/2s

( t
s

)N ds

s

]
.

1

V (x,
√
t)θV (y,

√
t)1−θ

[
e−cd

2(x,y)/2t

∫ t

0

(s
t

)K−N ds

s

+

∫ +∞

t

e−cd
2(x,y)/2s

( t
s

)N ds

s

]
.
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Thus ∣∣k(N)
t (x, y)

∣∣ . 1

V (x,
√
t)θV (y,

√
t)1−θ

[
e−cd

2(x,y)/2t +
(

1 +
d2(x, y)

t

)−N]
,

which concludes the proof of (2.5) for k(N)
t . Integrating over the bound in (2.5) then

gives the second claim for Q(N)
t .

In order to obtain the assertions on P
(N)
t , we use Remark 2.3 (iii), which yields

P
(N)
t = e−tL /4R

(N)
t e−tL /4 and so for every x, y ∈M∣∣k̃(N)

t (x, y)
∣∣ . ∫ ∣∣pt/4(x, z)

∣∣ ∣∣∣R(N)
t [pt/4(y, ·)](z)

∣∣∣ dµ(z)

.

(∫ ∣∣pt/4(x, z)
∣∣2 dµ(z)

)1/2(∫ ∣∣R(N)
t [pt/4(y, ·)](z)

∣∣2 dµ(z)

)1/2

. V (x,
√
t)−1/2‖R(N)

t ‖2→2V (y,
√
t)−1/2,

where we used (DUE) to estimate the L2 norm of the heat semigroup. Consequently,
since R(N)

t is bounded in L2(M,µ) uniformly in t > 0, we obtain that∣∣k̃(N)
t (x, y)

∣∣ . V (x,
√
t)−1/2V (y,

√
t)−1/2.

For the diagonal part, when d(x, y) .
√
t, we have by doubling V (x,

√
t) ' V (y,

√
t)

and so the previous estimate implies the desired inequality.
For the off-diagonal part, when d(x, y) >

√
t, we use the representation (2.3) and

integrate the previous estimate on k(N)
t (the kernel of Q(N)

t ) in time. This gives∣∣k̃(N)
t (x, y)

∣∣ 6 ∫ t

0

∣∣k(N)
s (x, y)

∣∣ ds
s

.
∫ t

0

1

V (x,
√
s)θV (y,

√
s)1−θ

(
1 +

d2(x, y)

s

)−N ds

s

.
1

V (x,
√
t)θV (y,

√
t)1−θ

∫ t

0

( t
s

)ν/2(
1 +

d2(x, y)

s

)−N ds

s

.
1

V (x,
√
t)θV (y,

√
t)1−θ

(
1 +

d2(x, y)

t

)−N
,

where we have used (VD) and N > ν/2.
The second statement for P (N)

t follows by combining the previous estimate with
the global Lp boundedness of P (N)

t . �

Proposition 2.8 (Davies-Gaffney estimates). — Let N ∈ N. There exists a constant
c > 0 such that for all Borel sets E,F ⊂M and every t > 0

‖P (N)
t ‖L2(E)→L2(F ) + ‖

√
t |∇P (N)

t |‖L2(E)→L2(F ) . e
−cd2(E,F )/t,

‖Q(N)
t ‖L2(E)→L2(F ) + ‖

√
t |∇Q(N)

t |‖L2(E)→L2(F ) . e
−cd2(E,F )/t.

If N > ν/2 is not an integer, then for all balls B1, B2 of radius
√
t

‖
√
t |∇P (N)

t |‖L2(B1)→L2(B2) + ‖
√
t |∇Q(N)

t |‖L2(B1)→L2(B2) .
(

1 +
d2(B1, B2)

t

)−N
.
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Proof. — The first estimate is classical for P (1)
t = e−tL (see for instance [67], except

for the term with the gradient, which was introduced in [4, §3.1] in the Riemannian set-
ting. For an adaptation to the present setting, see [13, §2]). The generalisation to P (N)

t

and Q(N)
t with arbitrary N ∈ N∗ is a consequence of the analyticity of (e−tL )t>0 in

L2(M,µ), and the particular form of P (N)
t , see Remark 2.3. Now for the second es-

timate. Lemma 2.6 yields that P (N)
t and Q

(N)
t satisfy L2-L2 off-diagonal estimates

of order N . Since
√
t∇Q(N)

t = 2N
√
t∇e−t/2LQ

(N)
t/2 , and

√
t∇e−tL satisfies L2-L2

off-diagonal estimates of any order, we may compose these off-diagonal estimates and
Lemma 2.5 implies the desired result for∇Q(N)

t . For∇P (N)
t , we use the representation√

t∇P (N)
t =

√
t∇e−t/2LR

(N)
t of Remark 2.3, together with Remark 2.7. �

Lemma 2.9 (Off-diagonal estimates). — Assume (DUE). Let N > 1 be an integer and
consider the operators P (N)

t , Q(N)
t as defined in (2.1) and (2.2). For every t > 0,

every ball B of radius r and every p ∈ [1,+∞], we have
– if r 6

√
t with B̃ := (

√
t/r)B the dilated ball,(

−
∫
B

|P (N)
t f |p + |Q(N)

t f |p dµ
)1/p

.
∑
`>0

γ(`)−
∫

2`B̃

|f | dµ,

– if r >
√
t,(
−
∫
B

|P (N)
t f |p + |Q(N)

t f |p dµ
)1/p

.
∑
`>0

γ(`)

(
−
∫

2`B

|f |p dµ
)1/p

,

– more generally, if r >
√
t with p0, p1 ∈ [1,+∞] satisfying p1 > p0 then(

−
∫
B

|P (N)
t f |p1 + |Q(N)

t f |p1 dµ
)1/p1

.
( r√

t

)ν(1/p0−1/p1)∑
`>0

γ(`)

(
−
∫

2`B

|f |p0 dµ
)1/p0

,

where γ(`) are exponentially decreasing coefficients.
For N > 0 not an integer, p ∈ [1,∞], t > 0 and B a ball of radius

√
t, we have

‖Q(N)
t f‖L∞(B) .

∑
`>0

2−2`(N−ν/2)

(
−
∫

2`B

|f |p dµ
)1/p

.

Proof. — For the first part, we use (since B ⊂ B̃)(
−
∫
B

|P (N)
t f |p + |Q(N)

t f |p dµ
)1/p

6 ‖P (N)
t f‖L∞(B) + ‖Q(N)

t f‖L∞(B)

6 ‖P (N)
t f‖L∞(B̃) + ‖Q(N)

t f‖L∞(B̃)

and then the proof follows from the pointwise Gaussian estimates of the kernel for
both operators P (N)

t and Q(N)
t , see [67, Cor. 2.7]).

For the second part, the ball B may be covered by a collection of balls of radius
√
t,

with a bounded overlap property. Then by using the Lp off-diagonal estimates at the
scale

√
t for operators P (N)

t and Q(N)
t , we obtain the stated inequality by summing

over this covering. The third part can be proved by interpolating between the second
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part and the L1-L∞ estimates (which corresponds to the case p0 = 1 and p1 = ∞)
which comes from (DUE) with doubling.

The last statement is a consequence of the kernel estimates for Q(N)
t shown in

Lemma 2.6. �

2.3. Quadratic functionals. — Combining Corollary 1 with Lemma 2 from [66]
yields the following statement, which does not even require (VD).

Proposition 2.10. — For every p ∈ (1,+∞), consider a function f ∈ Lp(M,µ) ∩ D

solution of L f = 0 on M . We have
– if |M | = +∞ then f = 0;
– if |M | < +∞ then f is constant.

In other words, if we denote Np(L ) := {f ∈ Lp ∩D ; L f = 0}, then Np(L ) = {0}
or Np(L ) ' C and in particular, it does not depend on p and so will be sometimes
denoted N(L ).

Note that, under (VD), |M | < +∞ if and only if M is bounded.

Proposition 2.11 (Calderón reproducing formula). — Let p ∈ (1,+∞). Let N > 0,
and consider the operators P (N)

t , Q(N)
t as defined in (2.1) and (2.2). Suppose (VD)

and (DUE). For every f ∈ Lp(M,µ),

lim
t→0+

P
(N)
t f = f in Lp(M,µ),(2.7)

lim
t→+∞

P
(N)
t f = PN(L )f in Lp(M,µ),(2.8)

and

(2.9) f =

∫ +∞

0

Q
(N)
t f

dt

t
+ PN(L )f in Lp(M,µ),

where PN(L )f = 0 or PN(L )f is constant depending whether M is unbounded or
bounded. For every f ∈ R2(L ), one has

(2.10) ‖f‖22 '
∫ +∞

0

‖Q(N)
t f‖22

dt

t
.

Proof. — For p = 2, we have the decomposition L2(M,µ) = R2(L ) ⊕ N(L ). If
f ∈ N(L ), then P (N)

t f = f for all t > 0, and if f ∈ R2(L ), then limt→+∞ P
(N)
t f = 0

([32, Th. 3.8]). The Convergence Lemma (see e.g. [1, Th.D] or [53, Lem. 9.13]) implies
for every f ∈ L2(M,µ)

f = lim
t→0

P
(N)
t f = lim

t→0
P

(N)
t f − lim

t→∞
P

(N)
t f + PN(L )f

=

∫ +∞

0

Q
(N)
t f

dt

t
+ PN(L )f,
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where the limit is taken in L2(M,µ). The last equivalence then follows from the
self-adjointness of Q(N)

t and Fubini, as for f ∈ R2(L )∫ +∞

0

‖Q(N)
t f‖22

dt

t
=
〈∫ +∞

0

(Q
(N)
t )2f

dt

t
, f
〉
' ‖f‖22.

For general p ∈ (1,+∞), we use that under (VD) and (DUE), L has a bounded H∞
functional calculus in Lp(M,µ) according to [35, Th. 3.1]. This in particular implies
that P (N)

t can be extended to a bounded operator in Lp(M,µ), with its operator norm
bounded uniformly in t > 0. Combining this with the strong convergence of P (N)

t

to Id for t→ 0+ in L2(M,µ) gives by standard arguments (2.7) on L2 ∩ Lp. Similar
arguments apply to (2.8) and, by approximation of the improper integral, (2.9). �

Let us now define some suitable sets of test functions. Let us recall that C :=

C0(M) ∩F .

Definition 2.12. — For p ∈ (1,+∞), we define the set of test functions

S p = S p(M,L ) :=
{
f ∈ C ∩ Lp ; ∃ g, h ∈ L2 ∩ Lp, f = L g and h = L f

}
,

and
S =

⋃
p∈(1,+∞)

S p.

For every p ∈ (1,+∞) and α ∈ (0, 1), under (DUE) the set S p is dense in L̇pα∩L∞.
This can be seen as follows. Denote F p

α :=
{
f ∈ C ; L α/2f ∈ Lp(M,µ)

}
and recall

that by definition L̇pα∩L∞ is the closure of F p
α for the corresponding norm. Clearly S p

is included in F p
α. It is therefore sufficient to check that S p is dense in F p

α.
Let us detail this point. For f ∈ F p

α, Proposition 2.11 yields that for N > 1 > α

fε :=

∫ ε−1

ε

Q
(N)
t f

dt

t

(note that PN(L )f = 0 by definition of C) converges to f with respect to the norm
‖L α/2 . ‖p. Since every function f ∈ C is uniformly continuous, the previous Calderón
reproducing formula with (DUE) also yields that fε converges to f in L∞. So we
conclude that fε converges to f for the norm of L̇pα ∩ L∞. It now remains to check
that fε is a sequence of S p.

First we easily see that for f ∈ F p
α, we have fε ∈ F ∩Lp and also fε ∈ C0(M), so

fε ∈ C ∩ Lp. Moreover, one can write fε = L gε and hε = L fε, where

gε =

∫ ε−1

ε

L −1Q
(N)
t f

dt

t
and hε =

∫ ε−1

ε

LQ
(N)
t f

dt

t
.

Note that by (DUE) and the assumption f ∈ L2 ∩ Lp, one can check that gε, hε ∈
L2 ∩ Lp, with their norms depending on ε > 0. That ends the proof of the fact that
for every f ∈ F p

α, the sequence (fε)ε>0 is a sequence of S p converging to f in the
norm of L̇pα ∩ L∞.

The same argument also shows that for every p ∈ (1,+∞) and α ∈ (0, 1), under
(DUE) the set S p is dense in L̇pα.
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We state some results on square functions that we will need in the following.

Proposition 2.13. — Let N > 0, and consider the operators P (N)
t , Q(N)

t as defined
in (2.1) and (2.2). Assume (DUE).

(i) Let p ∈ (1,+∞), and let α > 0. The horizontal square functions, defined by

gN (f) :=

(∫ +∞

0

∣∣Q(N)
t f

∣∣2 dt
t

)1/2

, f ∈ Lp(M,µ),

and

g̃N,α(f) :=

(∫ +∞

0

∣∣(tL )αP
(N)
t f

∣∣2 dt
t

)1/2

, f ∈ Lp(M,µ),

are bounded on Lp(M,µ).
(ii) Let p ∈ (1, 2]. The vertical square functions, defined by

(2.11) GNf :=

(∫ +∞

0

∣∣√t∇P (N)
t f

∣∣2 dt
t

)1/2

, f ∈ Lp(M,µ),

and

(2.12) G̃Nf :=

(∫ +∞

0

∣∣√t∇Q(N)
t f

∣∣2 dt
t

)1/2

, f ∈ Lp(M,µ),

are bounded on Lp(M,µ).
(iii) Assume in addition (Gp0) and (Pp0) for some p0 ∈ (2,+∞). Then GN is

bounded on Lp(M,µ) for every p ∈ (1, p0].
(iv) Let p ∈ (1,+∞). If N ∈ N or N > ν/2, then the conical square function,

defined by

GNf(x) :=

(∫
Γ(x)

∣∣Q(N)
t f(y)

∣∣2 dt dµ(y)

tV (y,
√
t)

)1/2

, f ∈ Lp(M,µ),

is bounded on Lp(M,µ). Here, Γ(x) denotes the parabolic cone

Γ(x) :=
{

(y, t) ∈M × (0,+∞) ; d(x, y) <
√
t
}
.

Proof. — For the result on the horizontal square function gN , see [55] and references
therein. The result on g̃N,α with N an integer also follows from [55]. For arbitrary
N > 0, see e.g. [32, Th. 6.6].

The result on vertical square functions in L2(M,µ) is a consequence of integration
by parts and (2.10). For p 6= 2, we refer to [15, Th. 3.6], where indeed the combination
(Gp0) and (Pp0) is shown to imply the boundedness of the Riesz transform in Lp for
every p ∈ (1, p0] (which is stronger than the boundedness of GN ).

For results on conical square functions of this kind, we refer to [9, Lem. 5.2, Th. 8.5]
for the case p ∈ (1, 2]. In the present paper we only use the case p ∈ [2,+∞) which
is easier and can be proven as in [6, §3.2], that is, by using Lemma 4.4 below and
interpolating with L2, where one can reduce the problem to the horizontal one. �

In fact, the Poincaré inequality (Pp0) is not necessary in (iii) if one allows a loss
on the Lebesgue exponent.
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Proposition 2.14. — Let N > 0, and consider the operators P (N)
t , Q(N)

t as defined
in (2.1) and (2.2). Assume (DUE) and (Gp0) for some p0 ∈ (2,+∞]. Then for every
p ∈ (2, p0) and every f ∈ Lp(M,µ),

‖GNf‖p . ‖G̃Nf‖p . ‖f‖p.

Proof. — By writing

P
(N)
t f =

∫ +∞

t

Q(N)
s f

ds

s
+ PNp(L )f,

one obtains ∣∣∣√t∇P (N)
t f

∣∣∣ 6 ∫ +∞

t

( t
s

)1/2∣∣√s∇Q(N)
s f

∣∣ ds
s
.

Then Hardy’s inequality implies the pointwise inequality

GNf .

(∫ +∞

0

∣∣√t∇Q(N)
t f

∣∣2 dt
t

)1/2

,

which gives the first desired estimate.
Interpolating (Gp0) with the L2 Davies-Gaffney estimates stated in Proposition 2.8

yields, for p ∈ (2, p0), that there exists constants such that for every t > 0 and every
pair of balls B1, B2 of radius

√
t,

‖|∇e−tL |‖Lp(B1)→Lp(B2) . e
−cd2(B1,B2)/t.

By combining this with (DUE), which self-improves in (UE), we deduce that

‖|∇e−tL |‖L1(B1)→Lp(B2) . |B1|(1/p)−1e−cd
2(B1,B2)/t.

In particular, from [52, Th. 2.2] we deduce that the family (
√
t∇e−tL )t>0 is

R2-bounded in Lp, for every p ∈ (2, p0). Since Q(N)
t = 2Ne−tL /2Q

(N)
t/2 , and using the

Lp boundedness of the vertical square function gN , this yields∥∥∥∥(∫ +∞

0

∣∣√t∇Q(N)
t f

∣∣2 dt
t

)1/2 ∥∥∥∥
p

.

∥∥∥∥(∫ +∞

0

∣∣√t∇e−tL /2Q
(N)
t/2 f

∣∣2 dt
t

)1/2∥∥∥∥
p

.

∥∥∥∥(∫ +∞

0

∣∣Q(N)
t/2 f

∣∣2 dt
t

)1/2∥∥∥∥
p

. ‖f‖p,

which concludes the proof. �

We shall also need the following orthogonality lemma, for instance in the proof of
Lemma 7.6.

Lemma 2.15. — Let N > 0. Consider Q(N)
t and Q̃t := (tL )N/2e−(t/2)L so that

Q
(N)
t = Q̃2

t . Assume (DUE). Then for every p ∈ (1,+∞) one has∥∥∥∥∫ +∞

0

Q
(N)
t Ft

dt

t

∥∥∥∥
p

.

∥∥∥∥(∫ +∞

0

|Q̃tFt|2
dt

t

)1/2 ∥∥∥∥
p

,
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where Ft(x); = F (t, x), F : (0,+∞)×M → R being a measurable function such that
the RHS has a meaning and is finite.

Proof. — Let g ∈ Lp′(M,µ). Then, by Fubini, Cauchy-Schwarz and Hölder,∣∣∣∣〈∫ +∞

0

Q
(N)
t Ft

dt

t
, g
〉∣∣∣∣ =

∣∣∣∣∫ +∞

0

〈Q̃tFt, Q̃tg〉
dt

t

∣∣∣∣
6

∥∥∥∥(∫ +∞

0

|Q̃tFt|2
dt

t

)1/2∥∥∥∥
p

∥∥∥∥(∫ +∞

0

|Q̃tg|2
dt

t

)1/2∥∥∥∥
p′

.

∥∥∥∥(∫ +∞

0

|Q̃tFt|2
dt

t

)1/2∥∥∥∥
p

‖g‖p′ ,

where in the last inequality we have used the fact that Q̃t = 2N/2Q
(N/2)
t/2 and the

second assertion in Proposition 2.13. �

We will also need the Fefferman-Stein inequalities for the Hardy-Littlewood max-
imal operator (see [36] for the discrete version and [43, Prop. 4.5.11] for the transfer
method from discrete to continuous versions):

Proposition 2.16. — Let 1 < p < +∞ and 1 6 q < min(p, 2). Then the Lq-Hardy-
Littlewood maximal function satisfies the following discrete L2-valued inequalities∥∥∥∥(∑

n∈Z
|M [|fn|q]|2/q

)1/2∥∥∥∥
p

.

∥∥∥∥(∑
n∈Z
|fn|2

)1/2∥∥∥∥
p

,

for (fn)n ∈ Lp(M, `2(Z)), and the continuous version∥∥∥∥(∫ +∞

0

|M [|Ft|q]|2q
dt

t

)1/2∥∥∥∥
p

.

∥∥∥∥(∫ +∞

0

|Ft|2
dt

t

)1/2∥∥∥∥
p

,

for (Ft)t ∈ Lp
(
M,L2[(0,+∞); dt/t]

)
.

2.4. Carleson duality. — For every x ∈ M , denote by Γ(x) the parabolic cone of
aperture 1 with vertex x, i.e.

Γ(x) :=
{

(y, t) ∈M × (0,+∞) ; d(y, x) <
√
t
}
.

For every measurable function F on M × (0,+∞) and an exponent p ∈ (1,+∞), the
Lp-Carleson function Cp(F ) is defined by

Cp(F )(x) := sup
B3x

(
−
∫
B

(∫ r(B)

0

|F (y, t)|2 dt

t

)p/2
dµ(y)

)1/p

, x ∈M,

where the supremum is taken over all balls B in M that contain x. Let us point
out that the case p = 2 corresponds to the classical maximal function over Carleson
boxes. For every measurable function F : M × (0,∞) → C, we denote by N∗(F ) its
non-tangential maximal function, which is defined as

N∗(F )(x) := sup
(y,t)∈Γ(x)

|F (y, t)| , x ∈M.
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We will need the following Carleson duality (see [27] for the original proof in the
Euclidean setting and p = 2).

Theorem 2.17. — Let (M,d, µ) be a doubling metric measure space. Suppose p ∈
[2,+∞). For every ε > 0 (with ε = 0 if p = 2), there exists a constant C > 0 such
that for all measurable functions F,G : M × (0,∞)→ C,(∫

M

(∫ +∞

0

|F (x, t)|2 |G(x, t)|2 dt

t

)p/2
dµ(x)

)1/p

6 C ‖N∗(F )‖p ‖Cp+ε(G)‖∞ .

The original proof for p 6= 2 was developed in a Banach space valued setting in
[50, §8], see also [49]. We give a proof in the scalar-valued setting.

Proof. — The case p = 2 corresponds to the classical Carleson duality inequality and
is standard. So let us focus on the case p ∈ (2,∞). We aim to control

(∫
M

(∫ +∞

0

|F (x, t)|2 |G(x, t)|2 dt

t

)p/2
dµ(x)

)1/p

=

∥∥∥∥∫ +∞

0

|F (x, t)|2 |G(x, t)|2 dt

t

∥∥∥∥1/2

p/2

= sup
h∈L(p/2)′, h>0

‖h‖(p/2)′=1

(∫
M

∫ +∞

0

|F (x, t)|2 |G(x, t)|2 h(x)
dt dµ(x)

t

)1/2

.

So fix such a normalised non-negative function h ∈ L(p/2)′ . For τ > 0, consider

Ωτ :=
{
x ∈M ; N∗(F )(x)2 > τ

}
.

Let (Bj)j be a Whitney covering of this open subset. Then it is rather classical, by
the usual geometry of the Carleson theorem that there exists some numerical constant
C > 1 such that

(2.13)
{

(x, t) ∈M × (0,∞) ; |F (x, t)|2 > τ
}
⊂
⋃
j

T (CBj)

where for B = B(x0, r) a ball of M , T (B) denotes the tent above it defined by

T (B) := B × (0, r].

So for τ > 0, we get∫
M

∫ +∞

0

1{τ<|F (x,t)|2} |G(x, t)|2 h(x)
dt dµ(x)

t

6
∑
j

∫
CBj

∫ Crj

0

1{τ<|F (x,t)|2}(τ) |G(x, t)|2 h(x)
dt dµ(x)

t
.
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We use Hölder’s inequality along x ∈ CBj with exponents r := (p+ ε)/2 and its dual,
to have∫
M

∫ +∞

0

1{τ<|F (x,t)|2} |G(x, t)|2 h(x)
dt dµ(x)

t

.
∑
j

(
−
∫
CBj

(∫ Crj

0

|G(x, t)|2 dt

t

)r
dµ(x)

)1/r

inf
x∈CBj

(
M (hr

′
)
)1/r′

µ(Bj).

Then using the fact that (Bj)j is a collection of balls included in Ωτ with bounded
overlap property, we get∫
M

∫ +∞

0

1{τ<|F (x,t)|2} |G(x, t)|2 h(x)
dt dµ(x)

t
.
∑
j

‖Cp+ε(G)‖2∞
∫
Bj

(
M (hr

′
)
)1/r′

dµ

. ‖Cp+ε(G)‖2∞
∫

Ωτ

(
M (hr

′
)
)1/r′

dµ.

By writing |F (x, t)|2 =
∫ |F (x,t)|2

0
dτ , we obtain that∫

M

∫ +∞

0

|F (x, t)|2 |G(x,t)|2h(x)
dt dµ(x)

t

=

∫
M

∫ +∞

0

∫ +∞

0

1{0<τ<|F (x,t)|2} |G(x, t)|2 h(x)
dτ dt dµ(x)

t

. ‖Cp+ε(G)‖2∞
∫ ∞

0

∫
Ωτ

(
M (hr

′
)
)1/r′

dµdτ.

By integrating over τ and the definition of the level set Ωτ , we conclude to∫
M

∫ +∞

0

|F (x, t)|2 |G(x, t)|2 h(x)
dt dµ(x)

t
. ‖Cp+ε(G)‖2∞

∫
M

N∗(F )2
(
M (hr

′
)
)1/r′

dµ

. ‖Cp+ε(G)‖2∞ ‖N∗(F )2‖p/2
∥∥∥(M (hr

′
)
)1/r′∥∥∥

(p/2)′

. ‖Cp+ε(G)‖2∞ ‖N∗(F )‖2p,

where we used that the maximal operator is bounded in L(p/2)′/r′ , since r > p/2. �

3. Paraproducts

We define paraproducts associated with the operator L . Some versions of such
paraproducts have already been introduced and studied in [12, 38, 16, 14]. We are
going to use here a slightly different version that is more adapted to our purpose.

From now on, let D be a large enough integer (D > 4(1 + ν) for example should
be sufficient for this section, where ν is as in (VDν); the choice of D may depend
on other parameters as well in the following, but this is of no real importance), and
denote Pt = P

(D)
t and Qt = Q

(D)
t from Definition 2.2. For g ∈ L∞(M,µ), define the

paraproduct Π
(D)
g on S by

Π(D)
g (f) = Πg(f) :=

∫ +∞

0

Qtf · Ptg
dt

t
, f ∈ S .(3.1)
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For every p ∈ (1,+∞) and f ∈ S p, the integral is absolutely convergent in Lp(M,µ):
with f = L g and h = L f for some g, h ∈ L2 ∩Lp, write Qtf = 2DQ

(D−1)
t/2 Q

(1)
t/2f and

note that this yields

‖Qtf‖p . ‖Q(1)
t/2f‖p . min

(
t−1‖g‖p, t‖h‖p

)
.

Combining this estimate with the uniform boundedness of (Pt)t>0 in L∞(M,µ) gives
the absolute convergence.

Lemma 3.1 (Product decomposition). — Let p∈(1,+∞). For every f, g∈S p+N(L ),
we have the product decomposition

f · g = Πg(f) + Πf (g) + PN(L )(f)PN(L )(g) in Lp(M,µ).(3.2)

Note also that Πg(f) = Πg(f − PN(L )(f)).

Proof. — By writing

f · g − Ptf · Ptg = (f − Ptf) · g + Ptf · (g − Ptg)

it follows from (2.7) and (2.8) that in the Lp sense

f · g = lim
t→0

Ptf · Ptg,

PN(L )f · PN(L )g = lim
t→+∞

Ptf · Ptg.

By definition of Pt and Qt, and using the fact that t∂tPt = −Qt, we then have

f · g = lim
t→0

(Ptf · Ptg)− lim
t→+∞

(Ptf · Ptg) + PN(L )f · PN(L )g

= −
∫ +∞

0

∂t (Ptf · Ptg) dt+ PN(L )f · PN(L )g

= Πg(f) + Πf (g) + PN(L )f · PN(L )g. �

Corollary 3.2. — From the nature of N(L ) (see Proposition 2.10), the function
PN(L )(f) ·PN(L )(g) (is equal to 0 or is a constant function) always belongs to N(L ).
So if the bilinear map (f, g)→ Πg(f) is bounded from (Sp, ‖ ‖p,α)×L∞ to L̇pα, then by
Definition 2.12 and density, Πg admits a continuous extension on L̇pα and the previous
product decomposition yields A(p, α).

Let α ∈ (0, 1) and g ∈ L∞(M,µ) be fixed. The boundedness of Πg in L̇pα is equiv-
alent to the Lp-boundedness of the operator L α/2Πg(L −α/2·). Using the definition
of the paraproduct, Definition 3.1, and the reproducing formula, one may write

L α/2Πg(L
−α/2f) =

∫ +∞

0

∫ +∞

0

Kα,g(s, t)[f ]
ds

s

dt

t
,

where the operator-valued kernel Kα,g(s, t) is given by

(3.3) Kα,g(s, t)(.) := QsL
α/2(QtL

−α/2( . ) · Ptg),

and Pt and Qt are defined in Section 3.
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We split the paraproduct into the two terms Πg = Π1
g + Π2

g, with

Π1
g(f) :=

∫ +∞

0

(I − Pt) [Qtf · Ptg]
dt

t

=

∫ +∞

0

∫ t

0

Qs [Qtf · Ptg]
ds

s

dt

t
,

and

Π2
g(f) :=

∫ +∞

0

Pt [Qtf · Ptg]
dt

t
.

An important fact for our study is that under (DUE) the second term Π2
g is bounded

on every Sobolev space L̇pα(M,L , µ) with α ∈ (0, 1) and p ∈ (1,+∞).

Proposition 3.3. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space
satisfying (DUE). Let α ∈ (0, 1), p ∈ (1,+∞) and g ∈ L∞(M,µ). Then Π2

g is well-
defined on S p with for every f ∈ S p

‖Π2
g(f)‖p,α . ‖f‖p,α‖g‖∞.

Proof. — The L̇pα-boundedness of Π2
g is equivalent to the Lp-boundedness of

L α/2Π2
g(L

−α/2·).

Let f ∈ Lp(M,µ) and h ∈ Lp′(M,µ). Then∣∣〈L α/2Π2
g(L

−α/2f), h
〉∣∣ =

∣∣∣∣〈L α/2

∫ +∞

0

Pt
[
QtL

−α/2f · Ptg
] dt
t
, h
〉∣∣∣∣

=

∣∣∣∣∫ +∞

0

〈
L α/2Pt

[
QtL

−α/2f · Ptg
]
, h
〉 dt
t

∣∣∣∣
=

∣∣∣∣∫ +∞

0

〈
(tL )−α/2Qtf · Ptg, (tL )α/2Pth

〉 dt
t

∣∣∣∣
=

∣∣∣∣∫ +∞

0

∫
M

(tL )−α/2Qtf(x) · Ptg(x) · (tL )α/2Pth(x) dµ(x)
dt

t

∣∣∣∣
6 ‖g‖∞

∫ +∞

0

∫
M

∣∣∣(tL )−α/2Qtf(x) · (tL )α/2Pth(x)
∣∣∣ dµ(x)

dt

t
,

where we have used the uniform boundedness of Pt on L∞(M,µ). Now, by Fubini
and Cauchy-Schwarz,∣∣〈L α/2Π2

g(L
−α/2f), h

〉∣∣
6 ‖g‖∞

∫
M

∫ +∞

0

|(tL )−α/2Qtf(x)| · |(tL )α/2Pth(x)| dt
t
dµ(x)

6 ‖g‖∞
∫
M

(∫ +∞

0

|(tL )−α/2Qtf(x)|2 dt
t

)1/2(∫ +∞

0

|(tL )α/2Pth(x)|2 dt
t

)1/2

dµ(x)

= c‖g‖∞
〈
gD−α/2(f), g̃D,α/2(h)

〉
,
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for some c > 0, where gD−α/2 and g̃D,α/2 are the horizontal square functions from
Proposition 2.13. Proposition 2.13 yields that both gD−α2 and g̃D,α2 are bounded on
Lp(M,µ) for every p ∈ (1,+∞).

By Hölder’s inequality, we then conclude that∣∣∣〈L α/2Π2
g(L

−α/2f), h〉
∣∣∣ . ‖g‖∞‖f‖p‖h‖p′ ,

which by duality gives the Lp-boundedness of L α/2Π2
g(L

−α/2·). �

So from now on, to study the L̇pα-boundedness of the paraproduct Πg, we only have
to focus on the first part of the paraproduct and prove the Lp-boundedness of

L α/2Π1
g(L

−α/2f) = c2D

∫ +∞

0

(∫ t

0

Kα,g(s, t)[f ]
ds

s

)
dt

t
.

That means that we may restrict our attention to the study of the operator-valued
kernel Kα(s, t) in the range s 6 t, which requires extra assumptions in order to get
suitable bounds.

4. Boundedness of the paraproducts for 2 6 p < p0 under (Gp0)

Let us introduce an L2-valued version of (Rp), which we will denote by (Rp): for
every measurable function (Ft)t>0 with values in L2(M,µ),∥∥∥∥(∫ +∞

0

|RFt|2
dt

t

)1/2∥∥∥∥
p

.

∥∥∥∥(∫ +∞

0

|Ft|2
dt

t

)1/2∥∥∥∥
p

,

where R := |∇L −1/2| is the Riesz transform. By applying (Rp) to Ft =
√
tLP

(N)
t f ,

for f ∈ L2(M,µ), one sees that, for any p ∈ (1,+∞), (Rp) implies the Lp-boundedness
of the vertical square function GN for any N > 0. In turn, the Lp boundedness of GN
implies (Gq), for 2 < q < p (see [2, Step 7 of Th. 6.1]). On the other hand, apply-
ing (Rp) to Ft = f1[1,2](t), for f ∈ C0(M) yields (Rp). In the Riemannian context,
where L is given by the Laplace-Beltrami operator and∇ is the Riemannian gradient,
R derives from the linear operator ∇L −1/2. Therefore for any p ∈ (1,+∞), (Rp) im-
plies back (Rp) by a general and well-known argument, see for instance [43, Th. 4.5.11].

However, in our Dirichlet form setting, the Riesz transform is defined as a sublinear
operator (since we only have a notion of length of the gradient), so it is not clear
that (Rp) implies (Rp) in this generality.

We first remark that the Lp-boundedness of the Riesz transform for p ∈ (1, 2]

(obtained in [28]) can be extended to a vector-valued setting:

Proposition 4.1. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space
with a “carré du champ” satisfying (DUE). Then (Rp) holds for every p ∈ (1, 2].

Proof. — We refer the reader to [28] for the proof in the scalar case, showing (Rp)

for every p ∈ (1, 2] by using a Calderón-Zygmund decomposition. By repeating
this proof with a vector-valued Calderón-Zygmund decomposition (see [37]), it
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then yields that the Riesz transform R := |∇L −1/2| is an operator bounded on
Lp(M,L2[(0,+∞); dt/t]) (which is (Rp)) for every p ∈ (1, 2). �

Let us then observe that (Rp) can be dualised.

Lemma 4.2. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space with a
“carré du champ” satisfying (DUE). Let p ∈ (1,+∞). Assume that (Rp) holds. Then
the following L2-valued (RRp′) inequality, which we denote by (RRp′), is valid: for
every F : M × (0,+∞)→ R such that Ft = F (., t) ∈ D for t > 0,∥∥∥∥(∫ +∞

0

|L 1/2F (., t)|2 dt
t

)1/2∥∥∥∥
p′
.

∥∥∥∥(∫ +∞

0

|∇F (., t)|2 dt
t

)1/2∥∥∥∥
p′
.

In particular, (RRq) holds for every q ∈ (2,+∞).

Proof. — For every G : M × (0,+∞)→ R, we have, denoting G(., t) by Gt,∫ +∞

0

〈
L 1/2Ft, Gt

〉 dt
t

=

∫ +∞

0

〈
LFt,L

−1/2Gt
〉 dt
t

=

∫ +∞

0

〈
∇Ft,∇L −1/2Gt

〉 dt
t

6
∫
M

(∫ +∞

0

|∇Ft|2
dt

t

)1/2(∫ +∞

0

|R(Gt)|2
dt

t

)1/2

dµ

.

∥∥∥∥(∫ +∞

0

|∇Ft|2
dt

t

)1/2∥∥∥∥
p

∥∥∥∥(∫ +∞

0

|RGt|2
dt

t

)1/2∥∥∥∥
p′
.

By (Rp), we get∫ +∞

0

〈
L 1/2Ft, Gt

〉 dt
t
.

∥∥∥∥(∫ +∞

0

|∇Ft|2
dt

t

)1/2∥∥∥∥
p′

∥∥∥∥(∫ +∞

0

|Gt|2
dt

t

)1/2∥∥∥∥
p

.

Taking the supremum over all functions G ∈ Lp(M,µ;L2((0,+∞), dt/t)) with norm 1

yields the result. The last assertion follows as a combination of the above with Propo-
sition 4.1. �

Our main result of this section is the following:

Theorem 4.3. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space with a
“carré du champ” satisfying (DUE). Let α ∈ (0, 1).

(i) There exists D0 := D0(ν) such that for D > D0, the paraproduct (g, f) 7→ Πg(f)

is well-defined on L∞(M,µ)×S p and satisfies

(4.1) ‖Πg(f)‖2,α . ‖f‖2,α‖g‖∞ ∀ f ∈ S p, g ∈ L∞.

Moreover, A(2, α) holds.
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(ii) Assume in addition (Gp0) for some p0 ∈ (2,+∞], and let p ∈ [2, p0). Then
there exists D0 := D0(ν, p) such that for D > D0, the paraproduct (g, f) 7→ Πg(f),
well-defined on L∞(M,µ)×S p, satisfies

(4.2) ‖Πg(f)‖p,α . ‖f‖p,α‖g‖∞ ∀ f ∈ S p, g ∈ L∞.

Moreover, A(p, α) holds.

A(2, α) and A(p, α) follow directly from the product decomposition (3.2) and (4.1)
and (4.2), respectively. See Corollary 3.2. A(2, α) was already known as emphasised in
the introduction. However, the more precise estimate (4.1) will be used in Sections 6, 8,
and 9.

Proof of Theorem 4.3. — By Proposition 3.3, it only remains to prove the estimates
for the first part of the paraproduct, namely

Π1
g(f) :=

∫ +∞

0

(I − Pt) [Qtf · Ptg]
dt

t

=

∫ +∞

0

∫ t

0

Qs [Qtf · Ptg]
ds

s

dt

t

=

∫ +∞

0

∫ +∞

s

Qs [Qtf · Ptg]
dt

t

ds

s
.

By Lemma 2.15, one obtains∥∥L α/2Π1
g(f)

∥∥
p
.

∥∥∥∥(∫ +∞

0

∣∣∣∣Q̃sL α/2

∫ +∞

s

Qtf · Ptg
dt

t

∣∣∣∣2 dss
)1/2∥∥∥∥

p

:= I

where Q̃t is as in Lemma 2.15. Then, write

I =

∥∥∥∥(∫ +∞

0

s1−α
∣∣∣∣Q̃s(sL )−(1−α)/2

∫ +∞

s

L 1/2 (Qtf · Ptg)
dt

t

∣∣∣∣2 dss
)1/2∥∥∥∥

p

.

Thanks to (DUE), Q̃s(sL )−(1−α)/2 is bounded by the Hardy-Littlewood maximal
function which satisfies a Fefferman-Stein inequality (see Proposition 2.16), therefore

I .

∥∥∥∥(∫ +∞

0

s1−α
(∫ +∞

s

∣∣L 1/2 (Qtf · Ptg)
∣∣ dt
t

)2
ds

s

)1/2∥∥∥∥
p

.

∥∥∥∥(∫ +∞

0

s1−α∣∣L 1/2 (Qsf · Psg)
∣∣2 ds

s

)1/2∥∥∥∥
p

,

because Hardy’s inequality implies the pointwise inequality(∫ +∞

0

s1−α
(∫ +∞

s

∣∣L 1/2 (Qtf · Ptg)
∣∣ dt
t

)2
ds

s

)1/2

.

(∫ +∞

0

s1−α∣∣L 1/2 (Qsf · Psg)
∣∣2 ds

s

)1/2

.
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Then by Lemma 4.2 and p ∈ (2,+∞), (RRp) holds so for Fs = s(1−α)/2 (Qsf · Psg),
one obtains

I .

∥∥∥∥(∫ +∞

0

s1−α |∇ (Qsf · Psg)|2 ds

s

)1/2∥∥∥∥
p

=
∥∥∥∥∥s(1−α)/2|∇(Qsf · Psg)|

∥∥
L2(ds/s)

∥∥∥
p
.

This splits into two terms I1 and I2, according to whether the gradient acts on Qs
or Ps. For the first term, using the uniform boundedness of Psg on L∞ and, in the
last step, the boundedness of G̃(D+(1−α)/2) on Lp stated in Proposition 2.13 (ii) and
Proposition 2.14, one obtains

I1 =
∥∥∥∥∥s1/2|∇Qs(sL )−α/2L α/2f | · |Psg|

∥∥
L2(ds/s)

∥∥∥
p

=
∥∥∥∥∥s1/2|∇Q(D−α/2)

s L α/2f | · |Psg|
∥∥
L2(ds/s)

∥∥∥
p

.
∥∥∥∥∥s1/2|∇Q(D−α/2)

s L α/2f |
∥∥
L2(ds/s)

∥∥∥
p
‖g‖∞

=
∥∥G̃(D+(1−α)/2)L α/2f

∥∥
p
‖g‖∞ . ‖L α/2f‖p ‖g‖∞.

As for I2, using the Carleson duality stated in Theorem 2.17, we have for every ε > 0

(with ε = 0 if p = 2)∥∥∥∥(∫ +∞

0

s1−α|Qsf |2|∇Psg|2
ds

s

)1/2∥∥∥∥
p

=

∥∥∥∥(∫ +∞

0

|s−α/2Qsf |2 · |
√
s∇Psg|2

ds

s

)1/2∥∥∥∥
p

.
∥∥N∗(s−α/2Qsf)

∥∥
p

∥∥Cp+ε(s1/2∇Psg)
∥∥
∞.

We apply Lemma 4.4 below (choosing q = p+ε < p0) to show that the last expression
can be bounded by a constant times

∥∥L α/2f
∥∥
p
‖g‖∞. Finally, we have shown that∥∥L α/2Πg(f)

∥∥
p
. ‖L α/2f‖p ‖g‖∞. �

It remains to show the following.

Lemma 4.4. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space with a
“carré du champ” satisfying (DUE). Let α ∈ (0, 1).

(a) Let p ∈ (1,+∞). Then

‖N∗((sL )−α/2Qsf)‖p . ‖f‖p

for all f ∈ Lp(M,µ).
(b) Let q ∈ [2,+∞). If q > 2, assume in addition (Gp0) for some p0 > q. Then

‖Cq(
√
s|∇Psg|)‖∞ . ‖g‖∞

for all g ∈ L∞(M,µ).
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Proof

(a) According to Lemma 2.6, the kernel ks of the operator (sL )−α/2Qs =

Q
(D−α/2)
s satisfies estimates of the form (2.5) of order D − α/2. Thus, for x ∈M ,

N∗((sL )−α/2Qsf)(x) = sup
(y,s)∈Γ(x)

∣∣∣(sL )−α/2Qsf(y)
∣∣∣

6 sup
(y,s)∈Γ(x)

∫
M

|ks(y, z)| |f(z)| dµ(z)

. sup
(y,s)∈Γ(x)

+∞∑
j=0

1

V (y,
√
s)

( s

(2j−1
√
s)2

)D−α/2 ∫
Sj(B(y,

√
s))
|f(z)| dµ(z)

. sup
(y,s)∈Γ(x)

+∞∑
j=0

2jν

V (y, 2j
√
s)

( s

(2j−1
√
s)2

)D−α/2 ∫
B(y,2j

√
s)

|f(z)| dµ(z)

. sup
(y,s)∈Γ(x)

sup
j∈N

1

V (y, 2j
√
s)

∫
B(y,2j

√
s)

|f(z)| dµ(z) .M f(x),

where Sj (B) = 2jB r 2j−1B if j > 1 and S0(B) = B. Here we have used (VDν) and
D − α/2 > ν/2. The assertion in (a) follows from the boundedness of the uncentred
Hardy-Littlewood maximal operator M on Lp(M,µ).

(b) Fix a ball B ⊆M . We have to estimate

A(g) :=

(
−
∫
B

(∫ r2(B)

0

∣∣√s∇Psg(x)
∣∣2 ds

s

)q/2
dµ(x)

)1/q

.

To this aim, we split

g = g14B +
∑
j>3

g1Sj(B).

First using the Lq-boundedness of the square function GD+(1−α)/2 stated in Propo-
sition 2.14, we have

A(g14B) 6

(
−
∫
B

(GD+(1−α)/2(g14B))q dµ

)1/q

. |B|−1/q
∥∥GD+(1−α)/2(g14B)

∥∥
q

. |B|−1/q ‖g‖Lq(4B) . ‖g‖∞ .

On the other hand, interpolating (Gp0) with the Davies-Gaffney estimates from
Proposition 2.8 yields Lq off-diagonal estimates, therefore for j > 3 and every integer
N > 1(

−
∫
B

∣∣√s∇Ps1Sj(B)g(x)
∣∣q dµ(x)

)1/q

.
(

1 +
(2jr(B))2

s

)−N
|B|−1/q ‖g‖Lq(2jB)

. 2−2jN
( s

r2(B)

)N
2jν/q ‖g‖∞ ,
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for s 6 r2(B). Hence, choosing N > ν/4, for q > 2

A(1Sj(B)g) 6

(∫ r2(B)

0

(
−
∫
B

∣∣√s∇Ps1Sj(B)g(x)
∣∣q dµ(x)

)2/q
ds

s

)1/2

. 2−(2N−ν/q)j
(∫ r2(B)

0

( s

r2(B)

)2N ds

s

)1/2

‖g‖∞

. 2−(2N−ν/q)j ‖g‖∞ .

Gathering the above estimates, uniformly with respect to any ball B, we have(
−
∫
B

(∫ r2(B)

0

∣∣√s∇Psg(x)
∣∣2 ds

s

)q/2
dµ(x)

)1/q

. ‖g‖∞ ,

which yields the claim. �

5. Off-diagonal estimates on the kernel of paraproducts

We recall that Kα,g denotes the operator-valued kernel of the paraproduct, and
that this kernel depends on a parameter D, see (3.1) and (3.3).

In order to derive off-diagonal estimates on the kernel Kα,g, we are going to
assume Lp2-Lp2 off-diagonal estimates on the gradient of the semigroup for some
p2 ∈ (2,+∞): for every pair of balls B1, B2 of radius

√
t and every f ∈ Lp2(M,µ)

with supp f ⊆ B2,

(5.1)
(
−
∫
B1

|
√
t∇e−tL f |p2 dµ

)1/p2

. e−cd
2(B1,B2)/t

(
−
∫
B2

|f |p2 dµ
)1/p2

.

Note that this estimate can be obtained by interpolating between (Gp) for p > p2 and
the Davies-Gaffney estimate from Proposition 2.8.

Theorem 5.1. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space with
a “carré du champ” satisfying (DUE). Let 1 6 p1 6 2 6 p2 < +∞, α ∈ (0, 1) and
g ∈ L∞(M,µ). Assume (5.1). Then for s 6 t, the kernel Kα,g satisfies the following
Lp1-Lp2 off-diagonal estimates: given Ñ > ν/2, there exists D0 = D0(Ñ , ν) > 0 such
that for every integer D > D0 we have(
−
∫
B1

|Kα,g(s, t)h|p2 dµ
)1/p2

.
(s
t

)(1−α)/2(
1+

d2(B1, B2)

t

)−Ñ(
−
∫
B2

|h|p1 dµ
)1/p1

‖g‖∞

for all balls B1, B2 of radius
√
t.

One can obtain a more precise result if one assumes in addition a De Giorgi prop-
erty.

Theorem 5.2. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space with a
“carré du champ” satisfying (DUE). Let 1 6 p1 6 2 6 p2 < +∞, α ∈ (0, 1) and g ∈
L∞(M,µ). Assume (5.1) and that (DG2,κ) holds for some κ ∈ (0, 1). Then for s 6 t,
the kernel Kα,g satisfies the following Lp1-L∞ off-diagonal estimates: given κ′ ∈ (κ, 1)
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and Ñ > ν/2, there exists D0 = D0(Ñ , ν, p2, κ) > 0 such that for every integer
D > D0 we have

‖Kα,g(s, t)h‖L∞(B1) .
(s
t

)(1−α)/2( t
s

)κ′/2(
1+

d2(B1, B2)

t

)−Ñ(
−
∫
B2

|h|p1 dµ
)1/p1

‖g‖∞

for all balls B1 and B2 of radius
√
t.

The rest of this section is devoted to the proof of Theorems 5.1 and 5.2. We will
need two lemmas.

The first one is a localised version of the fact that, for p > 2, (RRp) holds under
(DUE) (see [28]).

Lemma 5.3. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space with a
“carré du champ” satisfying (DUE). Fix p ∈ [2,+∞) and N > (ν + 1)/2. Then, for
all r > 0, every ball Br of radius r, every bounded covering (Bir)i of M by balls of
radius r, and f ∈ F ,(
−
∫
Br

|
√

LQ
(N)
r2 f |p dµ

)1/p

.
∑
i

(
1 +

d2(Br, B
i
r)

r2

)−(N−(ν+1)/2)
(
−
∫
Bir

|∇f |2 dµ
)1/2

.

Proof. — Let g ∈ Lp′(M,µ) be supported on Br. By duality, we have〈√
L Q

(N)
r2 f, g

〉
=
〈
f,L L −1/2Q

(N)
r2 g

〉
.

By (1.2) and (1.7), it follows that∣∣〈√L Q
(N)
r2 f, g

〉∣∣ 6 ∫ |∇f | |∇L −1/2Q
(N)
r2 g| dµ

6
∑
i

∥∥|∇f |∥∥
L2(Bir)

∥∥|∇L −1/2Q
(N)
r2 g|

∥∥
L2(Bir)

.
(5.2)

Write ∇L −1/2Q
(N)
r2 = r∇e−r2L /2(r2L )N−1/2e−r

2L /2. By interpolating (Gq) for
1 < q < p′, which holds since p′ 6 2, with L2 Davies-Gaffney estimates from Proposi-
tion 2.8, we know that r∇e−r2L /2 satisfies Lp′ -L2 off-diagonal estimates of exponen-
tial order. Now

(r2L )N−1/2e−r
2L /2 = 2N−1/2Q

(N−1/2)
r2/2 ,

hence by Lemma 2.6, this operator satisfies Lp′ -Lp′ off-diagonal estimates of order
N − 1/2. By Lemma 2.5 and using N > (ν + 1)/2, one obtains

(5.3)
(
−
∫
Bir

|∇L −1/2Q
(N)
r2 g|2 dµ

)1/2

.
(

1 +
d(Br, B

i
r)

r

)−2N+1
(
−
∫
Br

|g|p
′
dµ

)1/p′

.

The claim now follows from (VD) and (5.2). �

Proof of Theorems 5.1 and 5.2. — Let us start with Theorem 5.2, which is slightly
more difficult. First note that it suffices to prove the desired estimate for a ball B1 of
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radius
√
s, since if B1 is of radius

√
t then for every ball B̃1 of radius

√
s contained

in B1, we have (
1 +

d2(B1, B2)

t

)
'
(

1 +
d2(B̃1, B2)

t

)
.

So consider B1 a ball of radius
√
s and B2 a ball of radius

√
t. By choosing Q̃s such

that Q̃2
s = Qs, it follows that

Kα,g(s, t)h = Q̃sK̃α,g(s, t)Q̃th,

where K̃α,g = Q̃sL α/2(Q̃tL −α/2( . ) · Ptg) is of the exact same nature as Kα,g (with
the intrinsic constantD being replaced byD/2). Since Q̃s (resp. Q̃t) satisfies Lp2−L∞
(resp. Lp1-Lp2) off-diagonal estimates at scale

√
s (resp.

√
t) at order D/2, by the

composition of off-diagonal estimates (see Lemma 2.5), the expected result will follow
from the following Lp2 -Lp2 off-diagonal estimates:

(5.4)
(
−
∫
B1

|K̃α,g(s, t)h|p2 dµ
)1/p2

.
(s
t

)(1−α)/2( t
s

)κ/2(
1 +

d2(B1, B2)

t

)−Ñ (
−
∫
B2

|h|p2 dµ
)1/p2

‖g‖∞

for all balls B1 and B2 of respective radii
√
s and

√
t and every function h supported

on B2.
So it remains us to check (5.4). Fix such balls B1, B2 and function h supported

on B2. By definition

K̃α,g(s, t)h =
(s
t

)(1−α)/2

(tL )1/2Q̃s(sL )−(1−α)/2(Q̃t(tL )−α/2h · Ptg).

Therefore, with Lemma 5.3 (for p = p2 > 2 and N = D̃ := (D/2) − (1− α)/2 >

ν + 1/2), one has

(5.5)
(
−
∫
B1

|K̃α,g(s, t)h|p2 dµ
)1/p2

.
(s
t

)(1−α)/2∑
i

(
1 +

d2(B1, B̃i)

s

)−(D̃−(ν+1)/2)

×
(
−
∫
B̃i

|
√
t∇(Q̃t(tL )−α/2h · Ptg)|2 dµ

)1/2

,

where (B̃i)i is a bounded covering of the whole space with balls of radius
√
s. Then

by distributing the gradient, two terms appear. First using the property (DG2,κ), it
follows for every ball B̃i that(
−
∫
B̃i

|
√
t∇(Q̃t(tL )−α/2h)|2 dµ

)1/2

.
( t
s

)κ′/2(
−
∫
Bi

|
√
t∇(Q̃t(tL )−α/2h)|2 dµ

)1/2

+
( t
s

)κ′/2∥∥Q̃t(tL )1−α/2h
∥∥
L∞(Bi)

,
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where Bi = (
√
t/
√
s)B̃i is the dilated ball of radius

√
t. Then by writing

√
t∇Q̃t(tL )−α/2 = 4(D−α)/2

√
t∇e−(t/4)LQ

(D/2−α/2)
t/4 ,

since
√
t∇e−(t/4)L satisfies L2-L2 off-diagonal estimates at scale

√
t at any order and

Q
(D/2−α/2)
t/4 satisfies Lp1 -L2 off-diagonal estimates at scale

√
t at order (D − α)/2,

we deduce by Lemma 2.5 that
√
t∇Q̃t(tL )−α/2 also satisfies Lp1-L2 off-diagonal

estimates at scale
√
t at order (D − α)/2. Moreover Q̃t(tL )1−α/2 satisfies Lp1-L∞

off-diagonal estimates at the scale
√
t of order D/2+1−α/2 > D−α/2. So we obtain

(
−
∫
B̃i

|
√
t∇Q̃t(tL )−α/2h|2 dµ

)1/2

.
( t
s

)κ′/2(
1 +

d2(B2, Bi)

t

)−(D−α)/2
(
−
∫
B2

|h|p1 dµ
)1/p1

.

Similarly, one has(
−
∫
B̃i

|
√
t∇Ptg|2 dµ

)1/2

.
( t
s

)κ′/2(
1 +

d2(B2, Bi)

t

)−D (
−
∫
B2

|g|p1 dµ
)1/p1

.
( t
s

)κ′/2
‖g‖∞.

So coming back to (5.5), we obtain that for a large enough parameter D, it follows

(
−
∫
B1

|K̃α,g(s, t)h|p2 dµ
)1/p2

.
(s
t

)(1−α)/2( t
s

)κ′/2∑
i

(
1 +

d2(B1, B̃i)

s

)−(D̃−(ν+1)/2)

×
(

1 +
d2(B2, Bi)

t

)−(D−α)/2
(
−
∫
B2

|h|p1 dµ
)1/p1

‖g‖∞.

Since Bi is the dilated ball of radius
√
t from B̃i, we then deduce that

(
1 +

d2(B2, Bi)

t

)
'
(

1 +
d2(B2, B̃i)

t

)
and so, since s 6 t,

(
1 +

d2(B1, B2)

t

)
.
(

1 +
d2(B2, Bi)

t

)(
1 +

d2(B1, B̃i)

s

)
.

Hence as soon as D is large enough so that

C := C(D) = min
{
D̃ − (ν + 1)/2, (D − α)/2

}
− (ν + 1) > 0,
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we have(
−
∫
B1

|K̃α,g(s, t)h|p2 dµ
)1/p2

.
(s
t

)(1−α)/2( t
s

)κ′/2(
1 +

d2(B1, B2)

t

)−C(∑
i

(
1 +

d2(B1, B̃i)

s

)−(ν+1))
×
(
−
∫
B2

|h|p1 dµ
)1/p1

‖g‖∞

.
(s
t

)(1−α)/2( t
s

)κ′/2(
1 +

d2(B1, B2)

t

)−C (
−
∫
B2

|h|p1 dµ
)1/p1

‖g‖∞,

where we used that (Bi) is a bounded covering at scale
√
s (which is also the radius

of B1) to bound the sum over the covering. Since C = C(D) can be taken as large as
we want according to a large parameter D, we deduce the statement (5.4), which as
we already have seen, concludes the proof of Theorem 5.2.

For Theorem 5.1, the situation is simpler because we already have the exponent p2

on the left hand side, and balls and operators can be considered at scale
√
t. Indeed,

by summing the estimates of Lemma 5.3 along a covering of balls of radius
√
s, we

get for s 6 t and B1, B2 balls of radius
√
t(

−
∫
B1

|
√

LQ(N)
s f |p dµ

)1/p

.
(

1 +
d2(B1, B2)

s

)−(N−(2ν+1)/2)
(
−
∫
B2

|∇f |p dµ
)1/p

.
(

1 +
d2(B1, B2)

t

)−(N−(2ν+1)/2)
(
−
∫
B2

|∇f |p dµ
)1/p

.

We then conclude as previously, using the Leibniz rule on the gradient. The result then
follows by composing Lp2 off-diagonal estimates at the scale

√
t, see Lemma 2.5. �

6. The case 1 < p < 2

This section is devoted to the study of A(p, α) with 1 < p < 2. Our main result is
the following.

Theorem 6.1. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space with a
“carré du champ” satisfying (DUE). Then property A(p, α) holds for every p ∈ (1, 2)

and every α ∈ (0, 1).

According to the product decomposition formula (3.2) and Corollary 3.2, Theo-
rem 6.1 is a consequence of the following.

Theorem 6.2. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space with
a “carré du champ” satisfying (DUE). Let p ∈ (1, 2) and α ∈ (0, 1). There exists
D0 = D0(ν) > 0 such that for every integer D > D0, the paraproduct (g, f) 7→ Π

(D)
g (f)

defined in (3.1) satisfies∥∥Π(D)
g (f)

∥∥
p,α
. ‖f‖p,α ‖g‖∞ ∀ f ∈ S p, g ∈ L∞

and A(p, α) holds.
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Let α ∈ (0, 1) and g ∈ L∞(M,µ), let s, t > 0. Recall the operator Kα,g(s, t) defined
in (3.3) by

Kα,g(s, t) := QsL
α/2(QtL

−α/2( . ) · Ptg),

so that

L α/2Πg(L
−α/2f) =

∫ +∞

0

QsL
α/2Πg(L

−α/2f)
ds

s
=

∫ +∞

0

∫ +∞

0

Kα,g(s, t)f
dt

t

ds

s
,

and

L α/2Π1
g(L

−α/2f) =

∫ +∞

0

QsL
α/2Π1

g(L
−α/2f)

ds

s
=

∫ +∞

0

∫ t

0

Kα,g(s, t)f
ds

s

dt

t
.

We refer the reader to Section 3 for the definition of Π1
g, which is the remaining part

of the paraproduct that we have to study (see Proposition 3.3).
In the sequel, we describe how the off-diagonal estimates of the kernel Kα,g as

obtained in Section 5 can be used to obtain boundedness of the paraproducts by
means of an extrapolation method.

We recall the extrapolation tool for p ∈ (1, 2).

Proposition 6.3. — Let T be a bounded linear operator on L2(M,µ). Assume that T
satisfies the following off-diagonal estimates: there exist integers N > ν/2 and
Ñ > ν/2 such that for every t > 0 and every pair of balls B1, B2 of radius r =

√
t

(6.1)
∥∥TQ(N)

t

∥∥
L2(B1)→L2(B2)

.
(

1 +
d(B1, B2)

r

)−Ñ
.

Then for every p ∈ (1, 2), T is bounded on Lp(M,µ).

Remark 6.4. — The same proof yields that T is bounded on the weighted space Lp(ω)

for every Muckenhoupt weight ω ∈ Ap∩RH(2/p)′ (we refer the reader to [8] for details
about this class of weights).

Proof of Proposition 6.3. — We refer the reader to [17, Th. 5.11] and to [17, Th. 6.4]
(for the weighted part) for a proof of this result. The second assumption of
[17, Th. 5.11] is satisfied as a consequence of the kernel estimates for P (N)

t estab-
lished in Lemma 2.6. Notice however that instead of (6.1), the first assumption of
[17, Th. 5.11] reads as

(6.2)
∥∥T (I − P (N)

t )
∥∥
L2(B1)→L2(B2)

.
(

1 +
d(B1, B2)

r

)−Ñ
for the choice BQ = I−P (N)

t . Following Step 2 of [12, Cor. 3.6], it is known that under
the assumption that T is bounded on L2(M,µ), (6.1) implies (6.2), thus (6.1) is suf-
ficient to conclude. Equivalently, the desired result can be obtained as a combination
of [39, Prop. 3.25, Lem. 4.12 and Cor. 4.14]. �

Proposition 6.5. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space
with a “carré du champ” satisfying (DUE). Let α ∈ (0, 1). Assume (5.1) for some
p2 ∈ [2,+∞). Then there exists D0 = D0(ν) such that for every D > D0 and
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every g ∈ L∞(M,µ), the paraproduct Π
(D),1
g = Π1

g satisfies the following off-diagonal
estimates: for every r > 0 and every pair of balls B1, B2 of radius r,

(6.3)
∥∥L α/2Π1

g[L
−α/2Q

(N)
r2 ]

∥∥
Lp2 (B1)→Lp2 (B2)

.
(

1 +
d(B1, B2)

r

)−ν
.

Remark 6.6. — Up to considering a larger parameter D, we may have off-diagonal
estimates at any order. We chose the order ν for convenience. Such a proposition also
holds for the second part Π2

g of the paraproduct and is indeed easier (as shown by
Proposition 3.3, this second part is far more easy to handle with than the first part).

Proof. — Let α ∈ (0, 1) and g ∈ L∞(M,µ). Consider the operator

T := L α/2Π1
g(L

−α/2).

Let us fix balls B1, B2 of radius r, a function f ∈ L2(M,µ) supported in B2, and
consider an integer N > 2ν + 1.

We have

TQ
(N)
r2 (f) =

∫ +∞

0

∫ t

0

L α/2Qs

[
QtL

−α/2Q
(N)
r2 (f) · Ptg

] ds
s

dt

t
.

By the definition (3.3) of the kernel Kα,g,

Kα,g(s, t) := QsL
α/2(QtL

−α/2( . ) · Ptg),

we get

TQ
(N)
r2 f =

∫∫
0<s6t

Kα,g(s, t)Q
(N)
r2 f

ds

s

dt

t
.

If r2 6 t, then write

QtQ
(N)
r2 = Q

(D)
t Q

(N)
r2 =

(r2

t

)N
Q

(D+N)
t e−r

2L ,

so that

Kα,g(s, t)Q
(N)
r2 f = c

(r2

t

)N
K̃α,g(s, t)Q

(N)
t/2 e

−r2L f,

with K̃α,g(s, t) = QsL α/2(Qt/2L
−α/2( . ) · Ptg).

Let s 6 t. Abbreviate ε := (1− α)/2 > 0. Notice that Theorem 5.1 equally applies
to K̃α,g. Thus, for large enough integers D and Ñ , K̃α,g(s, t) satisfies Lp2-Lp2 off-
diagonal estimates in

√
t of order Ñ with extra factor (s/t)ε. On the other hand,

Lemma 2.9 yields Lp2 -Lp2 off-diagonal estimates in
√
t for both Q(N)

t/2 and e−r2L of
arbitrary order. Choose Ñ > ν. By Lemma 2.5, we can combine these off-diagonal
estimates and obtain∥∥∥Kα,g(s, t)[Q

(N)
r2 f ]

∥∥∥
Lp2 (B1)

.
(r2

t

)N ∥∥∥K̃α,g(s, t)[Q
(N)
t/2 e

−r2L f ]
∥∥∥
Lp2 (B̃1)

.
(r2

t

)N(s
t

)ε(
1 +

d2(B1, B2)

t

)−Ñ
‖f‖Lp2 (B2)‖g‖∞.
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By integrating in s ∈ (0, t) and in t > r2, one obtains for N > Ñ∫ +∞

r2

∫ t

0

∥∥∥Kα,g(s, t)[Q
(N)
r2 f ]

∥∥∥
Lp2 (B1)

ds

s

dt

t
.
(

1 +
d2(B1, B2)

r2

)−Ñ
‖f‖Lp2 (B2)‖g‖∞.

If otherwise r2 > t, then write

QtQ
(N)
r2 = Q

(D)
t Q

(N)
r2 =

( t
r2

)D
Q

(D+N)
r2 e−tL ,

so that

Kα,g(s, t)Q
(N)
r2 f = c

( t
r2

)N
K̃α,g(s, r

2)Q
(N)
r2/2e

−tL f.

We therefore apply in this case Theorem 5.1 to K̃α,g(s, r
2). Using the same arguments

as above and taking into account r2 > t, we obtain for large enough integers D and Ñ ,∥∥∥Kα,g(s, t)[Q
(N)
r2 f ]

∥∥∥
Lp2 (B1)

.
( t
r2

)D( s
r2

)ε(
1 +

d2(B1, B2)

r2

)−Ñ
‖f‖Lp2 (B2)‖g‖∞.

Integrating in s ∈ (0, t) and then in t 6 r2 yields∫ r2

0

∫ t

0

∥∥∥Kα,g(s, t)[Q
(N)
r2 f ]

∥∥∥
Lp2 (B1)

ds

s

dt

t
.
(

1 +
d2(B1, B2)

r2

)−Ñ
‖f‖Lp2 (B2)‖g‖∞.

Summarising the above, we have obtained

(6.4) ‖TQ(N)
r2 (f)‖Lp2 (B1) .

(
1 +

d2(B1, B2)

r2

)−Ñ
‖f‖Lp2 (B2)‖g‖∞,

where D,N, Ñ are large enough integers depending on ν and p2. This ends the proof
of (6.3). �

Proof of Theorem 6.2. — The boundedness of

(g, f) 7−→ Πg(f), L∞(M,µ)× L̇pα(M,L , µ) −→ L̇pα(M,L , µ)

is equivalent to the boundedness of

(g, f) 7−→ L α/2ΠgL
−α/2f, L∞(M,µ)× Lp(M,µ) −→ Lp(M,µ).

We have already seen in Proposition 3.3 that it only remains to study the operator

T := L α/2Π1
g(L

−α/2),

and prove its boundedness in Lp for p 6 2.
This is done by the extrapolation argument from Proposition 6.3: indeed by Theo-

rem 4.3, we already know that T is L2-bounded and Proposition 6.5 with L2 Davies-
Gaffney estimates yields that (6.3) holds for p2 = 2. We may also apply Proposition 6.3
to T and obtain its Lp-boundedness for p ∈ (1, 2]. �
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7. Boundedness of the paraproducts for p > p0 under (Gp0) via
extrapolation

The main results of this section are the two following ones.

Theorem 7.1. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space with a
“carré du champ” satisfying (DUE). Let α ∈ (0, 1) and let p ∈ (2,+∞) with 1− α >
ν(1/2−1/p). Then there exists D0 = D0(ν, p) > 0 such that for every integer D > D0,
the paraproduct defined in (3.1) satisfies

‖Πg(f)‖p,α . ‖f‖p,α ‖g‖∞ ∀ f ∈ S p, g ∈ L∞,

and A(p, α) holds.

Theorem 7.2. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space with a
“carré du champ” satisfying (DUE) and (Gp0) for some p0 ∈ (2,+∞]. Let α ∈ (0, 1)

and let p ∈ [p0,+∞) with 1−α > ν(1/p0−1/p). Then there exists D0 = D0(ν, p) > 0

such that for every integer D > D0, the paraproduct defined in (3.1) satisfies

‖Πg(f)‖p,α . ‖f‖p,α ‖g‖∞ ∀ f ∈ S p, g ∈ L∞,

and A(p, α) holds.

Using either L2 Davies-Gaffney estimates (which correspond to (5.1) for p2 = 2)
in combination with Theorem 4.3, or the fact that (Gp0) implies (5.1) for every
p2 ∈ [2, p0) in combination with Theorem 4.3, the two previous theorems will be
a direct consequence of the following one.

Theorem 7.3. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space with
a “carré du champ” satisfying (DUE). Assume (5.1) for some p2 ∈ [2,+∞) and let
p > p2, α ∈ (0, 1) with 1 − α > ν(1/p2 − 1/p). There exists D0 = D0(ν, p) > 0 such
that for every integer D > D0, if the paraproduct defined in (3.1) satisfies

‖Πg(f)‖p2,β . ‖f‖p2,β ‖g‖∞ ∀ f ∈ S p2 , g ∈ L∞,

for all β ∈ (0, 1), then

‖Πg(f)‖p,α . ‖f‖p,α ‖g‖∞ ∀ f ∈ S p, g ∈ L∞,

and A(p, α) holds.

We are going to prove the previous theorem as an application of the following
extrapolation result ([4], [8, Th. 3.13]).

Proposition 7.4. — Let T be a linear operator and S a sublinear operator. Let
p2 ∈ [2,+∞), and assume that T is bounded on Lp2(M,µ). Assume that T satisfies
the following off-diagonal estimates: There exists an integer N > 1, an exponent
p ∈ (p2,+∞) and an exponent Ñ > ν/2 such that for every pair of balls B1, B2 of
radius r =

√
t > 0, we have

(7.1)
∥∥TQ(N)

t

∥∥
Lp2 (B1)→Lp2 (B2)

.
(

1 +
d(B1, B2)

r

)−Ñ
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and

(7.2)
(
−
∫
B

|T (P
(N)
r2 f)|p dµ

)1/p

.
(

inf
x∈B

M [|S(f)|p2 ]
)1/p2

.

If, for some p ∈ (p2, p), S is bounded on Lp(M,µ), then T is bounded on Lp(M,µ).

Remark 7.5
– The assumptions in [4], [8, Th. 3.13] are stated in terms of Lp2 off-diagonal esti-

mates for T (I − P (N)
t ) instead of (7.1). As explained in the proof of Proposition 6.3,

the Lp2 boundedness of T allows us to deduce from (7.1) such Lp2-off-diagonal esti-
mates for T (I − P (N)

t ).
– For p ∈ (p2, p) as above, T is also bounded on the weighted space Lp(ω) for every

Muckenhoupt weight ω ∈ Ap/p2 ∩RH(p/p)′ (we refer the reader to [8] for details about
this class of weights).

As we have already seen in Proposition 3.3, in order to prove Theorem 7.2 we only
have to study the Lp- boundedness of the operator

T := L α/2Π1
g(L

−α/2),

with

Π1
g(f) :=

∫ +∞

0

(I − Pt) [Ptg ·Qtf ]
dt

t
.

We recall that the kernel Kα,g is defined as

Kα,g(s, t) := QsL
α/2(QtL

−α/2( . ) · Ptg),

hence

T =

∫ +∞

0

∫ t

0

Kα,g(s, t)
ds

s

dt

t
.

As a direct application of Lemma 2.15, we have the following reduction.

Lemma 7.6. — Define the quadratic functional

U(f) :=

(∫ +∞

0

∣∣∣∣∫ +∞

s

K̃α,g(s, t)[Q̃tf ]
dt

t

∣∣∣∣2 ds

s

)1/2

,

where Q̃s := (Qs)
1/2 and K̃(s, t) := Q̃sL α/2(Q̃tL −α/2( . ) · Ptg), so that

Kα,g(s, t) = Q̃sK̃α,g(s, t)Q̃t.

Then for p ∈ (2,+∞), the boundedness of U on Lp(M,µ) implies the boundedness
of T on Lp(M,µ), and we have

‖T‖p→p . ‖U‖p→p.

We are now going to prove Theorem 7.3, based on the extrapolation method in
Lebesgue spaces of Proposition 7.4.
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Proof of Theorem 7.3. — According to Lemma 7.6, we only have to prove the bound-
edness of the square functional

U(f) :=

(∫ +∞

0

∣∣∣∣∫ +∞

s

K̃α,g(s, t)[Q̃tf ]
dt

t

∣∣∣∣2 ds

s

)1/2

,

which will be done by applying Proposition 7.4.
By Proposition 6.5, we already know that (7.1) holds for Π1

g and the same proof
allows us to prove also (7.1) for the square function U (which is even easier). It remains
to check (7.2).

Fix a ball B of radius r and some integer N > D satisfying N > ν + 1. If D is
large enough, then we may also consider

K̂α,g(s, t) := Q̂sL
α/2(Q̃tL

−α/2( . ) · Ptg),

where Q̂s = (Q̃s)
1/2. (We may choose D ∈ 4N for convenience). Notice that then both

K̂α,g and Q̂s satisfy the same off-diagonal estimates as Kα,g and Q̃s, respectively. By
definition, we have

K̃α,g = Q̂sK̂α,g.

If s 6 t 6 r2, then

(7.3) QtP
(N)
r2 = (tL )De−tLP

(N)
r2 =

( 2t

r2

)D
Qr2/2R

(N)
r2 e−tL ,

where R(N)
r2 e−(r2/2)L = P

(N)
r2 as defined in Remark 2.3, and R(N)

r2 satisfies the same
off-diagonal estimates as P (N)

r2 . Consequently,

K̃α,g(s, t)[Q̃tP
(N)
r2 f ] =

( 2t

r2

)D
Q̂sK̂α,g(s, r

2/2)[Q̃r2/2R
(N)
r2 e−tL f ].

Then, from Lemma 2.9 we know that Q̂s satisfies Lp2-Lp off-diagonal estimates
at scale r with an extra factor

(
r2/s

)(ν/2)(1/p2−1/p). Moreover, Theorem 5.1 yields
that K̂α,g(s, r

2/2) also satisfies Lp2-Lp2 off-diagonal estimates at scale r with a factor(
s/r2

)(1−α)/2. Lemma 2.9 implies Lp2-Lp2 off-diagonal estimates at scale r for Q̃r2/2,
R

(N)
r2 and e−tL . All of these off-diagonal estimates are of an order which can be

chosen as large as we want, up to choosing D sufficiently large. By composing all
these estimates according to Lemma 2.5, it follows for a large enough D,(
−
∫
B

|K̃α,g(s, t)[Q̃tP
(N)
r2 f ]|p dµ

)1/p

.
( t
r2

)D( s
r2

)(1−α)/2−(ν/2)(1/p2−1/p)(
inf
x∈B

M (|f |p2)
)1/p2

‖g‖∞.

First applying Minkowski’s inequality and then integrating over s 6 t 6 r2 gives for
1− α > ν(1/p2 − 1/p)(
−
∫
B

(∫ r2

0

∣∣∣∣∫ r2

s

∣∣K̃α,g(s, t)[Q̃tP
(N)
r2 f ]

∣∣ dt
t

∣∣∣∣2 dss
)p/2

dµ

)1/p

.
(

inf
x∈B

M (|f |p2)
)1/p2

‖g‖∞.
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If r2 6 s 6 t, then similarly as above, Lemma 2.9 and Theorem 5.1 yield for p > p2

and for large enough D (with Ñ an exponent eventually varying from a line to the
next one)(

−
∫
B

|K̃α,g(s, t)[Q̃tP
(N)
r2 f ]|p dµ

)1/p

.
( t
s

)(ν/2)(1/p2−1/p)∑
j>0

2−jÑ
(
−
∫

2jB̃

|K̂α,g(s, t)[Q̃tP
(N)
r2 f ]|p2 dµ

)1/p2

.
(s
t

)(1−α)/2−(ν/2)(1/p2−1/p)
[∑
`>0

2−`Ñ
(
−
∫

2`B̃

|Q̃tP (N)
r2 f |2 dµ

)1/2]
‖g‖∞

.
(s
t

)(1−α)/2−(ν/2)(1/p2−1/p)
[∑
`>0

2−`Ñ
(
−
∫

2`B̃

|Q̃tf |2 dµ
)1/2]

‖g‖∞,

where B̃ = (
√
t/r)B is the dilated ball, and we used L2 off diagonal estimates for P (N)

r2

in the last step.
By Minkowski’s inequality, integrating over s ∈ (0, t), and Hölder’s inequality, we

get for 1− α > ν(1/p2 − 1/p)(∫ +∞

r2

∣∣∣∣∫ +∞

s

(
−
∫
B

∣∣K̃α,g(s, t)[Q̃tP
(N)
r2 f ]

∣∣p dµ)1/p
dt

t

∣∣∣∣2 dss
)1/2

.

[∑
`>0

2−`Ñ
(∫ +∞

r2
−
∫

2`B̃

|Q̃tf |2
dµ dt

t

)1/2]
‖g‖∞

.
(

inf
x∈B

M [GN/2(f)2](x)
)1/2

‖g‖∞

.
(

inf
x∈B

M [GN/2(f)p2 ](x)
)1/p2

‖g‖∞,

where GN/2 is the conical square function associated to Q̃t, see Proposition 2.13.
If s 6 r2 6 t then by Lemma 2.9, for p > p2(
−
∫
B

|K̃α,g(s, t)[Q̃tP
(N)
r2 f ]|p dµ

)1/p

.
( r√

s

)ν(1/p2−1/p)∑
j>0

2−jÑ
(
−
∫

2jB

∣∣K̂α,g(s, t)[Q̃tP
(N)
r2 f ]

∣∣p2 dµ)1/p2

.

By repeating the same argument as before, we obtain(∫ +∞

0

∣∣∣∣∫ +∞

s

(
−
∫
B

|K̃α,g(s, t)[Q̃tP
(N)
r2 f ]|p dµ

)1/p
dt

t

∣∣∣∣2 dss
)1/2

.
(

inf
x∈B

M [GN/2(f)p2 ](x)
)1/p2

‖g‖∞,

as soon as 1− α > ν(1/p2 − 1/p).
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Gathering the above estimates, we obtain that the square function U satisfies for
p > p2 with 1− α > ν(1/p2 − 1/p)(
−
∫
B

|U(P
(N)
r2 f)|p dµ

)1/p

. ‖g‖∞
(

inf
x∈B

M [|GN/2(f)|p2 ]
)1/p2

+ ‖g‖∞
(

inf
x∈B

M (|f |p2)
)1/p2

,

where GN/2 is the conical square version. Since the conical square function is bounded
on every Lp-space (see Proposition 2.13), we may then extrapolate by using Propo-
sition 7.4. We deduce that U is bounded on Lp for every p ∈ (p2, p). This holds for
every p > p2 and α ∈ (0, 1) such that 1−α > ν(1/p2 − 1/p) so we conclude that U is
bounded on Lp for every p > p2 such that 1− α > ν(1/p2 − 1/p), which then implies
the L̇pα-boundedness of the paraproduct Πg. �

8. Boundedness of the paraproducts for p > p0 under (Gp0) and (DG2) via
extrapolation

In this section, we prove stronger results under the additional assumption of a De
Giorgi property. The proofs are, as in the previous section, based on Lp extrapolation
techniques.

Theorem 8.1. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space with
a “carré du champ” satisfying (DUE). Let 2 < p0 6 +∞ and assume (Gp0) with
(DG2,κ) for some κ ∈ (0, 1). Then the paraproduct defined in (3.1) satisfies for every
α ∈ (0, 1− κ) and p ∈ (2,+∞)

‖Πg(f)‖p,α . ‖f‖p,α ‖g‖∞ ∀ f ∈ S p, g ∈ L∞.

Therefore A(p, α) holds.

As a consequence, we obtain our main result of this section.

Theorem 8.2. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space with a
“carré du champ” satisfying (DUE). Let 2 < p0 6 +∞ and assume (Gp0) with (DG2,κ)

for some κ ∈ (0, 1) (and also κ < ν/p0, else the result is implied by Theorem 7.2).
Then for p ∈ (1,+∞) the paraproduct defined in (3.1) satisfies: for every α ∈ (0, γp)

with

γp :=

{
1, if p 6 p0

1− κ (1− p0/p) , if p > p0.
then

‖Πg(f)‖p,α . ‖f‖p,α ‖g‖∞ ∀ f ∈ S p, g ∈ L∞.

Therefore A(p, α) holds.

We postpone the proof of Theorem 8.1 to the end of this section, and we now prove
Theorem 8.2 as a consequence.

J.É.P. — M., 2016, tome 3



142 F. Bernicot, T. Coulhon & D. Frey

Proof of Theorem 8.2. — The case p < p0 has already been studied in Theorem 4.3,
so we only focus on the case p ∈ [p0,+∞). Fix g ∈ L∞. For z a complex number with
<(z) ∈ (0, 1), define

T z := L z/2Πg(L
−z/2).

Theorem 4.3 shows that Tα is Lp-bounded for every α ∈ (0, 1) and every p ∈ (2, p0).
Then by combining with imaginary powers of L , which are Lp-bounded (see Propo-
sition 2.1), we deduce that for every α ∈ (0, 1) and β ∈ R, Tα+iβ is Lp-bounded
and

sup
β∈R

(1 + |β|)−s‖Tα+iβ‖p→p . C0
α,

for some constant C0
α and any s > ν.

Moreover, Theorem 8.1 shows that Tα is Lp-bounded for every α ∈ (0, 1 − κ)

and every p ∈ (2,+∞). Then by using Proposition 2.1 we deduce that, for every
α ∈ (0, 1− κ) and β ∈ R, Tα+iβ is Lp-bounded and

sup
β∈R

(1 + |β|)−s‖Tα+iβ‖p→p . C1
α,

for some constant C1
α and any s > ν.

We then conclude the proof by applying Stein’s complex interpolation method
([63, Th. 1]) to the family (T z)z. �

Proof of Theorem 8.1. — By interpolating assumption (Gp0) with L2-L2 Davies-
Gaffney estimates, (5.1) holds for every p2 = p1 ∈ (2, p0). We reproduce the same
reasoning as done for Theorem 7.3, relying on the extrapolation result Proposition 7.4.

So as previously, according to Lemma 7.6, we only have to prove the boundedness
of the quadratic functional

U(f) :=

(∫ +∞

0

∣∣∣∣∫ +∞

s

K̃α,g(s, t)[Q̃tf ]
dt

t

∣∣∣∣2 dss
)1/2

,

which will be done by applying Proposition 7.4.
Fix a ball B of radius r, and consider U [P

(N)
r2 f ] for some large enough integer

N > D/2.
If s 6 t 6 r2, then as in (7.3)

QtP
(N)
r2 =

( 2t

r2

)D
Qr2/2R

(N)
r2 e−tL ,

and consequently

K̃α,g(s, t)[Q̃tP
(N)
r2 f ] =

( 2t

r2

)D
K̃α,g(s, r

2/2)[R
(N)
r2 e−tL f ].

Hence, combining what was done for Theorem 7.3 and Theorem 5.2 gives∥∥K̃α,g(s, t)[Q̃tP
(N)
r2 f ]

∥∥
L∞(B)

.
( t
r2

)D( s
r2

)(1−α−κ′)/2(
inf
x∈B

M (|f |2)(x)
)1/2

‖g‖∞.

By integrating over s 6 t 6 r2, one obtains(∫ r2

0

∣∣∣∣∫ r2

s

sup
B
|K̃α,g(s, t)[Q̃tP

(N)
r2 f ]| dt

t

∣∣∣∣2 dss
)1/2

.
(

inf
x∈B

M (|f |2)(x)
)1/2

‖g‖∞.
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If r2 6 t, then Theorem 5.2 (with κ′ ∈ (κ, 1)) similarly yields

sup
B

∣∣K̃α,g(s, t)[e
−r2L f ]

∣∣ . (s
t

)(1−α−κ′)/2
[∑
`>0

2−`M
(
−
∫

2`B̃√t

|Q̃tf |2 dµ
)1/2]

‖g‖∞,

where B̃√t = (
√
t/r)B is the dilated ball andM a large enough integer. By integrating

for s 6 t and using Cauchy-Schwarz inequality, we get as soon as 1− α− κ′ > 0(∫ +∞

0

∣∣∣∣∫ +∞

s

sup
B
|K̃α,g(s, t)[e

−r2L f ]| dt
t

∣∣∣∣2 dss
)1/2

.

[∑
`>0

2−`M
(∫ +∞

r2
−
∫

2`B̃

|Q̃tf |2
dµ dt

t

)1/2]
‖g‖∞

.
(

inf
x∈B

M [|GN/2(f)|2](x)
)1/2

‖g‖∞,

where GN/2(f) is the conical square function associated with Q̃tf , see Proposition
2.13.

Conclusion: by combining the previous estimates we obtain that the square func-
tion U satisfies

‖U(P
(N)
r2 f)‖L∞(B) . ‖g‖∞

(
inf
x∈B

M [|GN/2(f)|2](x)
)1/2

+ ‖g‖∞
(

inf
x∈B

M (|f |2)(x)
)1/2

,

as soon as 1− α > κ (in which case there exists κ′ < κ with 1− α− κ′ > 0).
We can then apply the extrapolation result Proposition 7.4. Since GN/2(f) is

bounded on Lp according to Proposition 2.13, we obtain that U is bounded and there-
fore T on Lp(M,µ) for every p ∈ (2,+∞). All these computations require 1− κ > α,
which is the main condition. �

9. The case p > 2 via oscillation

Definition 9.1. — Let α > 0 and ρ ∈ [1,∞). For f ∈ L1
loc(M,µ), α > 0 and x ∈M ,

we consider the quadratic functional

Sραf(x) :=

(∫ +∞

0

[ 1

rα
ρ-OscB(x,r)(f)

]2 dr
r

)1/2

,

where for a ball B, ρ-OscB denotes the Lρ-oscillation defined by

ρ-OscB(f) :=

(
−
∫
B

∣∣∣∣f −−∫
B

f dµ

∣∣∣∣ρ dµ)1/ρ

.

We are going to prove the two following results.

Theorem 9.2. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space with a
“carré du champ” satisfying (DUE). Assume (Hη) for some η ∈ (0, 1]. Let α ∈ (0, η)

and p ∈ (1,+∞). Then the paraproduct defined in (3.1) satisfies

‖Πg(f)‖p,α . ‖f‖p,α ‖g‖∞ ∀ f ∈ S p, g ∈ L∞.
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It follows that A(p, α) holds. Moreover E(p, α) holds for 1 6 ρ < min(2, p) and
α ∈ (0, η).

Theorem 9.3. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space with a
“carré du champ”. Assume the combination (Gp0) with (Pp0) for some p0 ∈ (2,+∞).
Then for ρ < 2 closed enough to 2, every p ∈ (2, p0) and α ∈ (0, 1), E(p, α) holds.

Remark 9.4. — Under (Gp0), in the considered range p ∈ (2, p0) and α ∈ (0, 1), it
is already known that the paraproducts are bounded in the Sobolev space and so
A(p, α) holds (see Theorem 4.3).

Let us observe that for two test functions f, g, every ball B and every exponent
ρ > 1, one has

ρ-OscB(fg) 6 ρ-OscB(f)‖g‖∞ + ‖f‖∞ρ-OscB(g),

and for every Lipschitz function F

ρ-OscB(F (f)) . ‖F‖Lipρ-OscB(f).

Consequently, as soon as the Sobolev norm L̇pα is characterised by a quadratic func-
tional Sρα for some ρ ∈ [1,+∞], property A(p, α) is satisfied and the following sharp
chain rule holds.

Corollary 9.5. — Under the assumptions of Theorems 9.2 or 9.3, for p and α in their
respective ranges, and every Lipschitz function F , the map f → F (f) is well-defined
in (S p, ‖.‖p,α) and satisfies

‖F (f)‖p,α . ‖F‖Lip‖f‖p,α ∀ f ∈ S p.

We will see in Proposition 9.10, that such a characterisation of Sobolev norms
(through quadratic functional) cannot hold in a systematic way, since some of them
require the Poincaré inequality (P2).

Here the sharpness refers to the fact that we only require a Lipschitz control of
the nonlinearity F . We refer the reader to Section 10 for a chain rule under weaker
assumptions on the ambient space (M,d, µ,E ) but more regular nonlinearities F .

We are going to simultaneously prove Theorems 9.2 and 9.3 in the two following
sections: in Section 9.1 the statements concerning paraproducts and in Section 9.2
the statements concerning the functionals Sρα. Theorem 9.2 is the combination of
Propositions 9.6 and 9.8, whereas Theorem 9.3 follows from Proposition 9.9.

9.1. Boundedness of paraproducts via oscillation. — We first recall that according
to Lemma 7.6, to prove the boundedness of the paraproduct it is enough to prove the
Lp-boundedness of the square function

U(f) :=

(∫ +∞

0

∣∣∣∣∫ +∞

s

K̃α,g(s, t)[Q̃tf ]
dt

t

∣∣∣∣2)1/2

,

where Q̃s := (Qs)
1/2 and K̃(s, t) := Q̃sL α/2(Q̃tL −α/2( . ) · Ptg), so that

Kα,g(s, t) = Q̃sK̃α,g(s, t)Q̃t.
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Proposition 9.6. — Let (M,d, µ,E ) be a doubling metric measure Dirichlet space
with a “carré du champ” satisfying (DUE). Assume (Hη) for some η ∈ (0, 1]. Then
for every α < λ < η, the kernel K̃α,g satisfies for s 6 t the pointwise estimate

K̃α,g(s, t)[h](x0) . ‖g‖∞
(s
t

)(λ−α)/2

M (h)(x0) ∀x0 ∈M.

Proof. — Let x0 ∈M . We have

K̃α,g(s, t)[h](x0) =
(s
t

)−α/2
Q̃s(sL )α/2(Q̃t(tL )−α/2h · Ptg)(x0).

Consider B√s the ball of centre x0 and radius
√
s. Then by linearity∣∣Qs(sL )α/2(Qt(tL )−α/2h · Ptg)(x0)

∣∣
.

∣∣∣∣Qs(sL )α/2
[(
Qt(tL )−α/2h−−

∫
B√s

Qt(tL )−α/2h dµ

)
· Ptg

]
(x0)

∣∣∣∣
+

∣∣∣∣−∫
B√s

Qt(tL )−α/2h dµ

∣∣∣∣∣∣Qs(sL )α/2[Ptg](x0)
∣∣,

which gives us two terms I and II.
The second term is the easiest, since Qs(sL )α/2Pt = ( st )

D+α/2e−sL (tL )D+α/2Pt,
so due to the L∞-boundedness of e−sL (tL )D+α/2Pt, we deduce that

II .
(s
t

)D+α/2
∣∣∣∣−∫
B√s

Qt(tL )−α/2h dµ

∣∣∣∣‖g‖∞
.
(s
t

)D+α/2

M [h](x0)‖g‖∞,

where we used Lemma 2.9 (item 1) in the last step.
For the first term I, we use the Lp0 -L∞ off-diagonal estimates for Qs (Lemma 2.6)

and we get

(9.1) I . ‖g‖∞
∑
`>0

2−`(D+α/2)|2`B√s|−1/p0

×
∥∥∥∥Qt(tL )−α/2h−−

∫
B√s

Qt(tL )−α/2h

∥∥∥∥
Lp0 (2`B√s)

.

Since (Hη) self-improves into (Hλ
1,∞) for λ ∈ (α, η) (see item 2 of Proposition 1.4), one

has with Qt(tL )−α/2 = 2De−(t/2)LQ
(D−α/2)
t/2 that for every integer k ∈ {0, . . . , `}

∞-Osc2kB√s
(Qt(tL )−α/2h) . 2kλ

(s
t

)λ/2
sup
j>0

(
−
∫
B(x0,2j

√
t)

|Q(D−α/2)
t/2 h| dµ

)
. 2kλ

(s
t

)λ/2
sup
j>0

(
−
∫

2jB̃√t

|h| dµ
)

. 2kλ
(s
t

)λ/2
M [h](x0)

where we have used Lemma 2.6 to estimate pointwise the kernel of Q(D−α/2)
t/2 .
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Since∥∥∥∥Qt(tL )−α/2h−−
∫
B√s

Qt(tL )−α/2h

∥∥∥∥
Lp0 (2`B√s)

.
∑̀
k=0

∥∥∥∥Qt(tL )−α/2h−−
∫

2kB√s

Qt(tL )−α/2h

∥∥∥∥
Lp0 (2kB√s)

.
∑̀
k=0

|2`B√s|1/p0∞-Osc2kB√s
(Qt(tL )−α/2h),

it follows that∥∥∥∥Qt(tL )−α/2h−−
∫
B√s

Qt(tL )−α/2h

∥∥∥∥
Lp0 (2`B√s)

. 2`λ|2`B√s|1/p0
(s
t

)λ/2
M [h](x0).

Finally, since D > ν + 1 (so D + α/2 > 1 > λ)

I .
(s
t

)λ/2
‖g‖∞

(∑
`>0

2−`(D+α/2)`2`λ
)

M [h](x0)

.
(s
t

)λ/2
‖g‖∞M [h](x0).

Hence

K̃α,g(s, t)(h)(x0) .
(s
t

)(λ−α)/2

‖g‖∞M [h](x0). �

We can now conclude the proof of the statements about paraproducts in Theo-
rem 9.2.

Proof of Theorem 9.2. — We use Proposition 9.6, so that we have the following point-
wise bound of the square function U (as soon as α < λ):

U(f) . ‖g‖∞
(∫ +∞

0

∣∣∣∣∫ +∞

s

(s
t

)(λ−α)/2

M [Q̃tf ]
dt

t

∣∣∣∣2)1/2

. ‖g‖∞
(∫ +∞

0

∣∣M [Q̃tf ]
∣∣2 dt

t

)1/2

.

By using the Fefferman-Stein inequality (see Proposition 2.16) and the Lp-boun-
dedness of the horizontal square functionals (see Proposition 2.13), we deduce that U is
Lp-bounded, which implies (see Lemma 7.6) the L̇pα-boundedness of the paraproduct.

�

9.2. Characterisation of Sobolev norms via Sα. — The following statement can be
found in [29, §2.1.1] and [11, §5.2]. The proof works in our setting.

Proposition 9.7. — Assume (DUE). Let p, ρ ∈ (1,+∞) and α > 0. Then, for all
f ∈ S p,

‖f‖p,α . ‖Sρα(f)‖p.
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The proof of the reverse inequality in [11, §2.1.2] uses pointwise gradient estimates.
We are now going to observe that the weaker assumption (Hη) is in fact sufficient, as
noted already in [29, p. 333]. Without loss of generality, we assume N(L ) = {0} in
the following.

Proposition 9.8. — Assume (Hη) for some η ∈ (0, 1]. Fix α ∈ (0, η), p ∈ (1,+∞)

and let ρ < min(2, p). Then for all f ∈ S p,

‖f‖p,α ' ‖Sρα(f)‖p.

Proof. — Due to Proposition 9.7, it only remains to prove that

‖Sρα(f)‖p . ‖f‖p,α.

We first decompose the identity with the semigroup as

f = −
∫ +∞

0

∂

∂t
(e−tL f)dt =

∫ +∞

0

(tL )e−tL f
dt

t

=

+∞∑
n=−∞

∫ 2n+1

2n
(tL )e−tL f

dt

t
,

and define the piece at scale 2n as

fn :=

∫ 2n+1

2n
(tL )e−tL f

dt

t
.

Then fix x ∈M and a scale r > 0. We have

ρ-OscB(x,r)(fn) 6
∫ 2n+1

2n
ρ-OscB(x,r)

[
(tL )e−tL f

] dt
t
.

Using (Hη), which implies (Hλ
ρ,ρ) for some λ ∈ (α, η) (see item 2 of Proposition 1.4)

we know that if r .
√
t then

ρ-OscB(x,r)

[
(tL )e−tL f

]
.
( r√

t

)λ
Mρ

[
(tL )e−(t/2)L f

]
(x).

So if r . 2n/2, then we deduce by the Cauchy-Schwarz inequality that

(9.2) ρ-OscB(x,r)(fn) .
(
r2−n/2

)λ(∫ 2n+1

2n

∣∣Mρ

[
(tL )e−(t/2)L f

]
(x)
∣∣2 dt

t

)1/2

.

Moreover, if 2n/2 . r, we use

ρ-OscB(x,r)

[
(tL )e−tL f

]
.Mρ

[
(tL )e−tL f

]
(x)

which yields

(9.3) ρ-OscB(x,r)(fn) .

(∫ 2n+1

2n

∣∣Mρ

[
(tL )e−tL f

]
(x)
∣∣2 dt

t

)1/2

.
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Then it follows that

Sραf(x)2 =

∫ +∞

0

[ 1

rα
ρ-OscB(x,r)(f)

]2 dr
r

.
∫ +∞

0

[∑
n∈Z

1

rα
ρ-OscB(x,r)(fn)

]2
dr

r
.

Using (9.2) and (9.3), one has

Sραf(x)2 .
∫ +∞

0

[ ∑
2n6r2

1

rα

(∫ 2n+1

2n

∣∣Mρ

[
(tL )e−tL f

]
(x)
∣∣2 dt

t

)1/2]2
dr

r

+

∫ +∞

0

[ ∑
r262n

1

rα

(
r2−n/2

)λ(∫ 2n+1

2n

∣∣∣Mρ

[
(tL )e−(t/2)L f

]
(x)
∣∣∣2 dt

t

)1/2]2
dr

r
.

Using Schur’s lemma (or see [29, p. 300]), for α < λ,

Sραf(x)2 .
∑
n∈Z

2−nα
∫ 2n+1

2n

∣∣Mρ

[
(tL )e−tL f

]
(x)
∣∣2 dt

t

+
∑
n∈Z

2−nα
∫ 2n+1

2n

∣∣∣Mρ

[
(tL )e−(t/2)L f

]
(x)
∣∣∣2 dt

t
,

which implies

Sραf(x)2 .
∫ +∞

0

∣∣Mρ

[
(tL )e−tL f

]
(x)
∣∣2 dt

t1+α
.

Then by Proposition 2.16 it follows that for every p > ρ (since 2 > ρ)

‖Sραf‖Lp .
∥∥∥∥(∫ +∞

0

∣∣Mρ

[
(tL )e−tL f

]∣∣2 dt

t1+α

)1/2∥∥∥∥
p

.

∥∥∥∥(∫ +∞

0

∣∣(tL )e−tL f
∣∣2 dt

t1+α

)1/2∥∥∥∥
p

. ‖L α/2f‖p. �

The same proof holds when replacing the oscillation assumption (Hη) by a Poincaré
inequality:

Proposition 9.9. — Assume (Gp0) with the Poincaré inequality (Pp0) for some
p0 ∈ (2,+∞). Let α ∈ (0, 1), ρ ∈ (1, 2) and p ∈ [2, p0). Then, for all f ∈ S p,

‖f‖p,α ' ‖Sρα(f)‖p.

Proof. — First, using the combination (Gp0) and (Pp0) as detailed in the proof of
[15, Th. 3.4] with [15, Rem. 3.5], we know that we have the following inequality: for
every ρ ∈ (1, 2), every ball Br of radius r > 0 and h = (tL )e−tL f ,(

−
∫
Br

|h−−
∫
Br

h dµ|p0 dµ
)1/p0

. r

(
−
∫

2Br

|∇h|ρ dµ
)1/ρ

+ r2 ‖L h‖L∞(4Br) .
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Writing L h = tL 2e−tL f = e−(t/2)L tL 2e−(t/2)L f with Lρ-L∞ off-diagonal esti-
mates of e−(t/2)L , we deduce that

‖tL h‖L∞(4Br) . inf
x∈Br

Mρ[(tL )2e−(t/2)L f ](x).

We then repeat the exact same proof as for Proposition 9.8, with the following
estimate on the oscillation,

ρ-OscB(x,r)

[
(tL )e−tL f

]
.
( r√

t

)
Mρ[
√
t∇(tL )e−(t/2)L f ](x) +

( r√
t

)2

Mρ[(tL )2e−(t/2)L f ](x).

Hence, we have a pointwise estimate

Sραf(x) .

(∫ +∞

0

∣∣Mρ[
√
t∇(tL )e−tL f ](x)

∣∣2 +
∣∣Mρ[(tL )2e−tL f ](x)

∣∣2 dt

t1+α

)1/2

.

The proof is then completed by taking the Lp-norm of both sides of the previous
inequality and using Proposition 2.16 as well as the Lp-boundedness of the vertical
square function (which is a consequence of the combination (Gp0) with (Pp0), see
Proposition 2.13 (iii)) and of the horizontal square function. �

Proposition 9.10. — Assume (VDν). Let ρ, p ∈ (1,+∞) with ρ 6 p, ν < p, and let
α ∈ (ν/p, 1). Assume that for every f ∈ S p, we have

‖f‖p,α ' ‖Sρα(f)‖p.

Then (H
α−ν/ρ
p,ρ ) holds, and also (P2).

Proof. — Let r 6
√
t, and let Br,B√t be two concentric balls of respective radii r,

√
t.

For every x and s > 0, denote the ball Bs(x) = B(x, s). Then for h = e−tL f , we have
for s ∈ [r, 2r]

(9.4) ρ-OscBr(x)(h) . ρ-OscBs(x)(h).

So

ρ-OscBr(x)(h) . rα
(∫ 2r

r

[
s−αρ-OscBs(x)(h)

]2 ds
s

)1/2

. rαSρα(h)(x).

Consequently,(
−
∫
B√t

ρ-OscBr(x)(h)ρ dµ(x)

)1/ρ

. rα
(
−
∫
B√t

|Sρα(h)(x)|ρ dµ(x)

)1/ρ

. rα
(
−
∫
B√t

|Sρα(h)(x)|p dµ(x)

)1/p

. rα|B√t|
−1/p‖Sρα(h)‖p.
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So using the assumption and the analyticity of the semigroup on Lp, we get(
−
∫
B√t

ρ-OscBr(x)(e
−tL f)ρ dµ(x)

)1/ρ

. rα|B√t|
−1/p‖L α/2e−tL f‖p

.
( r√

t

)α
|B√t|

−1/p‖f‖p,

which yields in particular (since Br ⊂ B√t)(
−
∫
Br

ρ-OscBr(x)(e
−tL f)ρ dµ(x)

)1/ρ

.
( r√

t

)α−ν/ρ
|B√t|

−1/p‖f‖p.

Since for x ∈ Br, the two balls Br(x) and Br have equivalent measures, we deduce
by doubling that

ρ-Osc2Br (e
−tL f) .

( r√
t

)α−ν/ρ
|B√t|

−1/p‖f‖p,

for every r <
√
t, which is (H

α−ν/ρ
p,ρ ). Then Proposition 1.4 yields (P2). �

10. Chain rule and paralinearisation

This section is devoted to the proof of a chain rule in our abstract setting. That is,
we show stability of Sobolev spaces with regard to the composition of functions with a
regular map. We follow the same approach as in [26], which relies on paraproducts. In
the sequel, we establish a paralinearisation result. This is a deeper and more general
result than the chain rule, but requires more regularity on the nonlinearity.

Theorem 10.1 (Chain rule). — Let (M,d, µ,E ) be a doubling metric measure Dirichlet
space with a “carré du champ” satisfying (DUE). Let F ∈ C2(R) be a nonlinearity
with F (0) = 0. Let α ∈ (0, 1) and p ∈ (1,+∞]. For a function f ∈ L̇pα(M,L , µ) ∩
L∞(M,µ), we have

F (f) ∈ L̇pα(M,L , µ) ∩ L∞(M,µ)

in the following situations:
(i) if p 6 2 and α ∈ (0, 1);
(ii) if 2 < p < p0, α ∈ (0, 1) and under (Gp0) for some p0 > 2;
(iii) if 2 < q, 0 < α < 1− κ and under (Gq) with (DG2,κ).
More precisely, we have the following estimate: for every L > 0 there exists a con-

stant C := C(F,L) such that for every f ∈ L̇pα(M,L , µ)∩L∞(M,µ) with ‖f‖∞ 6 L,
there holds

‖F (f)‖p,α 6 C‖f‖p,α.

Remark 10.2. — In Section 9 and in [29], [11], under certain extra assumptions (in
particular a Poincaré inequality), Sobolev norms are shown to be equivalent to the
Lp-norm of some quadratic functional. Then the chain rule is a direct consequence,
and holds for every Lipschitz map F .
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Under the weaker assumptions of Theorem 10.1 we do not expect to have such a
characterisation in general (see also Proposition 9.10), and the paraproduct approach
requires more regularity on F in order to obtain the chain rule.

Proof. — Consider first a more regular function f ∈ (S p + N(L )) ∩ L̇pα. Fix a
large enough integer D, and consider the approximation operators Pt, Qt and the
paraproduct Π associated with this parameter as defined in (3.1). We represent the
nonlinearity as

F (f) = lim
t→0

F (Ptf)− lim
t→+∞

F (Ptf) + F (PN(L )(f)),

where the limit is taken in Lp(M,µ). This is a consequence of Proposition 2.11 and
the fact that F is Lipschitz, since then

‖F (f)− F (Ptf)‖p . ‖f − Ptf‖p −→ 0, t −→ 0+,

and similarly

‖F (PN(L )(f))− F (Ptf)‖p . ‖PN(L )(f)− Ptf‖p −→ 0, t −→ +∞.

From this decomposition, we deduce

F (f) = −
∫ +∞

0

d

dt
F (Ptf) dt+ F (PN(L )(f))

= −
∫ +∞

0

Qtf · F ′(Ptf)
dt

t
+ F (PN(L )(f)).

According to Proposition 2.10, PN(L )(f) is equal to 0 or to a constant (depending if
the ambient space is bounded or not), therefore

F (PN(L )(f)) ∈ N(L ).

Consequently, in order to estimate F (f) in the homogeneous Sobolev space, we only
have to control the first term

(10.1) F (f) :=

∫ +∞

0

Qtf · F ′(Ptf)
dt

t
.

The representation (10.1) does not exactly match the definition of a paraproduct.
However, in the study of paraproducts in the previous sections, we only used the
following three properties of the term H(t, x) = Ptg(x):

(a) Uniform boundedness supt>0 ‖H(t, ·)‖∞ . ‖g‖∞;
(b) L2-L2 (resp. Lp-Lp) gradient estimates of ∇H(t, ·) at the scale

√
t in case (i)

and (iii) (resp. (ii));
(c) L2-L2 (resp. Lp-Lp) global estimate for the square function ‖∇H(t, ·)‖L2(dt/t)

in situation (i) and (iii) (resp. (ii)).
We refer the reader to Theorem 6.2 (whose proof relies on Theorem 5.1) for case (i),
to Theorem 7.2 for case (ii) and to Theorem 8.1 (whose proof relies on Theorem 5.2)
for case (iii).

By (10.1), following the same proof as for the paraproduct, we will have shown
that F (f) ∈ L̇pα (and so F (f) ∈ L̇pα) as soon as we will have checked that the quantity
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H(t, x) := F ′(Ptf(x)) satisfies properties (a), (b) and (c). Since f ∈ L∞(M,µ), Ptf is
uniformly bounded, and since F ′ is continuous, also F ′(Ptf(x)) is uniformly bounded,
hence property (a). Due to the chain rule,

∇H(t, x) = F ′′(Ptf(x))∇Ptf,

and since also F ′′(Ptf(x)) is uniformly bounded, we deduce that ∇H(t, ·) satisfies
the same Davies-Gaffney estimates as ∇Ptf , hence property (b) is checked. A similar
reasoning holds also for property (c).

In this way, repeating the same proof as for the paraproduct gives that F (f) ∈ L̇pα.
Consequently, we get that for every f ∈ (S p +N(L )) ∩ L̇pα, one has F (f) ∈ L̇pα and

(10.2) ‖F (f)‖p,α . φ(‖f‖L̇pα∩L∞),

where φ is some non-decreasing function. We already know that

(S p +N(L )) ∩ L̇pα ∩ L∞

is dense in L̇pα∩L∞. This allows us to extend the map f 7→ F (f) on the whole Banach
space L̇pα ∩L∞: indeed for (fn)n a Cauchy sequence, we easily check that F (fn) (and
so (F (fn))n) still is a Cauchy sequence in L̇pα ∩ L∞ , since

F (fn)−F (fm) =

∫ +∞

0

Qt(fn−fm)·F ′(Ptfn)
dt

t
+

∫ +∞

0

Qtfm ·[F ′(Ptfn)−F ′(Ptfm)]
dt

t

and the two previous quantities can be bounded by the same reasoning as previously.
Using that F ′′ is continuous and so is uniformly continuous on a bounded interval
containing all the values of the sequence (fn(x))n, we let the reader check that the
quantity F ′(Ptfn) − F ′(Ptfm) still satisfies properties (a), (b) and (c), involving a
control in terms of ‖fn − fm‖L̇pα∩L∞ .

In this way, f 7→ F (f) can be extended on the whole Banach space L̇pα ∩ L∞ and
(10.2) remains valid on the whole space. �

Theorem 10.3 (Paralinearisation). — Let (M,d, µ,E ) be a doubling metric measure
Dirichlet space with a “carré du champ” satisfying (DUE). Assume uniform volume
growth (also called a local Ahlfors regularity): there exist constants c1, c2 such that for
every x ∈M and every radius r ∈ (0, 1], one has

(10.3) c1 6
|B(x, r)|

rν
6 c2.

Let F ∈ C3(R) be a nonlinearity with F (0) = 0, and let α ∈ (0, 1), p ∈ (1,+∞) with
αp > ν. Let f ∈ L̇pα(M,L , µ)∩L∞(M,µ). Then there exists D0 := D0(ν, p) such that
for D > D0, we have the paralinearisation

F (f)−ΠF ′(f)(f) ∈ L̇pα(M,L , µ) ∩ L̇pα+ρ(M,L , µ) ∩ L∞(M,µ)

in the following situations:
(i) if p 6 2 (and ν < 2), α ∈ (0, 1), 0 < ρ < min{1− α, α− ν/p};
(ii) if p > ν, 0 < α < 1−ν/p, 0 < ρ < min{1−(ν/p)−α, α−ν/p} and under (Gp).
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Remark 10.4. — We let the reader check the following (easy) extension (also valid
for Theorem 10.1): consider a regular function F : M ×R→ R such that both F (x, ·)
and ∇xF (x, ·) satisfy the assumptions of Theorem 10.3. Then the result still holds
with the following paralinearisation formula:

x 7−→ F (x, f(x))−Π∂tF (x,f(x))(f)(x) ∈ L̇pα ∩ L̇
p
α+ρ ∩ L∞.

Proof. — Using (10.1), one may write

F (f) = ΠF ′(f)(f) +R

with the remainder

R :=

∫ +∞

0

Qtf · [F ′(Ptf)− PtF ′(f)]
dt

t
+ F (PN(L )(f)).

As previously, the second term is bounded and belongs to any Sobolev space (since it
is equal to a constant). So we only have to focus on the first part and as previously,
we are going to check that the quantity H(t, x) := F ′(Ptf(x))−Pt[F ′(f)](x) satisfies
more “regular” properties than (a), (b) and (c). Using the mean value theorem, one
obtains

|H(t, x)| 6 |F ′(Ptf(x))− F ′(f(x))|+ |F ′(f(x))− Pt[F ′(f)](x)|
6 ‖F ′′‖∞|(1− Pt)[f ](x)|+ |(1− Pt)[F ′(f)](x)|.

Then for the function h = f or h = F ′(f) belonging to L̇pα (due to the previous
Theorem applied to F ′), we have

‖(1− Pt)h‖∞ 6
∫ t

0

‖Qsh‖∞
ds

s
.

(∫ t

0

sα/2‖(sL )−α/2Qs‖p→∞
ds

s

)
‖h‖p,α

.

(∫ t

0

sα/2s−ν/2p
ds

s

)
‖h‖p,α

. tα/2−ν/2p‖h‖p,α,

as soon as α > ν/p. So with implicit constants depending on f , we deduce that

‖H(t, ·)‖∞ . tα/2−ν/2p,

instead of (a), which is better for small t . 1.
Similarly, we have

∇H(t, ·) = F ′′(Ptf)∇Ptf −∇Pt[F ′(f)]

= (F ′′(Ptf)∇Ptf − F ′′(f)∇Ptf) + (F ′′(f)∇Ptf −∇Pt[F ′(f)]) .

As previously, the first term satisfies properties (b) and (c) with the extra coefficient
tα/2−ν/2p. The second term is more difficult: we aim to take advantage of the fact that
f, F ′(f) ∈ L∞ ∩ L̇pα ⊂ L̇∞s , with any exponent 0 < s < α − ν/p (see Lemma 10.5).
Let us write

IIt(φ1, φ2) := (F ′′(f)∇Ptφ1 −∇Pt[φ2]) .
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– For the diagonal part, we use the global L2-boundedness, shown in Lemma 10.6
below,

‖
√
t∇PtL −s/2‖2→2 . t

s/2.

Therefore, we have for every ball B of radius
√
t

|B|−1/2‖IIt(1Bf,1BF ′(f))‖L2(B) . t
s/2(‖L s/2f‖∞ + ‖L s/2F ′(f)‖∞)

. t(s−1)/2(‖f‖L̇pα + ‖F ′(f)‖p,α).

– For the off-diagonal part, we use Lemma 10.7 below to obtain L2-L2 off-diagonal
estimates: for every ball B,B1 of radius

√
t with

√
t 6 d(B,B1)

‖IIt(L −s/21B1L
s/2f,L −s/21B1L

s/2F ′(f))‖L2(B)

= ‖F ′′(f)∇(Pt − 1)L −s/2(1B1
L s/2f) +∇(Pt − 1)L −s/2[1B1

L s/2F ′(f)]‖L2(B)

. t(s−1)/2
(

1 +
d(B,B1)2

t

)−M [
‖L s/2f‖L2(B1) + ‖L s/2F ′(f)‖L2(B1)

]
,

where M can be chosen arbitrarily large.
This proves that H(t, ·) satisfies (b) with an extra factor ts/2. By the same reasoning
we obtain that H(t, ·) satisfies (c) with an extra factor ts/2, which yields the L2-L2

global estimate for the square function ‖t−s/2∇H(t, ·)‖L2((0,1], dtt ) in situations (i)
and (ii).

So finally, for t 6 1 (which corresponds to the situation where the previous in-
equalities are improvements), we obtain that the quantity H(t, ·) satisfies Properties
(a), (b) and (c) with an extra factor ts/2, with s < α− ν/p.

Then coming back to the proof of boundedness of the paraproduct, this gain allows
to prove that the remainder term

R ∈ L̇pα ∩ L̇
p
α+s ∩ L∞,

as soon as s > 0 and α + s in the range allowed by the proof (α + s < 1 in case (i)
and α+ s < 1− ν/p in case (ii)). �

Lemma 10.5 (Sobolev embedding). — Let (M,d, µ,E ) be a doubling metric measure
Dirichlet space with a “carré du champ” satisfying (DUE) and the uniform volume
growth (10.3). Then for α > 0, p > 1 with αp > ν, we have

L̇pα(M,L , µ) ∩ L∞(M,µ) ⊂ L̇∞s (M,L , µ),

for any exponent 0 < s < α− ν/p.

Proof. — Let f ∈ L∞ ∩ L̇pα. Then

L s/2f =

∫ 1

0

L s/2(tL )e−tL f
dt

t
+ L s/2e−L f.

For the second term, using the L∞-boundedness of L s/2e−L f (due to the decay of
its kernel, see Lemma 2.6) we have

‖L s/2e−L f‖∞ . ‖f‖∞.
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For the first term, we use

‖L s/2(tL )e−tL f‖∞ . ‖tL 1+(s−α)/2e−tL ‖p→∞‖f‖p,α
. t(α−s)/2t−ν/2p‖f‖p,α,

where we used the pointwise estimate of the kernel of (tL )1+(s−α)/2e−tL (due to
Lemma 2.6) with the uniform control of the volume (10.3). We then conclude by
integrating this estimate. �

Lemma 10.6. — Let ε ∈ (0, 1). Under (Gp) for p > 2 we have

‖
√
t∇L −ε/2Pt‖p→p . tε/2.

Proof. — We decompose
√
t∇L −ε/2Pt =

∫ +∞

0

√
t∇e−sLPt

ds

s1−ε/2 .

Then we use that for s 6 t, by (Gp) we have

‖
√
t∇e−sLPt‖p→p = ‖

√
t∇Pte−sL ‖p→p 6 ‖

√
t∇Pt‖p→p ‖e−sL ‖p→p . 1.

For s > t, (Gp) yields

‖
√
t∇e−sLPt‖p→p 6 ‖

√
t∇e−sL ‖p→p ‖Pt‖p→p .

( t
s

)1/2

.

We conclude the proof by integrating these inequalities. �

Lemma 10.7. — Let ε ∈ (0, 1). Under (Gp) for p > 2, we have for all balls B1, B2 of
radius

√
t with d(B1, B2) >

√
t

‖
√
t∇L −ε/2(Pt − I)‖Lp(B1)→Lp(B2) . t

ε/2
(

1 +
d2(B1, B2)

t

)−M
,

where M can be chosen arbitrarily large (depending on Pt).

Proof. — For ε = 1, this corresponds to off-diagonal estimates for the Riesz transform,
see [4, Lem. 3.1]. The exact same proof still holds for ε ∈ (0, 1]. �

Appendix. About the p-independence of (Hη
p,p)

In this appendix, we study in more detail the p-independence of the property (Hη
p,p)

for p ∈ [1,+∞] and η ∈ (0, 1] and prove the two last statements of Proposition 1.4.
All of this appendix is valid in a more general setting than the one presented in

the introduction. It is enough to consider a metric measure space (M,d, µ) satisfying
(VD), endowed with a semigroup (e−tL)t>0 acting on Lp(M,µ), 1 6 p 6 +∞. For
1 6 p 6 +∞, let us write the Lp-oscillation for u ∈ Lploc(M,µ) and a ball B a ball by

p-OscB(f) :=

(
−
∫
B

|f −−
∫
B

f dµ|p dµ
)1/p

if p < +∞, and
∞-OscB(f) := ess sup

B
|f −−

∫
B

f dµ|.
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Recall that we denote by M the Hardy-Littlewood maximal operator, and by Mp

the operator defined by Mp(f) := [M (|f |p)]1/p, f ∈ L1
loc(M,µ), p ∈ [1,+∞). We set

M∞(f) := ‖f‖∞, f ∈ L∞(M,µ).
In [33], gradient estimates for the heat semigroup are studied in the Riemannian

setting, but the proofs rely only on the finite propagation speed property, therefore
extend to the setting of a metric measure space with a “carré du champ”. More
precisely, it is proved that, under (VD) and (UE), the condition

(A.1) sup
t>0

sup
x∈M

|B(x,
√
t)|1−1/q‖

√
t |∇pt(x, ·)|‖q < +∞

is independent of q ∈ [1,+∞] and is in particular equivalent to Gaussian pointwise
estimates for the gradient of the heat kernel. Since for q = p′

sup
x∈M

‖
√
t |∇pt(x, ·)|‖q = ‖

√
t |∇e−tL|‖p→∞,

this property can be thought of, at least in the polynomial volume growth situation
V (x, r) ' rν , as follows: the quantity ‖

√
t |∇e−tL|‖p→∞ does not depend on the

exponent p ∈ [1,+∞].
Even if the full version of this result in [33] is really non-trivial, it appears that a

localised counterpart is indeed very easy: more precisely, the property

(A.2) sup
t>0

√
t |∇e−tLf(x)| .Mp(f)(x)

is p-independent. This fact directly follows by writing ∇e−tL =
(
∇e−(t/2)L

)
e−(t/2)L

with a semigroup e−(t/2)L satisfying all Lp-Lq off-diagonal estimates (since the heat
kernel satisfies pointwise Gaussian estimates), so that for every p, q ∈ [1,+∞] with
p < q, we have

Mq(e
−tLf)(x) .Mp(f)(x).

The estimate for p > q follows from Hölder’s inequality. In other words, the localised
property (A.2) is much easier to prove than the full “global” version (A.1).

The inequality (Hη
p,p) is the Hölder counterpart of the Lp - L∞ Lipschitz regularity

property of the semigroup (A.1). Following the previous observation (and the results
of [33], which can be extended to the situation of Hölder regularity instead of gradient
estimates), it is natural to study the p-independence of (Hη

p,p) and to do so, we recall
the localised versions of (Hη

p,p) (already introduced in the introduction).

Definition A.1. — Let (M,d, µ, L) as above satisfying (VD) and (UE). Let p, q ∈
[1,+∞] and η ∈ (0, 1]. We shall say that (Hη

p,q) is satisfied, if for all 0 < r 6
√
t, every

ball Br of radius, and every function f ∈ Lploc(M,µ),

(Hη
p,q) q-OscBr (e

−tLf) .
( r√

t

)η
inf

z∈B√t
Mp(f)(z).

Note that (Hη
∞,∞) = (Hη

∞,∞). With the help of this definition, we can prove the
following “almost” p-independence of (Hη

p,p).
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Theorem A.2. — Let (M,d, µ, L) be as above and satisfying (VD) and (UE). Let
η ∈ (0, 1]. The property (Hη

p,p) is independent of p ∈ [1,+∞]. The property “(Hλ
p,p)

for every λ < η” is independent of p ∈ [1,+∞].

The above theorem will be a direct consequence of self-improvement properties of
(Hη

p,p) and (Hη
p,p), which read as follows.

Proposition A.3. — Let (M,d, µ, L) be as above and satisfying (VD) and (UE). Let
p, q ∈ [1,+∞] and η ∈ (0, 1]. Then

(i) (Hη
p,p) =⇒ (Hη

1,∞) =⇒ (Hη
q,q);

(ii) (Hη
p,p) =⇒ (Hη

p,p);
(iii) For every λ ∈ [0, η), (Hη

p,p) =⇒ (Hλ
p,p).

Remark A.4. — As a consequence of Proposition A.3, the property: “there exists
η > 0 such that (Hη

p,p) holds” is independent of p ∈ [1,+∞].

Remark A.5. — All results of this appendix remain true in the context of sub-
Gaussian estimates.

Proof of Proposition A.3. — Let us start with (i). First, we follow [13, Prop. 3.1] (which
relies on a Meyers argument to improve oscillations estimates), and the same proof
allows us to improve (Hη

p,p) into (Hη
p,∞). Then, if q > p, we obtain from Jensen’s

inequality
inf

z∈B√t
Mp(f)(z) 6 inf

z∈B√t
Mq(f)(z),

therefore
(Hη

p,∞) =⇒ (H
η

q,∞) =⇒ (H
η

q,q).

Now let us focus on the case q < p. Consider t > 0 and set s = t/2. Let Br be a ball
of radius r <

√
t and B√t = (

√
t/r)Br the dilated ball of radius

√
t. If r <

√
s, we

apply (Hη
p,∞) to e−sLf , which yields

(A.3) ess sup
x,y∈Br

∣∣e−2sLf(x)− e−2sLf(y)
∣∣ . ( r√

s

)η
inf

z∈B√s
Mp(e

−sLf)(z).

Using (UE) together with t = 2s, we then obtain

ess sup
x,y∈Br

∣∣e−tLf(x)− e−tLf(y)
∣∣ . ( r√

t

)η
inf

z∈B√t
M (f)(z),

which is (Hη
1,∞). The case

√
s 6 r 6

√
t is a direct consequence of (UE), since we

have r '
√
t and so

ess sup
x,y∈Br

∣∣e−tLf(x)− e−tLf(y)
∣∣ 6 2‖e−tLf‖L∞(Br)

. ‖e−tLf‖L∞(B√t)
. inf
z∈B√t

M (f)(z),

which yields (Hη
1,∞).

Now for (ii). Assume (Hη
p,p) for some p ∈ [1,+∞]. First, note that for t = 2s

inf
z∈B√s

Mp(e
−sLf)(z) 6 |B√s|−1/p‖e−sLf‖p + sup

x∈B√s
|e−sLf(x)| . |B√t|

−1/p‖f‖p,
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where we used (UE). By applying the above estimate to (A.3), we can obtain (Hη
p,∞)

from (Hη
p,p) with the same reasoning as in the proof of part (i). (Hη

p,p) then easily
follows.

Let us finally prove (iii). Assume (Hη
p,p) for some η ∈ (0, 1] and p ∈ [1,+∞]. Let Br,

B√t be a pair of concentric balls with respective radii r and
√
t, where 0 < r 6

√
t.

Then we know that

p-OscBr (e
−tLf) .

( r√
t

)η
|B√t|

−1/p‖f‖p.

Let us split f =
∑
`>0 f1S`(B√t), and define for ` > 0

I(`) := p-OscBr
[
e−tL(f1S`(B√t))

]
,

where S`(B√t) stands for the dyadic annuli

S`(B√t) := 2`+1B√t r 2`B√t.

We have (Hλ
p,p) for every λ ∈ [0, η], therefore, for ` 6 1,

I(`) .
( r√

t

)λ(
−
∫

4B√t

|f |pdµ
)1/p

.
( r√

t

)λ
inf

z∈B√t
Mp(f)(z).

For ` > 2, we similarly have

(A.4) I(`) .
( r√

t

)η
2`ν/p

(
−
∫

2`B√t

|f |pdµ
)1/p

.

Moreover, using again (UE), we have

I(`) 6 2

(
−
∫
Br

∣∣e−tL(f1S`(B√t))dµ
∣∣pdµ)1/p

. e−c4
`

(
−
∫

2`B√t

|f |pdµ
)1/p

,(A.5)

which yields(
−
∫
Br

∣∣∣e−tL(f1S`(B√t))dµ
∣∣∣p dµ)1/p

6 ‖e−tL(f1S`(B√t))‖L∞(Br)

6 ‖e−tL(f1S`(B√t))‖L∞(B√t)
. e−c4

`

(
−
∫

2`B√t

|f |pdµ
)1/p

.

By interpolating between (A.4) and (A.5), we get for every λ ∈ [0, η), with cλ a
constant depending on λ,

I(`) .
( r√

t

)λ
e−cλ4`

(
−
∫

2`B√t

|f |pdµ
)1/p

.

By summing over ` > 0, we obtain(
−
∫
Br

∣∣∣∣e−tLf −−∫
Br

e−tLf dµ

∣∣∣∣p dµ)1/p

6
∑
`>0

I(`) .
( r√

t

)λ
inf

z∈B√t
Mp(f)(z),

which is (Hλ
p,p). �

J.É.P. — M., 2016, tome 3



Sobolev algebras 159

References
[1] D. Albrecht, X. T. Duong & A. McIntosh – “Operator theory and harmonic analysis”, in Instruc-

tional Workshop on Analysis and Geometry, Part III (Canberra, 1995), Proc. Centre Math.
Appl. Austral. Nat. Univ., vol. 34, Austral. Nat. Univ., Canberra, 1996, p. 77–136.

[2] P. Auscher – On necessary and sufficient conditions for Lp-estimates of Riesz transforms as-
sociated to elliptic operators on Rn and related estimates, Mem. Amer. Math. Soc., vol. 186,
no. 871, American Mathematical Society, Providence, R.I., 2007.

[3] P. Auscher & T. Coulhon – “Riesz transform on manifolds and Poincaré inequalities”, Ann.
Scuola Norm. Sup. Pisa Cl. Sci. (5) 4 (2005), no. 3, p. 531–555.

[4] P. Auscher, T. Coulhon, X. T. Duong & S. Hofmann – “Riesz transform on manifolds and heat
kernel regularity”, Ann. Sci. École Norm. Sup. (4) 37 (2004), no. 6, p. 911–957.

[5] P. Auscher, S. Hofmann, M. Lacey, A. McIntosh & Ph. Tchamitchian – “The solution of the Kato
square root problem for second order elliptic operators on Rn”, Ann. of Math. (2) 156 (2002),
no. 2, p. 633–654.

[6] P. Auscher, S. Hofmann & J. M. Martell – “Vertical versus conical square functions”, Trans.
Amer. Math. Soc. 364 (2012), no. 10, p. 5469–5489.

[7] P. Auscher, Ch. Kriegler, S. Monniaux & P. Portal – “Singular integral operators on tent spaces”,
J. Evol. Equ. 12 (2012), no. 4, p. 741–765.

[8] P. Auscher & J. M. Martell – “Weighted norm inequalities, off-diagonal estimates and elliptic
operators. I. General operator theory and weights”, Adv. Math. 212 (2007), no. 1, p. 225–276.

[9] P. Auscher, A. McIntosh & E. Russ – “Hardy spaces of differential forms on Riemannian mani-
folds”, J. Geom. Anal. 18 (2008), no. 1, p. 192–248.

[10] P. Auscher & Ph. Tchamitchian – Square root problem for divergence operators and related topics,
Astérisque, vol. 249, Société Mathématique de France, Paris, 1998.

[11] N. Badr, F. Bernicot & E. Russ – “Algebra properties for Sobolev spaces—applications to semi-
linear PDEs on manifolds”, J. Anal. Math. 118 (2012), no. 2, p. 509–544.

[12] F. Bernicot – “A T (1)-theorem in relation to a semigroup of operators and applications to new
paraproducts”, Trans. Amer. Math. Soc. 364 (2012), no. 11, p. 6071–6108.

[13] F. Bernicot, T. Coulhon & D. Frey – “Gaussian heat kernel bounds through elliptic Moser itera-
tion”, to appear in J. Math. Pures Appl., arXiv:1407.3906.

[14] F. Bernicot & D. Frey – “Pseudodifferential operators associated with a semigroup of operators”,
J. Fourier Anal. Appl. 20 (2014), no. 1, p. 91–118.

[15] , “Riesz transforms through reverse Hölder and Poincaré inequalities”, arXiv:
1503.02508, 2015.

[16] F. Bernicot & Y. Sire – “Propagation of low regularity for solutions of nonlinear PDEs on
a Riemannian manifold with a sub-Laplacian structure”, Ann. Inst. H. Poincaré Anal. Non
Linéaire 30 (2013), no. 5, p. 935–958.

[17] F. Bernicot & J. Zhao – “New abstract Hardy spaces”, J. Funct. Anal. 255 (2008), no. 7, p. 1761–
1796.

[18] S. Blunck & P. Ch. Kunstmann – “Calderón-Zygmund theory for non-integral operators and the
H∞ functional calculus”, Rev. Mat. Iberoamericana 19 (2003), no. 3, p. 919–942.

[19] G. Bohnke – “Algèbres de Sobolev sur certains groupes nilpotents”, J. Funct. Anal. 63 (1985),
no. 3, p. 322–343.

[20] J.-M. Bony – “Calcul symbolique et propagation des singularités pour les équations aux dérivées
partielles non linéaires”, Ann. Sci. École Norm. Sup. (4) 14 (1981), no. 2, p. 209–246.

[21] G. Bourdaud – “Réalisations des espaces de Besov homogènes”, Ark. Mat. 26 (1988), no. 1,
p. 41–54.

[22] , “Le calcul fonctionnel dans les espaces de Sobolev”, Invent. Math. 104 (1991), no. 2,
p. 435–446.

[23] S. Boutayeb, T. Coulhon & A. Sikora – “A new approach to pointwise heat kernel upper bounds
on doubling metric measure spaces”, Adv. Math. 270 (2015), p. 302–374.

[24] G. Carron, T. Coulhon & A. Hassell – “Riesz transform and Lp-cohomology for manifolds with
Euclidean ends”, Duke Math. J. 133 (2006), no. 1, p. 59–93.

J.É.P. — M., 2016, tome 3

http://arxiv.org/abs/1407.3906
http://arxiv.org/abs/1503.02508
http://arxiv.org/abs/1503.02508


160 F. Bernicot, T. Coulhon & D. Frey

[25] L. Chen – “Quasi Riesz transforms, Hardy spaces and generalized sub-Gaussian heat kernel
estimates”, PhD Thesis, Université Paris Sud - Paris XI; Australian national university, 2014,
tel-01001868.

[26] R. R. Coifman & Y. Meyer – Au delà des opérateurs pseudo-différentiels, Astérisque, vol. 57,
Société Mathématique de France, Paris, 1978.

[27] R. R. Coifman, Y. Meyer & E. M. Stein – “Some new function spaces and their applications to
harmonic analysis”, J. Funct. Anal. 62 (1985), no. 2, p. 304–335.

[28] T. Coulhon & X. T. Duong – “Riesz transforms for 1 6 p 6 2”, Trans. Amer. Math. Soc. 351
(1999), no. 3, p. 1151–1169.

[29] T. Coulhon, E. Russ & V. Tardivel-Nachef – “Sobolev algebras on Lie groups and Riemannian
manifolds”, Amer. J. Math. 123 (2001), no. 2, p. 283–342.

[30] T. Coulhon & A. Sikora – “Gaussian heat kernel upper bounds via the Phragmén-Lindelöf
theorem”, Proc. London Math. Soc. (3) 96 (2008), no. 2, p. 507–544.

[31] , “Riesz meets Sobolev”, Colloq. Math. 118 (2010), no. 2, p. 685–704.
[32] M. Cowling, I. Doust, A. McIntosh & A. Yagi – “Banach space operators with a bounded H∞

functional calculus”, J. Austral. Math. Soc. Ser. A 60 (1996), no. 1, p. 51–89.
[33] N. Dungey – “Some remarks on gradient estimates for heat kernels”, Abstr. Appl. Anal. (2006),

p. Art. ID 73020, 10.
[34] X. T. Duong, E. M. Ouhabaz & A. Sikora – “Plancherel-type estimates and sharp spectral multi-

pliers”, J. Funct. Anal. 196 (2002), no. 2, p. 443–485.
[35] X. T. Duong & D. W. Robinson – “Semigroup kernels, Poisson bounds, and holomorphic functional

calculus”, J. Funct. Anal. 142 (1996), no. 1, p. 89–128.
[36] C. Fefferman & E. M. Stein – “Some maximal inequalities”, Amer. J. Math. 93 (1971), p. 107–

115.
[37] J. L. Rubio de Francia, F. J. Ruiz & J. L. Torrea – “Calderón-Zygmund theory for operator-valued

kernels”, Adv. Math. 62 (1986), no. 1, p. 7–48.
[38] D. Frey – “Paraproducts via H∞-functional calculus”, Rev. Mat. Iberoamericana 29 (2013),

no. 2, p. 635–663.
[39] D. Frey & P. Ch. Kunstmann – “A T (1)-theorem for non-integral operators”, Math. Ann. 357

(2013), no. 1, p. 215–278.
[40] D. Frey, A. McIntosh & P. Portal – “Conical square function estimates and functional calculi for

perturbed Hodge-Dirac operators in Lp”, to appear in J. Anal. Math., arXiv:1407.4774.
[41] M. Fukushima, Y. Oshima & M. Takeda – Dirichlet forms and symmetric Markov processes, de

Gruyter Studies in Mathematics, vol. 19, Walter de Gruyter & Co., Berlin, 2011.
[42] I. Gallagher & Y. Sire – “Besov algebras on Lie groups of polynomial growth”, Studia Math.

212 (2012), no. 2, p. 119–139.
[43] L. Grafakos – Classical Fourier analysis, second ed., Graduate Texts in Math., vol. 249,

Springer, New York, 2008.
[44] A. A. Grigor′yan – “Stochastically complete manifolds”, Dokl. Akad. Nauk SSSR 290 (1986),

no. 3, p. 534–537.
[45] , “Gaussian upper bounds for the heat kernel on arbitrary manifolds”, J. Differential

Geom. 45 (1997), no. 1, p. 33–52.
[46] A. Gulisashvili & M. A. Kon – “Exact smoothing properties of Schrödinger semigroups”, Amer. J.

Math. 118 (1996), no. 6, p. 1215–1248.
[47] P. Gyrya & L. Saloff-Coste – Neumann and Dirichlet heat kernels in inner uniform domains,

Astérisque, vol. 336, Société Mathématique de France, Paris, 2011.
[48] P. Hajłasz & P. Koskela – Sobolev met Poincaré, Mem. Amer. Math. Soc., vol. 145, no. 688,

American Mathematical Society, Providence, R.I., 2000.
[49] T. Hytönen & M. Kemppainen – “On the relation of Carleson’s embedding and the maximal

theorem in the context of Banach space geometry”, Math. Scand. 109 (2011), no. 2, p. 269–284.
[50] T. Hytönen, A. McIntosh & P. Portal – “Kato’s square root problem in Banach spaces”, J. Funct.

Anal. 254 (2008), no. 3, p. 675–726.
[51] T. Kato & G. Ponce – “Commutator estimates and the Euler and Navier-Stokes equations”,

Comm. Pure Appl. Math. 41 (1988), no. 7, p. 891–907.

J.É.P. — M., 2016, tome 3

https://tel.archives-ouvertes.fr/tel-01001868
http://arxiv.org/abs/1407.4774


Sobolev algebras 161

[52] P. Ch. Kunstmann – “On maximal regularity of type Lp-Lq under minimal assumptions for elliptic
non-divergence operators”, J. Funct. Anal. 255 (2008), no. 10, p. 2732–2759.

[53] P. Ch. Kunstmann & L. Weis – “Maximal Lp-regularity for parabolic equations, Fourier multiplier
theorems and H∞-functional calculus”, in Functional analytic methods for evolution equations,
Lect. Notes in Math., vol. 1855, Springer, Berlin, 2004, p. 65–311.

[54] A. McIntosh – “Operators which have anH∞ functional calculus”, inMiniconference on operator
theory and partial differential equations (North Ryde, 1986), Proc. Centre Math. Anal. Austral.
Nat. Univ., vol. 14, Austral. Nat. Univ., Canberra, 1986, p. 210–231.

[55] S. Meda – “On the Littlewood-Paley-Stein g-function”, Trans. Amer. Math. Soc. 347 (1995),
no. 6, p. 2201–2212.

[56] Y. Meyer – “Remarques sur un théorème de J.-M. Bony”, Rend. Circ. Mat. Palermo (2) (1981),
p. 1–20, suppl. 1.

[57] T. Runst & W. Sickel – Sobolev spaces of fractional order, Nemytskij operators, and nonlinear
partial differential equations, de Gruyter Series in Nonlinear Analysis and Applications, vol. 3,
Walter de Gruyter & Co., Berlin, 1996.

[58] L. Saloff-Coste – Aspects of Sobolev-type inequalities, London Mathematical Society Lecture
Note Series, vol. 289, Cambridge University Press, Cambridge, 2002.

[59] W. Sickel – “Necessary conditions on composition operators acting on Sobolev spaces of frac-
tional order. The critical case 1 < s < n/p”, Forum Math. 9 (1997), no. 3, p. 267–302.

[60] , “Necessary conditions on composition operators acting between Besov spaces. The case
1 < s < n/p. II”, Forum Math. 10 (1998), no. 2, p. 199–231.

[61] , “Necessary conditions on composition operators acting between Besov spaces. The case
1 < s < n/p. III”, Forum Math. 10 (1998), no. 3, p. 303–327.

[62] A. Sikora & J. Wright – “Imaginary powers of Laplace operators”, Proc. Amer. Math. Soc. 129
(2001), no. 6, p. 1745–1754 (electronic).

[63] E. M. Stein – “Interpolation of linear operators”, Trans. Amer. Math. Soc. 83 (1956), p. 482–492.
[64] , Topics in harmonic analysis related to the Littlewood-Paley theory, Annals of Math.

Studies, vol. 63, Princeton University Press, Princeton, N.J., 1970.
[65] R. S. Strichartz – “Multipliers on fractional Sobolev spaces”, J. Math. Mech. 16 (1967), p. 1031–

1060.
[66] K.-T. Sturm – “Analysis on local Dirichlet spaces. I. Recurrence, conservativeness and Lp-

Liouville properties”, J. reine angew. Math. 456 (1994), p. 173–196.
[67] , “Analysis on local Dirichlet spaces. II. Upper Gaussian estimates for the fundamental

solutions of parabolic equations”, Osaka J. Math. 32 (1995), no. 2, p. 275–312.
[68] M. E. Taylor – Pseudodifferential operators and nonlinear PDE, Progress in Math., vol. 100,

Birkhäuser Boston, Inc., Boston, MA, 1991.

Manuscript received May 4, 2015
accepted February 21, 2016

Frédéric Bernicot, CNRS - Université de Nantes, Laboratoire Jean Leray
2 rue de la Houssinière, 44322 Nantes cedex 3, France
E-mail : frederic.bernicot@univ-nantes.fr
Url : http://www.math.sciences.univ-nantes.fr/~bernicot/

Thierry Coulhon, PSL Research University
75005 Paris, France
E-mail : thierry.coulhon@univ-psl.fr

Dorothee Frey, Mathematical Sciences Institute, The Australian National University
Canberra ACT 0200, Australia
Current address: Delft Institute of Applied Mathematics, Delft University of Technology
P.O. Box 5031, 2600 GA Delft, The Netherlands
E-mail : d.frey@tudelft.nl
Url : http://fa.its.tudelft.nl/~frey/

J.É.P. — M., 2016, tome 3

mailto:frederic.bernicot@univ-nantes.fr
http://www.math.sciences.univ-nantes.fr/~bernicot/
mailto:thierry.coulhon@univ-psl.fr
mailto:d.frey@tudelft.nl
http://fa.its.tudelft.nl/~frey/

	1. Introduction
	2. Preliminaries, definitions and toolbox
	3. Paraproducts
	4. Boundedness of the paraproducts for 2leqp under Gp0
	5. Off-diagonal estimates on the kernel of paraproducts
	6. The case 1p2
	7. Boundedness of the paraproducts for pp0 under Gp0 via extrapolation
	8. Boundedness of the paraproducts for pp0 under Gp0 and DG2 via extrapolation
	9. The case p2 via oscillation
	10. Chain rule and paralinearisation
	Appendix. About the p-independence of Hepp
	References

