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Isoperimetric stability of boundary barycenters in the plane

Laurent Miclo

Abstract

Consider an open domain D on the plane, whose isoperimetric deficit is smaller than 1. This note
shows that the difference between the barycenter of D and the barycenter of its boundary is bounded
above by a constant times the isoperimetric deficit to the power 1/4. This power can be improved to 1/2,
when D is furthermore assumed to be a convex domain, in any Euclidean space of dimension larger
than 2.

Stabilité isopérimétrique des barycentres de frontière dans le plan
Résumé

Considérons un domaine planaire ouvert D dont le déficit isopérimétrique est plus petit que 1. Cette
note montre que la différence entre le barycentre de D et celui de sa frontière est majoré en norme par le
déficit isopérimétrique à la puissance 1/4, à une constante multiplicative près. Cette puissance peut être
améliorée en 1/2 quand D est de plus supposé être convexe, dans tout espace euclidien de dimension au
moins 2.

1. Introduction

Consider a plane simple closed (or Jordan) curve C of length L < +∞, bounding an open
domain D of area A. The usual isoperimetric inequality asserts that

L2 ≥ 4πA (1.1)

and that the equality is attained if and only if D is a disk.
The field of isoperimetric stability investigates what can be said about D when (1.1)

is close to an equality, under an appropriate renormalisation. Recently there has been a
lot of progress in this direction, see for instance the lecture notes of Fusco [4] and the
references therein. Define ρ :=

√
A/π and the barycenter b(D) of D by

b(D) :=
1
A

∫
D

x dx

There are several ways to measure how far D is from B(b(D), ρ), the disk centered at
b(D) of radius ρ, when the isoperimetric deficit

d(D) := L2 − 4πA (1.2)

This work was partially founded by ANR STAB: 12-BS01-0019.
Keywords: Isoperimetric inequality on the plane, isoperimetric deficit, boundary barycenter, convex domains,
isoperimetric stability.
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is small. Here, we are interested in the difference between b(D) and the barycenter b(C)
of the boundary C, defined by

b(C) :=
1
L

∫
C

x σ(dx) (1.3)

where σ is the one-dimensional Hausdorff measure (so that in particular σ(C) = L).
Of course when d(D) = 0, we have b(C) = b(D) = b(B(b(D), ρ)). It seems that the

isoperimetric stability of the boundary barycenter has not been studied before. Our primary
motivation comes from an illustrative example on the plane in [3], which investigates
certain domain-valued stochastic evolutions associated by duality with elliptic diffusions
onmanifolds. Nevertheless, we found the isoperimetric stability of the boundary barycenter
interesting in itself, as it contributes to a sharp understanding of the well-balancedness of
almost minimizers of the isoperimetric inequality. Furthermore it shares some features
with the strong form of isoperimetric stability recently developed by Fusco and Julin [5].
Here is the bound we needed in [3], it is the main result of this note:

Theorem 1.1. There exists a constant c > 0 such that for any domain D with d(D) ≤ A/π,
we have

‖b(D) − b(C)‖ ≤ cA1/4d1/4(D)

As observed by the referee, this estimate is clearly far from being optimal, since the
l.h.s. can be zero with the r.h.s. being arbitrarily large.

Due to the invariance by translations and homotheties of the bound of Theorem 1.1, it
is sufficient to show it when ρ = 1 and b(D) = 0. More precisely, translating by −b(D)
and applying the homothety of ratio

√
π/A, the above bound is equivalent to

‖b(C)‖ ≤ cd1/4(D) (1.4)

for any domain D with d(D) ≤ 1 and whose barycenter is 0.
Due to Propositions 1.3 and 1.4 below, we are wondering if the exponent 1/4 in (1.4)

could not replaced by 1/2 (or equivalently, replace A1/4d1/4(D) by
√

d(D) in Theorem 1.1).
It would suffice to improve Lemma 2.5 below accordingly to obtain this conjecture.

We have not been very precise about the regularity assumption on the domain D, it
should be such that the Bonnesen inequality [1] holds, as it is presented e.g. in the book
of Burago and Zalgaller [2]. In particular, the above result is true if the boundary C of the
open set D is piecewise C1. Probably it can be extended to the framework of sets of finite
perimeter, as defined in the lectures of Fusco [4]. Then one has to be more careful with
the definition of the boundary barycenter in (1.3): C has to be replaced by the reduced
boundary ∂∗D and σ by the total variation measure of the distributional derivative of the
indicator function of D, see Fusco [4].
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It could be tempting to extend Theorem 1.1 to the Euclidean spaces Rn of dimension
n ≥ 3. This is not possible, since the result is then wrong, as shown by the following
example:

Example 1.2. Consider the case n = 3 and the set D = B ∪ F, with B the unit open ball
centered at 0 and

F :=
{
(x, y, z) ∈ R3 : x ≥ x0 and

√
y2 + z2 < f (x)

}
where x0 ∈ (0, 1), f : [x0,+∞) → R+ is a decreasing function with f (x0) =

√
1 − x2

0

and f (x) >
√

1 − x2 for all x ∈ (x0, 1]. Here are the contributions of F to:

• the volume of D: π
∫ +∞
x0

f 2(u) du

• the area surface of D: 2π
∫ +∞
x0

f (u) du

• the (unnormalized) barycenter of D:
(
π
∫ +∞
x0

u f 2(u) du
)
(1, 0, 0)t

• the (unnormalized) barycenter of ∂D:
(
2π

∫ +∞
x0

u f (u) du
)
(1, 0, 0)t

Let be given α > 0 and consider the function g:

∀ u > 0, g(u) := u−α

For v > 1, consider as function f the function g shifted by v: x0 > 0 is the solution of
x2

0 + g
2(v + x0) = 1 and for any u ≥ x0, we take f (u) := g(v + u). Since we have∫ +∞

1
g2(u) du < +∞∫ +∞

1
g(u) du < +∞∫ +∞

1
ug2(u) du < +∞∫ +∞

1
ug(u) du = +∞

for any α ∈ (1, 2], we get a counter-example to Theorem 1.1 by letting v go to +∞.
Similar considerations with α ∈ (1/2, 1] enable to see why the Bonnesen inequality [1],

recalled below in Theorem 2.1, is no longer valid in R3. It is replaced by an upper bound
on the Fraenkel asymmetry index in Fusco, Maggi and Pratelli [6]. The above construction
also highlights the necessity of a restrictive assumption in Proposition 1.3 below.
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These observations can easily be extended to the Euclidean spaces Rn of dimension
n ≥ 3.

To avoid the pathologies of the previous example, one may want to work in the
framework of compact Riemannian manifolds of dimension n ≥ 2. Then consider the
subsets D with a fixed volume and a fixed renormalized Fréchet mean b(D) (replacing the
notion of barycenter, in general b(D)will not be unique and one may have to consider their
whole set). Assume that among such D, there is a minimizer B for the (n − 1)-Hausdorff
measure of the boundary. There is no reason in general for the renormalized Fréchet
mean b(∂B) to coincide with b(B). But, under bounds on the total diameter and on the
curvature, one could try to evaluate the difference between b(∂D) and b(∂B) in terms
of the isoperimetric deficit of D. This investigation is clearly out of the scope of the
present note.

Nevertheless, in the restricted framework of nearly spherical sets, there is an extension
(even an improvement) of Theorem 1.1 to Euclidean spaces of dimension n ≥ 2. An open
set D from Rn is said to be standard if its volume is equal to the volume of the unit ball B
and if its barycenter b(D) is equal to 0. The standard set D is said to be nearly spherical
if there exists a mapping u on the unitary sphere S := ∂B centered at 0 such that

C := ∂D = {(1 + u(x))x : x ∈ S}

Define the barycenter of C as in (1.3):

b(C) :=
1

σ(C)

∫
C

x σ(dx)

where σ is the (n− 1)-dimensional Hausdorff measure. The modified isoperimetric deficit
is the non-negative quantity given by

d̃(D) := σ(C) − σ(S)

When n = 2, this quantity is similar to the isoperimetric deficit d(D) defined in (1.2), at
least when D is standard with d(D) ∈ [0, 1], in which case we have

d(D)
4π + 1

≤ d̃(D) ≤
d(D)
2π

(1.5)
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Indeed, we have, in one hand,

d̃(D) = L − 2π

=
L2 − 4π2

L + 2π

=
L2 − 4πA

L + 2π

≤
d(D)
2π

and on the other hand,

d(D) = L2 − 4π2

= (L + 2π)(L − 2π)

≤ (
√

d(D) + 4π2 + 2π)(L − 2π)

≤ (
√

d(D) + 2π + 2π)(L − 2π)

≤ (1 + 4π)d̃(D)

The interest of the (modified) isoperimetric deficit is:

Proposition 1.3. There exist two constants ε(n) > 0 and c(n) > 0 depending only on n,
such that for any standard nearly spherical set D with ‖u‖W 1,∞(S) ≤ ε(n), we have

‖b(C)‖ ≤ c(n)
√

d̃(D)

Proof. This is an immediate consequence of Theorem 3.1 from Fusco [4], which finds
two constants ε1(n) > 0 and c1(n) > 0 depending only on n, such that for any standard
nearly spherical set D with ‖u‖W 1,∞(S) ≤ ε1(n), we have

‖u‖W 1,2(S) ≤ c1(n)
√

d̃(D)

Up to replacing ε1(n) by ε(n) := (1/2) ∧ ε1(n), we can assume that the mapping
ψ : S 3 y 7→ (1 + u(y))y ∈ ∂D is one-to-one. It enables to use the change of variable
formula to get ∫

C

x σ(dx) =
∫
S

ψ(y) Jac[ψ](y)σ(dy)
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where Jac[ψ](y) stands for the Jacobian of ψ at y ∈ S. From the form of ψ, we deduce
there exists a constant c2(n) > 0, a function w : S → R and a vector field v on S such that

∀ y ∈ S,


Jac[ψ](y) = 1 + w(y)u(y) + 〈v,∇Su〉 (y)

|w(y)| ≤ c2(n) ‖u‖n−1
W 1,∞(S)

‖v(y)‖ ≤ c2(n) ‖u‖n−1
W 1,∞(S)

It follows that there exists a constant c2(n) > 0 depending only on n such that as soon as
‖u‖W 1,∞(S) ≤ ε(n), we have

∀ y ∈ S, ‖y − ψ(y) Jac[ψ](y)‖ ≤ c3(n)(|u(y)| + ‖∇Su(y)‖)

Thus we get that∫
C

x σ(dx)
 = ∫

S

ψ(y) Jac[ψ](y)σ(dy) −
∫
S

yσ(dy)


≤ c3(n)
∫
S

|u(y)| + ‖∇Su(y)‖ σ(dy)

≤ c3(n)
√
σ(S) ‖u‖W 1,2(S)

where Cauchy–Schwarz’ inequality was used in the last bound. It remains to write that

‖b(C)‖ =
 1
σ(C)

∫
C

x σ(dx)


≤
c3(n)√
σ(S)

‖u‖W 1,2(S)

≤
c1(n)c3(n)√

σ(S)

√
d̃(D)

to get the announced result with c(n) := c1(n)c3(n)/
√
σ(S). �

The situation of convex sets is even simpler:

Proposition 1.4. There exist two constants δ(n) > 0 and C(n) > 0 depending only on n,
such that any standard convex set D from Rn with d̃(D) ≤ δ(n) satisfies

‖b(C)‖ ≤ C(n)
√

d̃(D)

Proof. From Lemma 3.3 from Fusco [4], we deduce that there exists a constant δ(n) > 0
such that any standard convex set D from Rn with d̃(D) ≤ δ(n) is nearly spherical with
‖u‖W 1,∞(S) ≤ ε(n). Proposition 1.3 then shows that it is sufficient to take C(n) := c(n) to
insure the validity of the above statement. �
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2. Proof of Theorem 1.1

In all this section, the set D will be as in the beginning of the introduction.
The arguments will be based on two results of the literature. The first one is quite old

and is due to Bonnesen [1] (see also Theorem 1.3.1 of Burago and Zalgaller [2]):

Theorem 2.1. Let r and R be the radii of the incircle and the circumcircle of D. We have

π2(R − r)2 ≤ d(D)

This result is not sufficient to deduce Theorem 1.1, since one can construct a set D
whose boundary is included into the centered annulus of radii 1 − ε and 1 + ε , with small
ε > 0, with a lot of folds in one direction, so that b(C) drifts in this direction, without
b(D) moving a lot.

Thus we need a second result, due quite recently to Fusco and Julin [5]. Let us recall
their oscillation index β(D), while referring to their paper for its motivation. To simplify
the notation, assume that ρ = 1, i.e. A = π. Consider

β(D) := min
y∈R2

√∫
C

νC(x) − x − y

‖x − y‖

2
σ(dx) (2.1)

where νC(x) is the exterior unitary normal of C at x, under our assumption it is defined
σ-a.s. on C (Fusco and Julin [5] defined it more generally for the sets of finite parameter,
with the caution recalled after the statement of Theorem 1.1). Fusco and Julin [5] obtained
the (multi-dimensional version of the) following result

Theorem 2.2. Under the assumption A = π, there exists a constant γ̃ > 0 such that

β(D) ≤ γ̃
√

d̃(D)

Recalling the upper bound of (1.5) (which does note require d(D) ≤ 1), we deduce
that if A = π,

β(D) ≤ γ
√

d(D) (2.2)
with γ := γ̃/

√
2π.

With these ingredients at hand, we now come to the proof of Theorem 1.1. As already
mentioned, it is sufficient to consider a standard set D with d(D) ≤ 1, for which the
wanted bound reduces to (1.4) with a universal constant c > 0.

Let us denote by o and O the respective centers of the incircle and the circumcircle of
D. We begin by showing that o, O and 0 are quite close when the isoperimetric deficit is
small.

Lemma 2.3. As soon as D is a standard set with d(D) ≤ 1, we have

max{‖o‖ , ‖O‖ ‖O − o‖} < 3
√

d(D)
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Proof. Consider two numbers 0 < r ′ < R′ and two points o′,O′ ∈ R2. If we want the
inclusion of B(o′, r ′) into B(O′, R′), we must have ‖O′ − o′‖ ≤ R′ − r ′. Indeed, the
equality in the previous bound (which is also its worse case) corresponds to the situation
where B(o′, r ′) and B(O′, R′) are tangential at a point p which is at the intersection of
B(o′, r ′) with B(O′, R′). Then the three points p, O′ and o′ are on the same line and we
have r + ‖O′ − o′‖ + R = 2R, namely ‖O′ − o′‖ = R′ − r ′. Since B(o, r) ⊂ D ⊂ B(O, R),
we deduce that ‖O − o‖ ≤ R − r ≤

√
d(D)/π, according to Theorem 2.1.

Since the barycenter of D is 0, we have

0 =
∫
D

x dx

=

∫
B(O,R)

x dx −
∫
B(O,R)\D

x dx

= πR2O −
∫
B(O,R)\D

x dx

It follows that

πR2 ‖O‖ =
∫

B(O,R)\D
x dx


≤

∫
B(O,R)\D

‖x‖ dx

≤ (‖O‖ + R)
∫
B(O,R)\B(o,r)

dx

≤ (‖O‖ + R)π(R2 − r2)

≤ (‖O‖ + R)π(R + r)

√
d(D)
π

= 2(‖O‖ + R)R
√

d(D)

We deduce that

(πR2 − 2R
√

d(D)) ‖O‖ ≤ 2R2
√

d(D)

Due to the assumption d(D) ≤ 1 and from the fact that R ≥ 1, we have (πR2−2R
√

d(D)) ≥
(π − 2)R2, so that finally

‖O‖ ≤
2

π − 2
√

d(D)
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The triangle inequality enables to conclude to the last inequality:

‖o‖ ≤ ‖O − o‖ + ‖O‖

≤

(
1
π
+

2
π − 2

) √
d(D)

< 3
√

d(D) �

Our next step consists in checking thatM, the set of minimizers in (2.1), is also close
to 0. It was remarked by Fusco and Julin [5], as a simple consequence of the divergence
theorem, that such minimizers coincide with the points y ∈ R2 maximizing the mapping

UD : R2 3 y 7→

∫
D

1
‖x − y‖

dx (2.3)

It leads us to study the function f defined by

R+ 3 t 7→ f (t) :=
∫
B

1
‖x − te1‖

dx

where B is the unit disk centered at 0 and e1 is the usual horizontal unit vector.

Lemma 2.4. The mapping f is decreasing and as t goes to 0+,

f (t) − f (0) ∼
π

2
t2

Proof. For any t ≥ 0, we have

f (t) =
∫ 1

−1
dx2

∫ √1−x2
2

−
√

1−x2
2

1√
(x1 + t)2 + x2

2

dx1

= 2
∫ 1

0
gx2 (t) dx2

with for any x2 ∈ [0, 1],

∀ t ≥ 0, gx2 (t) :=
∫ √1−x2

2+t

−
√

1−x2
2+t

1√
x2

1 + x2
2

dx1

Differentiating with respect to t ≥ 0, for fixed x2 ∈ (0, 1), and denoting

R± :=
√

1 ± 2
√

1 − x2
2 t + t2
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we get

g′x2 (t) =
1√(√

1 − x2
2 + t

)2
+ x2

2

−
1√(

−

√
1 − x2

2 + t
)2
+ x2

2

=
1

R+
−

1
R−

=

1 − 2
√

1 − x2
2 t + t2 −

(
1 + 2

√
1 − x2

2 t + t2
)

R+R−(R+ + R−)

=
−4

√
1 − x2

2 t

R+R−(R+ + R−)
< 0

The last expression is bounded uniformly in x2 ∈ [0, 1] and for t in a compact of R+ \ {1}.
It follows that we can differentiate under the integral to get that for t ≥ 0, t , 1,

f ′(t) = 2
∫ 1

0
g′x2 (t) dx2

< 0

This is sufficient to insure that f is decreasing on R+.
Furthermore the above computation shows that uniformly over x2 ∈ [0, 1], we have as

t goes to 0+,

g′x2 (t) ∼ −2
√

1 − x2
2 t

This implies that as t goes to 0+,

f ′(t) ∼ −4t
∫ 1

0

√
1 − x2

2 dx2 = −πt

and next the last assertion of the lemma. �

Note that by homothety and rotation, we have for any % > 0 and y ∈ R2,∫
B(0,%)

1
‖z − y‖

dz =
∫
B(0,1)

%2

‖%z − y‖
dz

= %

∫
B(0,1)

1
‖z − y/%‖

dz

= % f (‖y‖ /%) (2.4)
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In conjunction with the previous lemma, we deduce the following upper bound on the
elements fromM:

Lemma 2.5. There exists a constant c > 0 such that for any standard set D with d(D) ≤ 1,
we have

∀ y ∈ M, ‖y‖ ≤ cd1/4(D)

Proof. It is sufficient to show that there exists ε ∈ (0, 1] such that for any standard set D
satisfying d(D) ≤ ε , we have

∀ y ∈ R2, ‖y‖ ≥ cd1/4(D) ⇒ UD(y) < UD(0) (2.5)

where UD was defined in (2.3).
Note that

UD(0) ≥
∫
B(o,r)

1
‖x‖

dx

>

∫
B(0,r−3

√
d(D))

1
‖x‖

dx

since the bound ‖o‖ < 3
√

d(D) from Lemma 2.3 implies that B(0, r − 3
√

d(D)) is strictly
included into B(o, r). From (2.4) we deduce that

UD(0) > (r − 3
√

d(D))+ f (0)

= (r − 3
√

d(D))+2π
∫ 1

0
s/s ds

= 2π(r − 3
√

d(D))+

Recall that r ≤ 1 ≤ R, so from Theorem 2.1 we have that r ≥ 1 −
√

d(D)/π. It follows
that ε can be chosen sufficiently small so that r − 3

√
d(D) ≥ 1 − (3 + 1/π)

√
d(D) > 0.

Next let us find an upper bound on UD(y), for y ∈ R2 not too small. We have

UD(y) ≤

∫
B(O,R)

1
‖x − y‖

dx

=

∫
B(0,R)

1
‖x +O − y‖

dx

= R f (‖y −O‖ /R)

where (2.4) was taken into account. Assume that for some constant c1 > 0, ‖y‖ ≥
(c1 + 3)d1/4(D), so that we are insured of

‖y‖ ≥ c1d1/4(D) + 3d1/2(D) ≥ c1d1/4(D) + ‖O‖
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Then we deduce from Lemmas (2.4) and (2.3) that for ε > 0 chosen small enough,

R f (‖y −O‖ /R) ≤ R f (‖y‖ /R − ‖O‖ /R)

≤ R f (0) −
π

4
R (‖y‖ /R − ‖O‖ /R)2

≤ 2πR − c2
√

d(D)/R

with c2 := πc2
1/4. Note that R ≤ 1 +

√
d(D)/π, so that (2.5) amounts to find c2 large

enough (i.e. c1 large enough) so that

∀ d ∈ [0, ε), 2π(1 +
√

d/π) − c2
√

d/(1 +
√

d/π) ≤ 2π(1 − (3 + 1/π)
√

d)

where ε ∈ (0, 1] has been chosen above. An elementary computation shows that this is
true with c2 := 2(1 + π)(3 + 2/π). �

The end of the proof of Theorem 1.1 is immediate. Remark that by an application of
the divergence theorem, we have

∫
C
νC(x) dx = 0, so that for any standard set D,

‖b(C)‖ =
1
L

∫
C

x σ(dx)


=
1
L

∫
C

x − νC(x)σ(dx)


≤
1
L

∫
C

‖x − νC(x)‖ σ(dx)

Consider y ∈ M and write

‖νC(x) − x‖ ≤
νC(x) − x − y

‖x − y‖

 +  x − y

‖x − y‖
− (x − y)

 + ‖y‖
The middle term of the r.h.s. can be treated as follows: x − y

‖x − y‖
− (x − y)

 = ���� 1
‖x − y‖

− 1
���� ‖x − y‖

= |1 − ‖x − y‖|

≤ ‖y‖ + |‖x‖ − 1|

Concerning the last term, use Theorem 2.1 and Lemma 2.3 to see that for x ∈ C, if
d(D) ≤ 1, on one hand,

‖x‖ ≤ ‖x −O‖ + ‖O‖

≤ R + 3
√

d(D)

≤ 1 + (3 + 1/π)
√

d(D)
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and on the other hand,

‖x‖ ≥ ‖x −O‖ − ‖O‖

≥ r − 3
√

d(D)

≥ 1 − (3 + 1/π)
√

d(D)

It follows that |‖x‖ − 1| ≤ (3 + 1/π)
√

d(D). Putting together the above considerations,
we get

‖b(C)‖ ≤
1
L

∫
C

νC(x) − x − y

‖x − y‖

 + 2 ‖y‖ + (3 + 1/π)
√

d(D)σ(dx)

≤

√∫
C

νC(x) − x − y

‖x − y‖

2
σ(dx)

L
+ ‖y‖ + (3 + 1/π)

√
d(D)

≤
β(D)
√

2π
+ Cd1/4(D) + (3 + 1/π)

√
d(D)

where we used Lemma 2.5. From (2.2) and the fact that d(D) ≤ 1, we conclude that

‖b(C)‖ ≤
(
γ
√

2π
+ C + 3 +

1
π

)
d1/4(D)

as wanted.

Acknowledgments

I’m grateful to Franck Barthe for the references about isoperimetric stability he pointed
out to me. I’m also thankful to the ANR STAB (Stabilité du comportement asymptotique
d’EDP, de processus stochastiques et de leurs discrétisations : 12-BS01-0019) for its
support, as well as to the hospitality of the Institut Mittag-Leffler where this work was
carried out.

References

[1] Tommy Bonnesen. Sur une amélioration de l’inégalité isopérimetrique du cercle
et la démonstration d’une inégalité de Minkowski. C. R. Math. Acad. Sci. Paris,
172:1087–1089, 1921.

[2] Yury D. Burago and Viktor A. Zalgaller. Geometric inequalities, volume 285 of
Grundlehren der Mathematischen Wissenschaften. Springer, 1988. Translated from
the Russian by A. B. Sosinskiı̆.

79



L. Miclo

[3] Kolélè Coulibaly-Pasquier and Laurent Miclo. On the evolution by duality of
domains on manifolds. https://hal.archives-ouvertes.fr/hal-02009885/
file/evolving.pdf, 2019.

[4] Nicola Fusco. The quantitative isoperimetric inequality and related topics. Bull. Math.
Sci., 5(3):517–607, 2015.

[5] Nicola Fusco and Vesa Julin. A strong form of the quantitative isoperimetric inequality.
Calc. Var. Partial Differ. Equ., 50(3-4):925–937, 2014.

[6] Nicola Fusco, Francesco Maggi, and Aldo Pratelli. The sharp quantitative isoperimet-
ric inequality. Ann. Math., 168(3):941–980, 2008.

Laurent Miclo
Institut de Mathématiques de Toulouse, UMR 5219
Toulouse School of Economics, UMR 5314
Université de Toulouse and CNRS
118, route de Narbonne
31062 Toulouse Cedex 9
FRANCE
miclo@math.cnrs.fr

80

https://hal.archives-ouvertes.fr/hal-02009885/file/evolving.pdf
https://hal.archives-ouvertes.fr/hal-02009885/file/evolving.pdf
mailto:miclo@math.cnrs.fr

	1. Introduction
	2. Proof of Theorem 1.1
	Acknowledgments

	References

