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q-ANALOGUES OF LAPLACE AND BOREL
TRANSFORMS BY MEANS OF q-EXPONENTIALS

by Hidetoshi TAHARA (*)

Abstract. — The article discusses certain q-analogues of Laplace and Borel
transforms, and shows a new inversion formula between q-Laplace and q-Borel
transforms. q-Analogues of Watson type lemma and convolution operators are also
discussed. These results give a new framework of the summability of formal power
series solutions of q-difference equations.
Résumé. — Nous considérons certaines q-analogues des transformées de La-

place et Borel et montrons une nouvelle formule d’inversion entre les transformées
de q-Laplace et de q-Borel. Des q-analogues des lemmes de type Watson et des
opérateurs de convolution sont aussi discutés. Ces résultats donnent un nouveau
cadre pour la sommabilité des séries formelles qui sont solutions d’équations aux
q-différences.

1. Introduction

The classical Laplace transform of a function f(t) is given by

L[f ](s) =
∫ ∞

0
f(t)e−st dt .

To define a q-analogue of the Laplace transform has been a very interesting
thema, and many authors have defined its q-analogue in various forms. The
first person who introduced q-Laplace transform would be Hahn in 1949:
in the paper [6], Hahn gave two definitions of q-Laplace transforms:

qLsf(t) = 1
1− q

∫ s−1

0
f(t)Eq(−qst) dqt ,(1.1)

qLsf(t) = 1
1− q

∫ ∞
0

f(t)eq(−st) dqt(1.2)

Keywords: q-analogue, q-Laplace transform, q-Borel transform, q-difference equation.
2010 Mathematics Subject Classification: 44A10, 39A13, 40G10.
(*) The author is supported by JSPS KAKENHI Grant Number 15K04966.
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in the case 0 < q < 1, where

Eq(z) =
∞∑
n=0

qn(n−1)/2zn

(q; q)n
=
∞∏
m=0

(1 + qmz) , z ∈ C ,

eq(z) =
∞∑
n=0

zn

(q; q)n
= 1∏∞

m=0(1− qmz)
, |z| < 1

(with (q; q)0 = 1 and (q; q)n = (1 − q)(1 − q2) · · · (1 − qn) for n > 1)
and the integrals are taken as the Jackson integrals (see Jackson [7], Kac–
Cheung [8]). Abdi [1, 2] studied certain properties of these q-Laplace trans-
forms, and applied them to solve q-difference equations with constant co-
efficients.
Later, Ramis [16] had suggested in 1993 the use of the Gaussian function

to formulate a q-analogue of the Laplace transform; this allowed to find in
Zhang [19] a q-analogue of the summability of formal power series by using
the q-Laplace transform

(1.3) Lq[f ](s) = q−1/8
√

2π log q

∫ ∞
0

f(t)q− logq(st)(logq(st)+1)/2 dt
t

where q > 1. Marotte–Zhang [12] applied it to show the multi-summability
of formal power series solutions of linear q-difference equations with variable
coefficients.
In 2000, Zhang [20] defined another q-analogue of the Laplace transform

by means of Jacobi theta function:

(1.4) Lq[f ](s) =
∏∞
m=0(1− q−m−1)

log q

∫ ∞
0

f(t)
ϑq(st)

dt

where q > 1, and ϑq(z) denotes the Jacobi theta function:

ϑq(z) =
∞∑

n=−∞

zn

qn(n−1)/2 =
∞∏
m=0

(1− q−m−1)(1 + q−mz)(1 + q−m−1z−1)

(for the properties of ϑq(z), see Subsection 2.2). This q-Laplace trans-
form was used in Lastra–Malek [9] in the study of singularly perturbed
q-difference-differential equations.
Further, Ramis–Zhang [17] defined in 2002 another discrete q-analogue

of the Laplace transform by

(1.5) Lq[f ](s) =
∞∑

i=−∞

f(qi)
ϑq(sqi)

,

where q > 1. This definition was used in Zhang [21], Malek [11], Lastra–
Malek–Sanz [10] and Tahara–Yamazawa [18] in the study of q-summability
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of formal power series solutions of various q-difference (and q-difference-
differential) equations.
Also, in connection with the study of confluence (as q −→ 1), Di Vizio–

Zhang [3] introduced in 2009 four q-Laplace transforms:

L(1)
q [f ](s) = q

1− p

∫ ∞
0

f(t)
ϑq(qst)

dpt ,

L(2)
q [f ](s) = q

1− p

∫ ∞
0

f(t/(1− p))
expq(qst/(1− p))

dpt ,

L(3)
q [f ](s) = q

log q

∫ ∞
0

f(t)
ϑq(qst)

dt ,

L(4)
q [f ](s) = q

log q

∫ ∞
0

f(t)
expq(qst)

dt

in the case q > 1, where p = 1/q, the integrals in L(1)
q and L(2)

q are taken
as p-Jackson integrals, and

expq(z) =
∞∑
n=0

zn

[n]q!
=
∞∏
m=0

(1 + q−m−1(q − 1)z)

(for the properties of the q-exponential expq(z), see Subsection 2.1), where

[0]q = 0 and [n]q = qn − 1
q − 1 = 1 + q + · · ·+ qn−1 (for n = 1, 2 . . .) ,

[0]q! = 1 and [n]q! = [1]q[2]q · · · [n]q (for n = 1, 2 . . .) .

The first one L(1)
q is essentially the same as (1.5), and the third one L(3)

q is
the same as (1.4).
In this paper, we let q > 1 and we will use

(1.6) Lq[f ](s) =
∫ ∞

0
f(t) Expq(−qst) dqt

as the definition of q-Laplace transform, where

Expq(z) =
∞∑
n=0

qn(n−1)/2zn

[n]q!
= 1∏∞

m=0(1− q−m−1(q − 1)z)

(for the properties of the q-exponential Expq(z), see Subsection 2.1). Since
Expq(−z) expq(z) = 1 holds (see Subsection 2.1), our q-Laplace trans-
form (1.6) is essentially the same as the second one L

(2)
q of Di Vizio–

Zhang [3].
The paper is organized as follows. In the next Section 2, we recall some

basic results in q-calculus, and then in Section 3 we study our q-Laplace
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transform (1.6). In Section 4 we define a q-analogue of the Borel trans-
form, and in Section 5 we show the inversion formulas between our q-
Laplace transform and q-Borel transform. Further, in Section 6 we define a
q-analogue of the convolution and study the relation of our q-convolution
and our q-Laplace transform. In Section 7 we show some results on Wat-
son type lemma for our q-Laplace transform. These results give a new
framework of the summability of formal power series solutions of linear
q-difference equations. In the last Section 8, we explain how to apply the
properties and theorems of this paper to q-difference equations.
In Sections 2–8, we always let q > 1 and set p = 1/q. For a function f(z)

we define the q-difference Dq(f(z)) (or Dq(f)(z)) of f(z) by

Dq(f(z)) (= Dq(f)(z)) = f(qz)− f(z)
qz − z

.

This operator Dq is called q-difference operator, or q-derivative operator.

2. Preliminaries

In this section, we summarize basics of q-calculus and give some pre-
liminary results which are needed in the discussion in this paper. For the
details of the topics and the proofs of some results, readers can refer to
Jackson [7], Kac–Cheung [8], Gasper–Rahman [5], Olde Daalhuis [13], and
Ramis[15].

2.1. q-Exponentials

As q-analogues of the exponential function ez = exp(z), the following
two functions are well-known:

expq(z) =
∞∑
n=0

zn

[n]q!
=
∞∑
n=0

((q − 1)z)n

(q − 1)(q2 − 1) · · · (qn − 1) ,

Expq(z) =
∞∑
n=0

qn(n−1)/2zn

[n]q!
=
∞∑
n=0

qn(n−1)/2((q − 1)z)n

(q − 1)(q2 − 1) · · · (qn − 1) .

We have the following properties:
(1) expq(z) is an entire function on C.
(2) Expq(z) is a holomorphic function on {z ∈ C ; |z| < q/(q − 1)}.
(3) expq−1(z) = Expq(z) and Expq−1(z) = expq(z).

ANNALES DE L’INSTITUT FOURIER
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(4) Dq(expq(z)) = expq(z), and expq(z) is a unique holomorphic solu-
tion of Dq(f(z)) = f(z), f(0) = 1 in a neighborhood of z = 0.

(5) Dq(Expq(z)) = Expq(qz), and Expq(z) is a unique holomorphic
solution of Dq(f(z)) = f(qz), f(0) = 1 in a neighborhood of z = 0.

We set p = 1/q: by (3) we have Expq(z) = expp(z) and expq(z) =
Expp(z). Since 0 < p < 1 holds, we can use infinite product expressions of
expp(z) and Expp(z) (see [8, §9]): we have

expq(z) =
∞∏
m=0

(1 + q−m−1(q − 1)z) ,

Expq(z) = 1∏∞
m=0(1− q−m−1(q − 1)z)

.

This shows that expq(z) has a simple zero at z = −qm+1/(q − 1) (m =
0, 1, 2 . . .), and that Expq(z) can be considered as a meromorphic function
on C having a simple pole at z = qm+1/(q − 1) (m = 0, 1, 2 . . .). Moreover,
we have the identity: expq(z) Expq(−z) = 1.
As to the asymptotic behavior we have

Proposition 2.1. — For any δ > 0 sufficiently small, we have

(2.1) log
[
Expq(z) sin

(π log((q − 1)z)
log q

)]
= − (log z)2

2 log q +
(1

2 −
log(q − 1)

log q

)
log z +O(1) ( as z −→∞)

uniformly on {z ∈ R(C\{0}) ; | arg z| 6 2π− δ}, where R(C\{0}) denotes
the universal covering space of C \ {0}.

Proof. — Since p = 1/q, we have 0 < p < 1 and Expq(z) = expp(z) =
ep((1− p)z) with

ep(z) =
∞∑
n=0

zn

(p; p)n
= 1∏∞

m=0(1− pmz)
.

Therefore, (2.1) follows from [13, formula (3.13)]:
1

ep(z)
= 1∏∞

m=0(1− pm+1/z)
× 2 sin

(π log z
log p

)
× exp

[
log z

2 − 1
log p

(
−π

2

3 + (log z)2

2

)
− log p

12

+
∑
k>1

cos(2πk log z/(log p))
k × sinh(2π2k/(log p)) × exp

(2π2k

log p

)]
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on {z ∈ R(C \ {0}) ; | arg z| 6 2π}. �

For simplicity we set:

W0 = {z ∈ C ; |z| 6 q1/2/(q − 1)} ,

Z = {z = −qm+1/(q − 1) ; m = 0, 1, 2 . . .} ,

Bm,ε = {z ∈ C ; |z + qm+1/(q − 1)| 6 εqm+1/(q − 1)} ,

Zε =
∞⋃
m=0

Bm,ε .

We note that Z is the set of zeros of the function expq(z) and that
Expq(−z) has a simple pole at any point in Z . If ε > 0 is sufficiently small,
the set Zε is a disjoint union of closed balls Bm,ε (m ∈ N (= {0, 1, 2 . . .})).

Proposition 2.2. — In the above situation we have the following re-
sults.

(1) There is a c0 > 0 such that |Expq(−z)| 6 c0 on W0.
(2) Expq(−z) is rapidly decreasing (as |z| −→ ∞ in C\Zε). In addition,

there is a K0 > 0 such that for any sufficiently small ε > 0 we have

|Expq(−z)| 6
K0

ε
exp(−µ(|z|)) on C \ (W0 ∪Zε)

where

µ(|z|) = (log |z|)2

2 log q +
(
−1

2 + log(q − 1)
log q

)
log |z| .

(3) There is a c1 > 0 such that | expq(z)| 6 c1 on W0.
(4) expq(z) is rapidly increasing (as |z| −→ ∞ in C \Zε). In addition,

there is a K1 > 0 such that | expq(z)| 6 K1 exp(µ(|z|)) on C \W0.

Proof. — Since Expq(−z) and expq(z) are holomorphic in a neighbor-
hood of W0, the results (1) and (3) are clear. Let us show (2). For δ > 0
we write Dδ = {z ∈ C ; |z| < δ}: it is easy to see that there is an A0 > 0
such that

| sin z| > A0δ on C \
⋃
k∈Z

(Dδ + kπ)

holds for any δ > 0 sufficiently small. By using this fact, we can see that
there is an A1 > 0 such that∣∣∣sin(π log((q − 1)z)

log q

)∣∣∣ > A1ε on C \ (W0 ∪Zε)

holds for any ε > 0 sufficiently small. Thus, by applying this to Proposi-
tion 2.1 we have the result (2). The result (4) follows from Proposition 2.1,

ANNALES DE L’INSTITUT FOURIER



q-ANALOGUES OF LAPLACE AND BOREL TRANSFORMS 1871

the condition Expq(−z) expq(z) = 1 and the fact that | sin z| is bounded on
the strip region {z = x+

√
−1y ∈ C ; |y| < d} for any d > 0. �

Corollary 2.3. — For any β ∈ R there is a γβ > 0 such that for any
sufficiently small ε > 0 we have

(2.2) |z|β |Expq(−z)| 6
K0

ε
eγβ on C \ (W0 ∪Zε) .

Precisely, the constant eγβ is given by

(2.3) eγβ = qβ(β+1)/2

(q − 1)β × e
c2 with c2 = log q

2

(
1
2 −

log(q − 1)
log q

)2
.

Proof. — By a calculation we have

−µ(|z|) + β log |z| = − 1
2 log q

(
log |z| − log q

(
β + 1

2 −
log(q − 1)

log q

))2

+ log q
2

(
β + 1

2 −
log(q − 1)

log q

)2

6
log q

2

(
β + 1

2 −
log(q − 1)

log q

)2
= γβ .

Therefore, by (2) of Proposition 2.2 we have (2.2). �

2.2. Jacobi theta function

The following function ϑq(z) is called Jacobi theta function:

ϑq(z) =
∞∑

n=−∞

zn

qn(n−1)/2 ,

and the following properties are known (for example, see [8] and [17]):
(1) ϑq(z) is a holomorphic function on C \ {0}.
(2) (Jacobi triple product formula). We have

ϑq(z) =
∞∏
m=0

(1− q−m−1)(1 + q−mz)(1 + q−m−1z−1) .

(3) ϑq(z) has a simple zero at z = −qm (m ∈ Z).
(4) ϑq(qmz) = qm(m+1)/2zmϑq(z) holds for any m ∈ Z.
We set p = 1/q and (p; p)∞ = limn→∞(p; p)n. By considering ϑq((1 −

1/q)z) and by using the infinite product expressions of ϑq(z), expq(z) and
Expq(z) we have

TOME 67 (2017), FASCICULE 5
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Proposition 2.4. — We have the equalities:

expq(z) = ϑq((1− 1/q)z)
(p; p)∞

Expq
(

−q
(q − 1)2z

)
, |z| > 1

q − 1 ,(2.4)

Expq(−z) = (p; p)∞
ϑq((1− 1/q)z) expq

(
q

(q − 1)2z

)
, |z| > 0 .(2.5)

The first equality is considered as an equality of holomorphic functions on
{z ∈ C ; |z| > 1/(q − 1)}, while the second equality is considered as an
equality of meromorphic functions on C \ {0}.

The following result is very important:

Proposition 2.5. — There are K2 > 0 and R > 0 such that

(2.6) |ϑq((q − 1)z)| 6 K2 exp
(

(log |z|)2

2 log q +
(

1
2 + log(q − 1)

log q

)
log |z|

)
holds on {z ∈ C ; |z| > R}.

Proof. — By (2.5) and Proposition 2.1 we have

(2.7) log

 ϑq((q − 1)(−z))
sin
(
π log((q−1)qz)

log q

)


= log

 (p; p)∞
Expq(qz) sin

(
π log((q−1)qz)

log q

) expq
(

−1
(q − 1)2z

)
= (log(qz))2

2 log q +
(
−1

2 + log(q − 1)
log q

)
log(qz) +O(1)

= (log z)2

2 log q +
(

1
2 + log(q − 1)

log q

)
log z +O(1) (as z −→∞)

uniformly on {z ∈ R(C \ {0}) ; | arg z| 6 2π− δ} for any δ > 0. This yields
the estimate (2.6). �

2.3. Entire functions of q-exponential growth

The following result is proved in [15, Prop. 2.1]:

ANNALES DE L’INSTITUT FOURIER
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Proposition 2.6. — Let f̂(z) =
∑
n>0 anz

n ∈ CJzK. The following two
conditions are equivalent:

(1) There are A > 0 and H > 0 such that

(2.8) |an| 6
AHn

[n]q!
, n = 0, 1, 2 . . .

(2) f̂(z) is the Taylor expansion at t = 0 of an entire function f(z)
satisfying the estimate

(2.9) |f(z)| 6M exp
(

(log |z|)2

2 log q + α log |z|
)

on C \ {0}

for some M > 0 and α ∈ R.

Since qm(m−1)/2 6 [m]q! holds, by setting t = qm in (2.9) we have

|f(qm)| 6Mqm
2/2+αm = M(qα+1/2)mqm(m−1)/2

6M(qα+1/2)m[m]q! , m = 0, 1, 2 . . .

Hence, we have:

Corollary 2.7. — If an (n = 0, 1, 2 . . .) satisfy the estimates (2.8) for
some A > 0 and H > 0, we have∑

n>0
|an|(qm)n 6 Chm[m]q! , m = 0, 1, 2 . . .

for some C > 0 and h > 0.

2.4. p-Jackson integrals

Since p = 1/q, we have 0 < p < 1. In this case, the p-Jackson integral of
f(t) on (0, a] is defined by∫ a

0
f(t) dpt =

∞∑
i=0

f(api)(api − api+1) = (1− p)a
∞∑
i=0

f(api)pi .

A p-antiderivative of f(t) is a function F (t) which satisfiesDp(F )(t) = f(t).
By [8, Thm. 19.1] we have

Proposition 2.8. — Let f(t) be a function defined on (0, A]. If f(t)tα
is bounded on (0, A] for some 0 6 α < 1, the p-integral

(2.10) F (t) =
∫ t

0
f(y) dpy

converges to a function on (0, A] which is a p-antiderivative of f(t). More-
over, F (t) is continuous at t = 0 with F (0) = 0.

TOME 67 (2017), FASCICULE 5
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We denote by Dp,t the p-difference operator with respect to t. By the
definition of p-integral, we have

Lemma 2.9. — Let f(t, y) be a function on (0, A] × (0, A] which satis-
fies the following properties: f(t, y)yα and Dp,t(f)(t, y)yα are bounded on
(0, A]× (0, A] for some 0 6 α < 1. Set

F (t) =
∫ t

0
f(t, y) dpy :

then we have

Dp(F )(t) = f(pt, t) +
∫ t

0
Dp,t(f)(t, y) dpy .

2.5. q-Antiderivatives in the case q > 1

By Proposition 2.8 we know that a p-antiderivative of f(t) is given
by (2.10). In this subsection, we will consider q-antiderivatives (in the case
q > 1).
Suppose that Dq(F )(t) = f(t) holds; then we have

f(t) = Dq(F )(t) = F (qt)− F (t)
qt− t

= F (qt)− F (pqt)
qt− pqt

= Dp(F )(qt)

and so by setting x = qt we have Dp(F )(x) = f(x/q). By Proposition 2.8
(and [8, Thms. 18.1 and 19.1]) we have:

Lemma 2.10. — Let q > 1 and set p = 1/q. Let f(t) be a function on
(0, A]. If f(t)tα is bounded on (0, A] for some 0 6 α < 1, the p-integral

F (t) =
∫ t

0
f(q−1y) dpy , 0 < t 6 qA

gives a unique q-antiderivative of f(t) satisfying F (t) −→ 0 (as t −→ 0).

Proof. — By the definition of F (t) we see that F (t) is a function on
(0, qA]. By Proposition 2.8 we haveDp(F )(t) = f(q−1t), and soDq(F )(t) =
Dp(F )(qt) = f(t). This shows that F (t) is a q-antiderivative of f(t). Since
|f(t)| 6Mt−α holds on (0, A] for some M > 0, we have

|F (t)| =
∣∣∣(1− p)t ∞∑

i=0
f(q−1tpi)pi

∣∣∣
6 (1− p)t

∞∑
i=0

M(q−1tpi)−αpi = M(1− p)qαt1−α

1− p1−α .

ANNALES DE L’INSTITUT FOURIER
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Since 1− α > 0 holds, we have F (t) −→ 0 (as t −→ 0).
Let us show the uniqueness. Let F1(t) and F2(t) be two q-antiderivatives

of f(t) satisfying Fi(t) −→ 0 (as t −→ 0) for i = 1, 2. Set φ(t) = F1(t) −
F2(t): then we have Dq(φ)(t) = 0 and φ(t) −→ 0 (as t −→ 0). Our purpose
is to prove the condition φ(t) ≡ 0 on (0, qA].

Suppose that φ(t) 6≡ 0 on (0, qA]. Then, we have φ(t0) = c for some
t0 ∈ (0, qA] and some c 6= 0. Since φ(t) satisfies φ(t) = φ(q−1t) on (0, qA],
we have φ(q−nt0) = φ(t0) = c for any n ∈ N. Since c 6= 0 and q−nt0 −→ 0
(as n −→∞), this contradicts the condition φ(t) −→ 0 (as t −→ 0). Thus,
we have shown that φ(t) ≡ 0 holds on (0, qA], that is, F1(t) ≡ F2(t) holds
on (0, qA]. �

Next, let n ∈ N∗ (= {1, 2 . . .}), and let us consider the Cauchy problem

(2.11)
{
Dn
q (F )(t) = f(t) ,

Di
q(F )(+0) = 0 for i = 0, 1, . . . , n− 1 .

We have:

Proposition 2.11. — Suppose q > 1, and set p = 1/q. Let f(t) be
a function on (0, A]. If f(t)tα is bounded on (0, A] for some 0 6 α < 1,
the equation (2.11) has a unique solution F (t) on (0, qnA] satisfying
Di
q(F )(t) −→ 0 (as t −→ 0) for i = 0, 1, . . . , n − 1. Moreover, the unique

solution is given by

(2.12) Fn(t) = 1
qn−1[n− 1]q!

∫ t

0
f(q−ny)(t− py)n−1

p dpy ,

where (t− py)0
p = 1 and

(t− py)n−1
p = (t− py)(t− p2y) · · · (t− pn−1y) , n > 2 .

Proof. — The former half is verified by using Lemma 2.10 n-times. Let
us show that Fn(t) defined by (2.12) gives the unique solution of (2.11).
The case n = 1 is already proved in Lemma 2.10.

Let us show the case n > 2. Since Dp,t((t−py)n−1
p ) = [n−1]p(t−py)n−2

p

holds, by Lemma 2.9, the equality (pt − pt)n−1
p = 0 and the relation [n −

1]p = [n− 1]q/qn−2 we have

Dp(Fn)(t) = [n− 1]q/qn−2

qn−1[n− 1]q!

∫ t

0
f(q−ny)(t− py)n−2

p dpy .

Since∫ qt

0
f(q−ny)(qt− py)n−2

p dpy = qn−1
∫ t

0
f(q−n+1y)(t− py)n−2

p dpy
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holds, by using Dq(Fn)(t) = Dp(Fn)(qt) we have the result Dq(Fn)(t) =
Fn−1(t).
By repeating the same argument we have Dn

q (Fn)(t) = Dq(F1)(t) = f(t):
in the last equality we have used Lemma 2.10.
Moreover, since |f(t)| 6 Mt−α holds on (0, A] for some M > 0 and

since |(t − py)k−1
p | 6 tk−1 holds, by the same argument as in the proof of

Lemma 2.10 we have

|Fk(t)| =
∣∣∣ 1
qk−1[k − 1]q!

∫ t

0
f(q−ky)(t− py)k−1

p dpy
∣∣∣

6
1

qk−1[k − 1]q!
M(1− p)qkαtk−α

1− p1−α −→ 0 (as t −→ 0)

for any k > 1. Therefore, we have Di
q(Fn)(t) = Fn−i(t) −→ 0 (as t −→ 0)

for any i = 0, 1, . . . , n− 1. Thus, by the uniqueness of the solution we have
the condition that Fn(t) in (2.12) gives the unique solution of (2.11). �

In the case f(t) = tm (m ∈ N), the unique solution of (2.11) is given by

F (t) = tm+n

[m+ n]q · · · [m+ 1]q
= [m]q! tm+n

[m+ n]q!
.

Therefore, by the uniqueness of the solution we have the equality
1

qn−1[n− 1]q!

∫ t

0
(q−ny)m(t− py)n−1

p dpy = [m]q! tm+n

[m+ n]q!
which is equivalent to the following well-known result on p-beta function:

(2.13)
∫ 1

0
xm(1− px)n−1

p dpx = Bp(m+ 1, n) = [m]p![n− 1]p!
[m+ n]p!

(see [8, §21]).

2.6. q-Improper integral on (0,∞)

In the case q > 1, for a function f(t) on (0,∞) we define the q-improper
integral of f(t) from 0 to ∞ by

(2.14)
∫ ∞

0
f(t) dqt =

∞∑
i=−∞

f(qi)(qi+1 − qi) = (q − 1)
∞∑

i=−∞
f(qi)qi.

If we set p = 1/q, we have 0 < p < 1 and the above integral is written as a
p-improper integral:∫ ∞

0
f(t) dqt =

∫ ∞
0

f(px) dpx = (1− p)
∞∑

i=−∞
f(pi+1)pi.
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As to p-improper integrals, basic properties are discussed in [8, §19]: in the
case (2.14) we have also

Lemma 2.12.
(1) The integral (2.14) is convergent, if f(t) satisfies f(t) = O(1/tα)

(as t −→ +0) for some 0 6 α < 1, and f(t) = O(1/tβ) (as t −→∞)
for some β > 1.

(2) We have∫ ∞
0

Dq(f)(t) dqt = lim
n→∞

f(qn)− lim
m→∞

f(q−m).

For simplicity we denote by [f(t)]∞0 the right-hand side of the above
formula.

(3) (Integration by parts). We have∫ ∞
0

f(t)Dq(g)(t) dqt =
[
f(t)g(t)

]∞
0 −

∫ ∞
0

Dq(f)(t)g(qt) dqt .

3. q-Analogue of Laplace transform

For a function f(t) on {t = qn ; n ∈ Z} we define a q-analogue Lq[f ](s)
of Laplace transform of f(t) by

(3.1) Lq[f ](s) =
∫ ∞

0
f(t) Expq(−qst) dqt .

Example 3.1. — Lq[tk] = [k]q!/sk+1 for k = 0, 1, 2 . . .

Proof. — Since Expq(−qst) = (−1/s)Dq(Expq(−st)) holds, we have

Lq[tk] =
∫ ∞

0
tk Expq(−qst) dqt = 1

−s

∫ ∞
0

tkDq(Expq(−st)) dqt .

Therefore, the case k = 0 is verfied by (2) of Lemma 2.12. If k > 1,
by the integration by parts ((3) of Lemma 2.12) we can show Lq[tk] =
([k]q/s)Lq[tk−1]. Hence, the general case is verified by induction on k. �
We let W0, Z , Bm,ε (m ∈ N and ε > 0) and Zε (ε > 0 sufficiently small)

be as in Subsection 2.1. About the convergence of the integral (3.1) we have

Proposition 3.2. — Let f(t) be a function on {t = qn ; n ∈ Z} satis-
fying the estimates

|f(qn)| 6 Chn[n]q! for any n = 0, 1, 2 . . .(3.2)
|f(q−m)| 6 ABm for any m = 1, 2 . . .(3.3)

for some C > 0, h > 0, A > 0 and 0 < B < q.
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Then, we have:
(1) Lq[f ](s) is well-defined as a holomorphic function on {s ∈ C ; |s| >

hq/(q − 1)2} \ (W0 ∪Z ). Moreover, Lq[f ](s) has at most a simple
pole at any point in Z ∩ ({s ∈ C ; |s| > hq/(q − 1)2} \W0).

(2) There are H > 0 and R > 0 such that

(3.4) |Lq[f ](s)| 6 H

ε |s|α
on {s ∈ C ; |s| > R} \Zε

holds for any sufficiently small ε > 0, where

(3.5) α = log q − logB
log q > 0 .

Proof. — Let us show (1): to do so, it is sufficient to show that

I1 = (q − 1)
∑
n>0

f(qn) Expq(−sqn+1)× qn ,

and I2 = (q − 1)
∑
m>1

f(q−m) Expq(−sq−m+1)× q−m

are convergent uniformly on any compact subset of {s ∈ C ; |s| >
hq/(q − 1)2} \ (W0 ∪Zε) for any sufficiently small ε > 0.
Let ε > 0 be sufficiently small. Take any s ∈ C\ (W0∪Zε): then we have

sqn+1 ∈ C\ (W0∪Zε) (n = 0, 1, 2 . . .). Therefore, by (2) of Proposition 2.2,
the assumption (3.2) and the fact [n]q! 6 qn(n+1)/2/(q − 1)n we have

|I1| 6 (q − 1)
∑
n>0

Chn[n]q!×
K0

ε
exp(−µ(|s|qn+1))× qn(3.6)

= CK0 exp(−µ(|s|))
ε|s|

∑
n>0

[n]q!
qn(n+1)/2

( hq

|s|(q − 1)

)n
6
CK0 exp(−µ(|s|))

ε|s|
∑
n>0

( hq

|s|(q − 1)2

)n
.

This shows that I1 is convergent uniformly on any compact subset of {s ∈
C ; |s| > hq/(q − 1)2} \ (W0 ∪Zε).
Similarly, take any s ∈ C \ (W0 ∪Zε) and any m ∈ N∗: then we can see

that sq−m+1 ∈ W0 or sq−m+1 ∈ C \ (W0 ∪Zε) holds. If sq−m+1 ∈ W0 we
have |Expq(−sq−m+1)| 6 c0 (by (1) of Proposition 2.2), and if sq−m+1 ∈
C \ (W0 ∪ Zε) we have |Expq(−sq−m+1)| 6 K0e

γ0/ε (by Corollary 2.3).
Therefore, if we set C1 = max{c0,K0e

γ0/ε}, by the assumption (3.3) we
have

|I2| 6 (q − 1)
∑
m>1

ABmC1 × q−m = (q − 1)AC1 ×
B/q

1−B/q .
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This shows that I2 is convergent uniformly on C \ (W0 ∪Zε).
Thus we have seen that Lq[f ](s) is well-defined as a holomorphic function

on {s ∈ C ; |s| > hq/(q−1)2}\(W0∪Z ). Since the function Expq(−sqn+1)
(resp. Expq(−sq−m+1)) has a simple pole at any point in q−n−1Z (resp.
in qm−1Z ), the latter half of (1) is clear.

Next, let us show (2). Since exp(−µ(|s|)) is rapidly decreasing (as |s| −→
∞), by (3.6) we see that there are H1 > 0 and R > 0 such that

(3.7) |I1| 6
H1

ε |s|α
on {s ∈ C ; |s| > R} \Zε

for any ε > 0 sufficiently small. We may suppose that R > q1/2/(q − 1)
holds.
Let us give a sharp estimate of I2. We note that by (3.5) we have B =

q1−α, and so by (3.3) we have |f(q−m)| 6 A(q1−α)m for m = 1, 2 . . .
Take any s ∈ {s ∈ C ; |s| > R} \ Zε and fix it: then, we can take a

positive integer N such that

qN−1/2

q − 1 < |s| 6 qN+1/2

q − 1 .

If m > N + 1, we have |s|q−m+1 6 |s|q−N 6 q1/2/(q − 1) which implies
−sq−m+1 ∈W0. If 1 6 m 6 N , we have |s|q−m+1 > |s|q−N+1 > q1/2/(q−1)
which implies −sq−m+1 ∈ C \ (W0 ∪Zε). Thus, by (1) of Proposition 2.2
and Corollary 2.3 we have

|Expq(−sq−m+1)| 6 c0 for m > N + 1 ,(3.8)

(|s|q−m+1)α+1|Expq(−sq−m+1)| 6 K0

ε
eγα+1 for 1 6 m 6 N.(3.9)

By using these facts, let us estimate I2 = I2,1 + I2,2 with

I2,1 = (q − 1)
∑

m>N+1
f(q−m) Expq(−sq−m+1)× q−m ,

and I2,2 = (q − 1)
∑

16m6N

f(q−m) Expq(−sq−m+1)× q−m .
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In the case I2,1, by the conditions B = q1−α, (3.8) and |s| 6 qN+1/2/(q−1)
we have

|I2,1| 6 (q − 1)
∑

m>N+1
A(q1−α)m c0 q

−m(3.10)

= (q − 1)Ac0

|s|α
∑

m>N+1
(|s|q−m)α

6
(q − 1)Ac0

|s|α
∑

m>N+1

( q1/2

q − 1

)α
(qN−m)α

= (q − 1)Ac0

|s|α
qα/2

(q − 1)α
1

(qα − 1) .

Similarly, under the setting γ = γα+1, by using the conditions (3.9) and
|s| > qN−1/2/(q − 1) we have

|I2,2| 6 (q − 1)
∑

16m6N

A(q1−α)m × (K0/ε)eγ

(|s|q−m+1)α+1 × q
−m(3.11)

= (q − 1)AK0e
γ

ε|s|αqα
∑

16m6N

1
|s|q−m+1

6
(q − 1)AK0e

γ

ε|s|αqα
∑

16m6N

q − 1
qN−m+1/2

6
(q − 1)2AK0e

γ

ε|s|αqα+1/2

∑
k>0

1
qk

= (q − 1)2AK0e
γ

ε|s|αqα+1/2
1

(1− 1/q) .

Thus, by (3.7), (3.10) and (3.11) we have the estimate (3.4). �

Lastly, let us see the case where f(t) is an entire function. We have

Proposition 3.3. — Let f(t) be an entire function with the estimate

|f(t)| 6M exp
(

(log |t|)2

2 log q + β log |t|
)

on C \ {0}

for some M > 0 and β ∈ R, and let f(t) =
∑
k>0 akt

k be the Taylor
expansion of f(t) at t = 0. Then, F (s) = Lq[f ](s) is a bounded holomorphic
function on {s ∈ C ; |s| > R} for some R > 0, and its Taylor expansion at
s =∞ is given by

F (s) =
∑
k>0

ak
[k]q!
sk+1 .

Proof. — As is seen in Subsection 2.3 we have |f(qn)| 6M(qβ+1/2)n[n]q!
for any n = 0, 1, 2 . . . Since f(t) is an entire function, we have |f(t)| 6 A
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on {t ∈ C ; |t| 6 1} for some A > 0: this means that |f(q−m)| 6 A

for any m = 1, 2 . . . Thus, by Proposition 3.2 we see that the q-Laplace
transform F (s) = Lq[f ](s) of f(t) is well-defined as a holomorphic function
on {s ∈ C ; |s| > qβ+3/2/(q − 1)2} \Z and it has at most simple poles on
the set Z .
Let f(t) =

∑
k>0 akt

k be the Taylor expansion of f(t) at t = 0: by
Proposition 2.6 we see that there are A > 0 and H > 0 such that |ak| 6
AHk/[k]q! for k = 0, 1, 2 . . . Therefore, the function

F1(s) =
∑
k>0

ak
[k]q!
sk+1

defines a holomorphic function on {s ∈ C ; |s| > H}. By Fubini’s theorem
we have

F (s) =
∫ ∞

0
f(t) Expq(−qst) dqt =

∫ ∞
0

(∑
k>0

akt
k

)
Expq(−qst) dqt

=
∑
k>0

ak

∫ ∞
0

tk Expq(−qst) dqt =
∑
k>0

ak
[k]q!
sk+1 = F1(s) .

We note that every series appearing in the above equalities is abso-
lutely convergent and so the discussion makes sense. This proves Propo-
sition 3.3. �

By this result, for
f̂(t) =

∑
k>0

akt
k ∈ CJtK

we may define a q-analogue of formal Laplace transform of f̂(t) by

L̂q[f̂ ](s) =
∑
k>0

ak
[k]q!
sk+1 .

4. q-Analogue of Borel transform

Let R > 0: for a holomorphic function F (s) on {s ∈ C ; |s| > R} \ Z

having at most simple poles on the set Z ∩ {s ∈ C ; |s| > R}, we define a
q-analogue Bq[F ](t) of Borel transform of F (s) by

(4.1) Bq[F ](t) = 1
2π
√
−1

∫
|s|=ρt

F (s) expq(st) ds, t = qn (n ∈ Z) ,
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where the integration is taken as a contour integration along the circle
{s ∈ C ; |s| = ρt} in the complex plane, and ρt > 0 is taken as follows:

(4.2)
{
ρt > max{R, q1/2/(q − 1)} , if t = qn with n > 0 ,
ρt > max{R, q|n|/(q − 1)} , if t = qn with n < 0 .

We note that Bq[F ](t) is regarded as a function on {t = qn ; n ∈ Z}. The
choice of ρt in (4.2) comes from the fact that the integrand F (s) expq(sqn)
is holomorphic on {s ∈ C ; |s| > max{R, q1/2/(q − 1)}} if n > 0, and on
{s ∈ C ; |s| > max{R, q|n|/(q − 1)}} if n < 0: we note that the simple pole
of F (s) is canceled by the zero of expq(sqn).

Example 4.1. — We have Bq[1/sk+1](t) = tk/[k]q! for k = 0, 1, 2 . . .

Proof. — We have

Bq

[ 1
sk+1

]
(t) = 1

2π
√
−1

∫
|s|=ρt

1
sk+1

∑
m>0

(st)m

[m]q!
ds

=
∑
m>0

tm

[m]q!
1

2π
√
−1

∫
|s|=ρt

sm

sk+1 ds = tk

[k]q!
.

�

As is seen in (2) of Proposition 3.2, the q-Laplace transform F (s) =
Lq[f ](s) of f(t) satisfies the estiamte

(4.3) |F (s)| 6 H

ε |s|α
on {s ∈ C ; |s| > R} \Zε

(for any sufficiently small ε > 0) for some H > 0, α > 0 and R > 0. Under
this condition we have

Proposition 4.2. — Let F (s) be a holomorphic function on {s ∈ C ;
|s| > R} \Z having at most simple poles on the set Z ∩{s ∈ C ; |s| > R}.
Suppose that there are H > 0 and α > 0 such that the estimate (4.3)
holds for any sufficiently small ε > 0. Then, the q-Borel transform f(t) =
Bq[F ](t) of F (s) is well-defined as a function on {t = qn ; n ∈ Z} and it
satisfies the following estimates:

(1) For any h > (q − 1)×max{R, q1/2/(q − 1)} there is a C = Ch > 0
such that

|f(qn)| 6 Chn[n]q! , n = 0, 1, 2 . . .

(2) There is an A > 0 such that

|f(q−m)| 6 A(q1−α)m , m = 1, 2 . . .
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Proof. — Take any h > (q−1)×max{R, q1/2/(q−1)} and fix it. Set ρ0 =
h/(q − 1): we have ρ0 > max{R, q1/2/(q − 1)}. Set M0 = max|s|=ρ0 |F (s)|.
Then, by (4) of Proposition 2.2, for any n > 0 we have

|f(qn)| = |Bq[F ](qn)| =

∣∣∣∣∣ 1
2π
√
−1

∫
|s|=ρ0

F (s) expq(sqn) ds

∣∣∣∣∣(4.4)

6
1

2πM0K1 exp(µ(ρ0q
n))× 2πρ0

= ρ0M0K1 × qn
2/2 ×

(
ρ0(q − 1)
q1/2

)n
ed

with

d = (log ρ0)2

2 log q +
(
−1

2 + log(q − 1)
log q

)
log ρ0 .

Since qn2/2 = qn/2qn(n−1)/2 6 qn/2[n]q! hold, by (4.4) we have

|f(qn)| 6 ρ0M0K1 × qn/2[n]q!×
(
ρ0(q − 1)
q1/2

)n
ed

= ρ0M0K1e
d × (ρ0(q − 1))n × [n]q! .

Thus, by the condition ρ0(q − 1) = h we have the result (1).
Next, let us show (2). We take an N ∈ N∗ such that qN/(q−1) > R, and

fix it. For 1 6 m 6 N we set ρm = qN+1/2/(q − 1), and for m > N + 1 we
set ρm = qm+1/2/(q − 1). We take any 0 < ε < 1− q−1/2, and fix it. Then,
for any m = 1, 2 . . . we have {s ∈ C ; |s| = ρm} ⊂ {s ∈ C ; |s| > R} \ Zε

and so by (4.3) we have

|F (s)| 6 H

ε (ρm)α for |s| = ρm, m = 1, 2 . . .

Moreover, if |s| = ρm we have

|sq−m| =
{
qN−m+1/2/(q − 1) , if 1 6 m 6 N ,

q1/2/(q − 1) , if m > N + 1 :

since exp(z) is an entire function, we have a C > 0 such that | expq(sq−m)|6
C for any |s| = ρm and m = 1, 2 . . . Thus, for any m = 1, 2 . . . we have

|f(q−m)| = |Bq[F ](q−m)| =

∣∣∣∣∣ 1
2π
√
−1

∫
|s|=ρm

F (s) expq(sq−m) ds

∣∣∣∣∣
6

1
2π

H

ε (ρm)αC × 2πρm = HC

ε
(ρm)1−α .
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Since

(ρm)1−α =
{

(qN+1/2/(q − 1))1−α , if 1 6 m 6 N,
(q1/2/(q − 1))1−α × (q1−α)m , if m > N + 1

we have the result (2). �

Let F (s) be a holomorphic function on {s ∈ C ; |s| > R} satisfying
F (s) = O(1/|s|) (as |s| −→ ∞): then we can expand this into Taylor series
of the form

F (s) =
∑
k>0

ck
sk+1

and we have the following: for any h > R there is an M > 0 such that
|ck| 6Mhk holds for any k = 0, 1, 2 . . .

Proposition 4.3. — Let F (s) be a holomorphic function on {s ∈ C ;
|s| > R} satisfying F (s) = O(1/|s|) (as |s| −→ ∞). Then, f(t) = Bq[F ](t)
can be extended as an entire function satisfying the estimate

(4.5) |f(t)| 6M exp
( (log |t|)2

2 log q + β log |t|
)

on C \ {0}

for some M > 0 and β ∈ R. Moreover, its Taylor expansion at t = 0 is
given by

f(t) =
∑
k>0

ck
[k]q!

tk .

Proof. — Take any ρ > 0 sufficiently large. Then, we have

f(t) = Bq[F ](t) = 1
2π
√
−1

∫
|s|=ρ

∑
k>0

ck
sk+1 ×

∑
m>0

(st)m

[m]q!
ds

=
∑
k>0

ck
∑
m>0

tm

[m]q!
× 1

2π
√
−1

∫
|s|=ρ

sm

sk+1 ds =
∑
k>0

ck
tk

[k]q!
.

Since |ck| 6 Mhk (k = 0, 1, 2 . . .) holds, by Proposition 2.6 we have the
estimate (4.5). �

By this result, for

F̂ (s) =
∑
k>0

bk
sk+1 ∈ s

−1CJs−1K

we may define a q-analogue of formal Borel transform of F̂ (s) by

B̂q[F̂ ](t) =
∑
k>0

bkt
k

[k]q!
.
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5. Inversion formulas

In Sections 3 and 4, we have given q-analogues of Laplace and Borel
transforms. In this section, we will show that one is the inverse of the
other.

5.1. In the case Bq ◦Lq

As to the identity Bq ◦Lq = id we have:

Theorem 5.1 (Inversion formula: Bq ◦Lq = id). — Let f(t) be a func-
tion on {t = qn ; n ∈ Z}, and suppose that it satisfies (3.2) and (3.3) for
some C > 0, h > 0, A > 0 and 0 < B < q. Then, we have

(5.1) f(t) = (Bq ◦Lq)[f ](t), t = qn (n ∈ Z).

Proof. — Set F (s) = Lq[f ](s). By Propositions 3.2 and 4.2 we see that
g(t) = Bq[F ](t) is well-defined as a function on {t = qk ; k ∈ Z}, and we
have

g(qk)(5.2)

= 1
2π
√
−1

∫
|s|=ρk

F (s) expq(sqk) ds

= 1
2π
√
−1

∫
|s|=ρk

(q − 1)
∑
n∈Z

f(qn) Expq(−sqn+1)qn × expq(sqk) ds

= (q − 1)
∑
n∈Z

f(qn)qn × 1
2π
√
−1

∫
|s|=ρk

Expq(−sqn+1) expq(sqk) ds

for any k ∈ Z, where ρk is taken sufficiently large. Here, we note:

Lemma 5.2. — In the above situation, we have
1

2π
√
−1

∫
|s|=ρk

Expq(−sqn+1) expq(sqk)ds = δn,k
qk(q − 1) ,

where δn,k denotes the Kronecker’s delta (that is, δn,k = 1 if n = k and
δn,k = 0 if n 6= k).

If we admit this lemma, by (5.2) we have

g(qk) = (q − 1)
∑
n∈Z

f(qn)qn × δn,k
qk(q − 1) = f(qk) .

This proves (5.1). �
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Proof of Lemma 5.2. — We set G(s) = Expq(−sqn+1) expq(sqk): then
we have

G(s) =
∏∞
m=0(1 + qk−m−1(q − 1)s)∏∞
m=0(1 + qn−m(q − 1)s)

.

Therefore, we have:
(1) If n 6 k − 1, G(s) is a polynomial of degree k − 1− n in s.
(2) If n = k, G(s) is given by

G(s) = 1
(1 + qk(q − 1)s) = 1

qk(q − 1)(s+ q−k/(q − 1)) .

(3) If n > k + 1, G(s) is given by

G(s) =
n∏
i=k

1
(1 + qi(q − 1)s) .

In the case (1), G(s) is an entire function and so we have
1

2π
√
−1

∫
|s|=ρk

G(s) ds = 0.

In the case (2), G(s) has a simple pole at s = −q−k/(q−1). Since ρk > 0 is
taken sufficiently large, the pole s = −q−k/(q− 1) is located in the domain
{s ∈ C ; |s| < ρk}, and we have

1
2π
√
−1

∫
|s|=ρk

G(s) ds = 1
qk(q − 1) .

In the case (3), the denominator is a polynomial in s of degree greater than
or equal to 2, and it has simple poles at s = −q−i/(q − 1) (k 6 i 6 n). In
this case, the property

1
2π
√
−1

∫
|s|=ρk

G(s) ds = 0

follows from

Lemma 5.3. — Let P (s) be a polynomial of degree greater than or equal
to 2. Take a positive constant ρ0 > 0 so that all the roots of P (s) = 0 are
located in the domain {s ∈ C ; |s| < ρ0}. Then, we have∫

|s|=ρ0

1
P (s) ds = 0 .

Proof. — By the assumption, we have |P (s)| > c|s|µ on {s ∈ C ; |s| > ρ0}
for some c > 0 and µ = degs P > 2. Therefore,∣∣∣∣∫

|s|=ρ0

1
P (s) ds

∣∣∣∣ =
∣∣∣∣∫
|s|=R

1
P (s) ds

∣∣∣∣ 6 2πR× 1
cRµ

= 2π
cRµ−1
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for any R > ρ0. By letting R −→∞ we have the result in Lemma 5.3. �
The proof of Lemma 5.2 is completed. �

5.2. In the case Lq ◦Bq

As to the identity Lq ◦Bq = id, we have:

Theorem 5.4 (Inversion formula: Lq ◦ Bq = id). — Let F (s) be a
holomorphic function on {s ∈ C ; |s| > R}\Z having at most simple poles
on the set Z ∩ {s ∈ C ; |s| > R}. Suppose that there are H > 0 and α > 0
such that the estimate

(5.3) |F (s)| 6 H

ε |s|α
on {s ∈ C ; |s| > R} \Zε

holds for any sufficiently small ε > 0. Then, we have

(5.4) F (s) = (Lq ◦Bq)[F ](s) on {s ∈ C ; |s| > R1} \Z

for some R1 > 0.

The proof given below is based on the following lemma which comes from
the identity: Expq(z) expq(−z) = 1.

Lemma 5.5. — We have∑
m+n=d

qm(m−1)/2

[m]q!
× (−1)n

[n]q!
=
{

1 , if d = 0 ,
0 , if d 6= 0 .

Proof of Theorem 5.4. — Suppose that F (s) satisfies the assumption in
Theorem 5.4. By Propositions 4.2 and 3.2, the function

G(s) = (Lq ◦Bq)[F ](s)

is well-defined as a holomorphic function on {s ∈ C ; |s| > R1} \ Z for
some R1 > 0, it has at most simple poles on the set Z ∩{s ∈ C ; |s| > R1},
and there is an H1 > 0 such that the estimate

|G(s)| 6 H1

ε |s|α
on {s ∈ C ; |s| > R1} \Zε

holds for any sufficiently small ε > 0.
Our purpose is to prove that G(s) = F (s) holds on {s ∈ C ; |s| > R2}\Z

for some R2 > 0. To do so, we set

A(s) = F (s)ϑq((q − 1)s) , B(s) = G(s)ϑq((q − 1)s) .
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Since ϑq((q − 1)s) has a simple zero at s = −qm/(q − 1) (m ∈ Z), the
functions A(s) and B(s) are holomorphic functions on {s ∈ C ; |s| >
max{R,R1}}, and so we can expand them into Laurent series

(5.5) A(s) =
∑
n∈Z

An
sn

, B(s) =
∑
n∈Z

Bn
sn

.

Then, to prove G(s) = F (s) it is enough to show that Bn = An holds for
any n ∈ Z. We will show this from now.

We set f(t) = Bq[F ](t). For any k ∈ Z we take ρk as in (4.2): then
by (2.4) we have

f(qk) = 1
2π
√
−1

∫
|z|=ρk

F (z) expq(zqk) dz

= 1
2π
√
−1

∫
|z|=ρk

F (z)ϑq(q
k−1(q − 1)z)
(p; p)∞

Expq
(

−1
qk−1(q − 1)2z

)
dz .

Since ϑq(qk−1(q− 1)z) = qk(k−1)/2((q− 1)z)k−1ϑq((q− 1)z) holds, by (5.5)
and the expansion form of Expq(−1/(qk−1(q − 1)2z) we have

f(qk)(5.6)

= qk(k−1)/2(q − 1)k−1

(p; p)∞2π
√
−1

∫
|z|=ρk

A(z)zk−1 Expq
(

−1
qk−1(q − 1)2z

)
dz

= qk(k−1)/2(q − 1)k−1

(p; p)∞
× Ck

with

(5.7) Ck =
∞∑
n=0

Ak−n

(
−1

qk−1(q − 1)2

)n
qn(n−1)/2

[n]q!
, k ∈ Z.

Similarly, by (2.5) we have

G(s) = Lq[f ](s) = (q − 1)
∑
k∈Z

f(qk) Expq(−sqk+1)qk(5.8)

= (q − 1)
∑
k∈Z

f(qk) (p; p)∞
ϑq(qk(q − 1)s) expq

(
1

qk(q − 1)2s

)
× qk

= (p; p)∞
ϑq((q − 1)s)

∑
k∈Z

f(qk)
qk(k−1)/2(q − 1)k−1sk

expq
(

1
qk(q − 1)2s

)
in the last equality we have used: ϑq(qk(q − 1)s) = qk(k+1)/2((q − 1)s)k ×
ϑq((q − 1)s). By (5.6) and (5.8) we have

B(s) =
∑
k∈Z

Ck
sk

expq
(

1
qk(q − 1)2s

)
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which leads us to

(5.9) BN =
∞∑
m=0

CN−m
[m]q!

( 1
qN−m(q − 1)2

)m
, N ∈ Z .

Thus, the equality BN = AN is verified in the following way: by (5.7),
(5.9) and Lemma 5.5 we have

BN =
∞∑
m=0

1
[m]q!

(
1

qN−m(q − 1)2

)m
×
∞∑
n=0

AN−m−n

(
−1

qN−m−1(q − 1)2

)n
qn(n−1)/2

[n]q!

=
∞∑
m=0

∞∑
n=0

q(N−m−n)(N−m−n−1)/2AN−m−n
qN(N−1)/2(q − 1)2(m+n) × qm(m−1)/2

[m]q!
× (−1)n

[n]q!

= 1
qN(N−1)/2

∞∑
d=0

q(N−d)(N−d−1)/2AN−d
(q − 1)2d

∑
m+n=d

qm(m−1)/2

[m]q!
× (−1)n

[n]q!

= 1
qN(N−1)/2 ×

q(N−d)(N−d−1)/2AN−d
(q − 1)2d

∣∣∣∣
d=0

= AN .

This completes the proof of Theorem 5.4. �

We note that every series appearing in the above proof is absolutely
convergent and so the discussion makes sense: this can be verified by using
the following lemma.

Lemma 5.6. — There are C > 0, h > 0 and A > 0 such that the
following estimates hold:

|An| 6 Chn , n = 0, 1, 2 . . .(5.10)

|A−m| 6
A(q1−α)m

[m]q!
, m = 1, 2 . . .(5.11)

Proof. — Since A(s) is a holomorphic function on {s ∈ C ; |s| > R}, the
estimate (5.10) is clear. Let us show (5.11). Take any ε0 > 0 sufficiently
small: then, by (5.3) and Proposition 2.5 we have

|A(s)| 6 H

ε0|s|α
×K2 exp

(
(log |s|)2

2 log q +
(

1
2 + log(q − 1)

log q

)
log |s|

)
on {s ∈ C ; |s| > R} \ Zε0 . By the maximum principle, we see that the
same estimate holds also on {s ∈ C ; |s| > R}.
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Let m ∈ N be sufficiently large: then we have

|A−m| =
∣∣∣∣ 1
2π
√
−1

∫
|s|=r

A(s)
sm+1 ds

∣∣∣∣
6
HK2

ε0
exp

(
(log r)2

2 log q +
(
−m− α+ 1

2 + log(q − 1)
log q

)
log r

)
for any r ∈ (R,∞). Hence, by setting r = qm+α−1/2/(q − 1) we obtain

(5.12) |A−m| 6
HK2K3

ε0
× (q − 1)m

qm(m−1)/2(qα)m

where

K3 = exp
[
− log q

2

(
α− 1

2 −
log(q − 1)

log q

)2]
.

Since [m]q! 6 qm(m+1)/2/(q − 1)m holds, by combining this with (5.12) we
have

|A−m| 6
HK2K3

ε0

qm

[m]q!(qα)m = HK2K3

ε0

(q1−α)m

[m]q!
.

This proves the result (5.11). �

6. q-Analogue of convolution

Let a(t) be a holomorphic function in a neighborhood of t = 0, and let

a(t) =
∑
k>0

akt
k

be the Taylor expansion of a(t) at t = 0. For a function f(t), we define a
q-analogue of the convolution of a(t) and f(t) by

(6.1) (a ∗q f)(t) =
∑
k>0

ak
qk

∫ t

0
(t− py)kpf(q−k−1y) dpy ,

where p = 1/q, (t− py)0
p = 1 and

(t− py)kp = (t− py)(t− p2y) · · · (t− pky) , k > 1 .

Example 6.1. — We have the formula:

(6.2) tm ∗q tn = [m]q![n]q!
[m+ n+ 1]q!

tm+n+1 , m, n ∈ N .
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Proof. — By the definition (6.1) and the formula (2.13) for q-beta func-
tion we have

tm ∗q tn = 1
qm

∫ t

0
(t− py)mp (q−m−1y)n dpy

= tm+n+1

qmn+m+n

∫ 1

0
(1− px)mp xn dpx = tm+n+1

qmn+m+n
[m]p![n]p!

[m+ n+ 1]p!
.

Since [m]p! = [m]q!/qm(m−1)/2 we have the result (6.2). �

In general we have

Proposition 6.2. — If a(t) and f(t) are holomorphic on {t ∈ C ;
|t| < r} for some r > 0, the q-convolution (a ∗q f)(t) is well-defined as
a holomorphic function on {t ∈ C ; |t| < rq}, and its Taylor expansion is
given by

(a ∗q f)(t) =
∑
n>0

( ∑
i+k=n

aifk
[i]q![k]q!

[i+ k + 1]q!

)
tn+1

where fk (k > 0) are the coefficients of the Taylor expansion f(t) =∑
k>0 fkt

k.

Proof. — The former half is clear from the definition. The latter half
follows from Example 6.1. �

By this result, we may define a formal q-convolution (â∗̂q f̂)(t) of â(t) =∑
i>0 ait

i and f̂(t) =
∑
k>0 akt

k by

(6.3) (â∗̂q f̂)(t) =
∑
n>0

( ∑
i+k=n

aifk
[i]q![k]q!

[i+ k + 1]q!

)
tn+1 .

Now, let us consider the case where f(t) is a function on {t = qn ; n ∈ Z}.
Our purpose is to prove the following convolution theorem for our q-Laplace
transforms.

Theorem 6.3 (Convolution theorem for Lq). — Let f(t) be a function
on {t = qn ; n ∈ Z} satisfying the estimates (3.2) and (3.3) for some C > 0,
h > 0, A > 0 and 0 < B < q, and let a(t) be an entire function with the
estimate

|a(t)| 6M exp
(

(log |t|)2

2 log q + α log |t|
)

on C \ {0}

for some M > 0 and α ∈ R. Then, we have

(6.4) Lq[a ∗q f ](s) = Lq[a](s)×Lq[f ](s) on {s ∈ C ; |s| > R} \Z

for some R > 0.
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By Propositions 3.2 and 3.3, we know that Lq[a](s) and Lq[f ](s) are
well-defined as holomorphic functions on {s ∈ C ; |s| > R} \Z . The well-
definedness of Lq[a ∗q f ](s) is guaranteed by the following

Proposition 6.4. — Under the conditions in Theorem 6.3 we see that
(a ∗q f)(t) is well-defined as a function on {t = qn ; n ∈ Z} and satisfies

|(a ∗q f)(qn)| 6 C1h1
n[n]q! for any n = 0, 1, 2 . . .(6.5)

|(a ∗q f)(q−m)| 6 A1(B/q)m for any m = 1, 2 . . .(6.6)

for some C1 > 0, h1 > 0 and A1 > 0 (where B > 0 is the same one as in
Theorem 6.3).

The rest part of this section is organized as follows. In the next Sub-
section 6.1 we give a proof of Proposition 6.4, and in Subsection 6.2 we
prove Theorem 6.3. In Subsection 6.3, by applying the inversion formula to
Theorem 6.3 we show the equality: Bq[A× F ] = Bq[A] ∗q Bq[F ].

6.1. Proof of Proposition 6.4

For k ∈ N we set φk(t) = tk: then we have

|(φk ∗q f)(t)| =
∣∣∣∣ (1− p)qk

tk+1
∑
i>0

(1− pi+1)kpf(q−k−1−it)q−i
∣∣∣∣

6
(1− p)
qk

|t|k+1
∑
i>0
|f(q−k−1−it)|q−i .

By using this, we can easily show

Lemma 6.5. — There are A2 > 0 and C2 > 0 which satisfy the follow-
ing:

|(φk ∗q f)(qn)| 6 C2(1+qh)n−k−1qnk[n−k−1]q! for n > k + 1 .(6.7)

|(φk ∗q f)(qn)| 6 A2q
nk(B/q)k−n for 0 6 n 6 k ,(6.8)

|(φk ∗q f)(q−m)| 6 A2(B/q)m+k for any m> 0 .(6.9)

Now, let us prove Proposition 6.4. Let a(t) =
∑
k>0 akt

k be the Taylor
expansion of a(t): by Proposition 2.6 we see that |ak| 6 A3h3

k/[k]q! (k =
0, 1, 2 . . .) hold for some A3 > 0 and h3 > 0.

Let n > 0 and let us estimate |(a ∗q f)(qn)|: we divide it into

(a ∗q f)(qn) =
∑

06k6n−1
ak(φk ∗q f)(qn) +

∑
k>n

ak(φk ∗q f)(qn) = I1 + I2 .
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Since qj(j−1)/2 6 [j]q! 6 qj(j+1)/2/(q− 1)j holds for any j > 0, by (6.7) we
have

|I1| 6
∑

06k6n−1

A3h3
k

[k]q!
× C2(1 + qh)n−k−1qnk[n− k − 1]q!(6.10)

6 A3C2
∑

06k6n−1

h3
k

qk(k−1)/2 ×
(1+qh)n−k−1qnkq(n−k−1)(n−k)/2

(q − 1)n−k−1

= A3C2q
n(n−1)/2

∑
06k6n−1

qkh3
k × (1 + qh)n−k−1

(q − 1)n−k−1

6 A3C2q
n(n−1)/2

(
qh3 + 1 + qh

q − 1

)n−1
.

Similarly, by (6.8) we have

|I2| 6
∑
k>n

A3h3
k

[k]q!
×A2q

nk(B/q)k−n(6.11)

6 A2A3
∑
k>n

h3
k

qk(k−1)/2 × q
nk(B/q)k−n

= A2A3(qh3)nqn(n−1)/2
∑
k>n

h3
k−n

q(k−n)(k−n−1)/2 × (B/q)k−n .

Since qn(n−1)/2 6 [n]q! holds, by (6.10) and (6.11) we have the result (6.5).
By using (6.9) we can prove (6.6) in the same way. �

6.2. Proof of Theorem 6.3

As in Subsection 2.5 we set

Fk(t) = 1
qk−1[k − 1]q!

∫ t

0
f(q−ky)(t− py)k−1

p dpy , k = 1, 2 . . .

Then, by Proposition 2.11 we have Dq(F1)(t) = f(t), Dq(Fk)(t) = Fk−1(t)
(for k > 2), and Fk(t) −→ 0 (as t −→ 0) for k > 1. Moreover, under the
notation φk(t) = tk we have

(6.12) (φk ∗q f)(t) = [k]q!× Fk+1(t) , k > 0 .

We note:
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Lemma 6.6. — Let ε > 0 be sufficiently small. Then, if s ∈ {s ∈ C ; |s| >
(1 + qh)/(q − 1)2} \ (W0 ∪Zε), we have

lim
m→∞

Fk(q−m) Expq(−sq−m) = 0 , k > 1 ,(6.13)

lim
m→∞

Fk(qm) Expq(−sqm) = 0 , k > 1 .(6.14)

Proof. — Since Fk(0) = 0 and Expq(0) = 1 hold, the result (6.13) is
clear. Let us show (6.14). Take any s ∈ C \ (W0 ∪ Zε) and fix it. Since
sqm ∈ C \ (W0 ∪ Zε) holds for any m ∈ N, by (2) of Proposition 2.2 we
have

(6.15) |Expq(−sqm)| 6 K0

ε
exp(−µ(|sqm|)) = K0 exp(−µ(|s|))

εqm(m−1)/2(|s|(q − 1))m
.

Since Fk(t) = (1/[k − 1]q!)(φk−1 ∗q f)(t) holds, by (6.7) we have

|Fk(qm)| 6 C2

[k − 1]q!
× (1 + qh)m−kqm(k−1)[m− k]q!(6.16)

6
C2

[k − 1]q!
× (1 + qh)m−kqm(k−1) × q(m−k)(m−k+1)/2

(q − 1)m−k

= C2

[k − 1]q!
× (1 + qh)m−kqm(m−1)/2qk(k−1)/2

(q − 1)m−k .

Thus, by (6.15) and (6.16) we have

|Fk(qm) Expq(−sqm)|

6
C2K0 exp(−µ(|s|))qk(k−1)/2

ε[k − 1]q!
× (1 + qh)m−k

(q − 1)m−k
1

(|s|(q − 1))m

−→ 0 (as m −→∞), if (1 + qh)
|s|(q − 1)2 < 1 .

This proves (6.14). �

Now, let us prove Theorem 6.3 in the case a(t) = φk(t). Since [n − k −
1]q! 6 [n]q! holds, Lemma 6.5 and (6.12) show that Lq[Fk+1](s) is well-
defined as a holomorphic function on {s ∈ C ; |s| > (1 + qh)q2/(q − 1)2} \
Z . By (6.12), Lemma 6.6 (with k replaced by k + 1) and the condition
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Dq(Fk+1) = Fk(t) we have

Lq[(φk ∗q f)](s)

=
∫ ∞

0
(φk ∗q f)(t) Expq(−qst) dqt = [k]q!

∫ ∞
0

Fk+1(t) Expq(−qst) dqt

= − [k]q!
s

∫ ∞
0

Fk+1(t)Dq(Expq(−st)) dqt

= − [k]q!
s

([
Fk+1(t) Expq(−st)

]∞
0
−
∫ ∞

0
Dq(Fk+1)(t) Expq(−qst) dqt

)
= [k]q!

s

∫ ∞
0

Fk(t) Expq(−qst) dqt .

Repeating the same argument we have

Lq[(φk ∗q f)](s) = [k]q!
sk+1

∫ ∞
0

f(t) Expq(−qst) dqt = [k]q!
sk+1 ×Lq[f ](s) .

Since Lq[tk](s) = [k]q!/sk+1 holds, this proves (6.4) in the case a(t) = φk(t).
The general case is verified in the following way:

Lq[a ∗q f ](s) =
∑
k>0

akLq[φk ∗q f ](s) =
∑
k>0

ak(Lq[φk](s)×Lq[f ](s))

=
∑
k>0

ak
[k]q!
sk+1 ×Lq[f ](s) = Lq[a](s)×Lq[f ](s). �

6.3. On Bq[A× F ]

By applying the inversion formula to Theorem 6.3 we have

Theorem 6.7 (Convolution theorem for Bq). — Let A(s) be a holo-
morphic function on {s ∈ C ; |s| > R} satisfying A(s) = O(1/|s|) (as
|s| −→ ∞), and let F (s) is a holomorphic function on {s ∈ C ; |s| > R}\Z
having at most simple poles on the set Z ∩{s ∈ C ; |s| > R}. Suppose that
there are H > 0 and α > 0 satisfying

|F (s)| 6 H

ε |s|α
on {s ∈ C ; |s| > R} \Zε

for any ε > 0 sufficiently small. Then, we have the equality

(6.17) Bq[A× F ](t) = (Bq[A] ∗q Bq[F ])(t), t = qn (n ∈ Z) .

Proof. — We set a(t) = Bq[A](t) and f(t) = Bq[F ](s): then a(t) and
f(t) satisfy the conditions in Theorem 6.3, and so we have the equality

Lq[a ∗q f ](s) = Lq[a](s)×Lq[f ](s) = A(s)× F (s) .
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By applying Bq to the both side of the above equality we have

(Bq ◦Lq)[a ∗q f ](t) = Bq[A× F ](t), t = qm (m ∈ Z) .

Since (Bq[A] ∗q Bq[F ])(t) = (a ∗q f)(t) = (Bq ◦ Lq)[a ∗q f ](t) holds, we
have the result (6.17). �

7. q-Analogue of Watson’s lemma

The classical Watson’s lemma says that if a function f(t) ∈ C0((0,∞))
satisfies f(t) = O(eat) (as t −→∞) for some a ∈ R and f(t) ∼

∑
n>0 ant

n

(as t −→ 0) for some an ∈ C (n = 0, 1, 2 . . .) the Laplace transform L[f ](s)
of f(t) also has the asymptotic expansion L[f ](s) ∼

∑
n>0 ann!/sn+1 (as

s −→∞). See, for example, Olver [14].
Some q-analogues of this lemma are obtained in Zhang [19], Ramis–

Zhang [17] and Lastra–Malek–Sanz [10]. In this section we will show the
following

Proposition 7.1 (Watson’s lemma for Lq). — Let f(t) be a function
on {t = qn ; n ∈ Z}, and let ak (k = 0, 1, 2 . . .) a sequence of complex num-
bers. Suppose the condition (3.2) for some C > 0 and h > 0: in addition, we
suppose that for any N = 0, 1, 2 . . . there is a constant AN > 0 satisfying

(7.1)
∣∣∣f(t)−

N−1∑
k=0

akt
k
∣∣∣ 6 AN |t|N on {t = q−m ; m ∈ N∗}.

Then, there are R > 0 and CN > 0 (N = 0, 1, 2 . . .) such that

(7.2)
∣∣∣Lq[f ](s)−

N−1∑
k=0

ak[k]q!
sk+1

∣∣∣ 6 CN
ε|s|N+1 on {s ∈ C ; |s| > R} \Zε

holds for any N = 0, 1, 2 . . . and ε > 0.

Proof. — Since (7.1) implies that |f(q−m)| 6 A0 holds for any m ∈ N∗,
we see that f(t) satisfies the condition (3.3): therefore, Lq[f ](s) is well-
defined as a holomorphic function on {s ∈ C ; |s| > hq/(q−1)2}\(W0∪Z ).
Take any N ∈ N, and set

gN (s) = f(t)−
N−1∑
k=0

akt
k.

Then we have

(7.3) Lq[gN ](s) = Lq[f ](s)−
N−1∑
k=0

ak[k]q!
sk+1
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on {s ∈ C ; |s| > hq/(q − 1)2} \ (W0 ∪Z ). By the definition of q-Laplace
transform we have

(7.4) Lq[gN ](s) = F1(s)−
N−1∑
k=0

akJ1,k(s) +GN (s)

with

F1(s) = (q − 1)
∑
n>0

f(qn) Expq(−sqn+1)qn,

J1,k(s) = (q − 1)
∑
n>0

(qn)k Expq(−sqn+1)qn (0 6 k 6 N − 1),

GN (s) = (q − 1)
∑
m>1

gN (q−m) Expq(−sq−m+1)q−m.

Take any ε > 0 and δ > 0 sufficiently small: let us estimate F1(s), J1,k(s)
and GN (s) on {s ∈ C ; |s| > (h+ δ)q/(q − 1)2} \ (W0 ∪Zε).

The term F1(s) is estimated in the same way as (3.6) and we have

|F1(s)| 6 CK0 exp(−µ(|s|))
ε|s|

∑
n>0

(
hq

|s|(q − 1)2

)n
(7.5)

6
CK0e

γN

ε|s|N+1 ×
1

1− h/(h+ δ) :

in the above we have used hq/(|s|(q−1)2) 6 h/(h+δ) and Corollary 2.3 (and
its proof). If n ∈ N we have sqn+1 ∈ C \ (W0 ∪Zε): by using Corollary 2.3
and the condition qk+1/qN+1 6 1/q (for 0 6 k 6 N − 1 ) we have

|J1,k| 6 (q − 1)
∑
n>0

(qk+1)n

(|s|qn+1)N+1 × (|s|qn+1)N+1|Expq(−sqn+1)|(7.6)

6
(q − 1)

|s|N+1qN+1

∑
n>0

( qk+1

qN+1

)n
× K0e

γN+1

ε

6
(q − 1)

|s|N+1qN+1
1

(1− 1/q) ×
K0e

γN+1

ε
.

Since |gN (q−m)| 6 AN (q−m)N = AN (q−N )m holds for m = 1, 2 . . . By the
same argument as in (3.10) and (3.11) with B = q−N and α = N + 1 we
have

(7.7) |GN | 6
AN
|s|N+1

(
c0(q − 1)q(N+1)/2

(q − 1)N+1(qN+1 − 1) + (q − 1)2K0e
γN+2

εqN+3/2(1− 1/q)

)
where c0 and K0 are the same as in Proposition 2.2.
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Thus, by (7.3)–(7.7) and by setting

CN = CK0e
γN

1− h/(h+ δ) + (q − 1)K0e
γN+1

qN+1(1− 1/q)

N−1∑
k=0
|ak|(7.8)

+AN

(
c0(q − 1)q(N+1)/2

(q − 1)N+1(qN+1 − 1) + (q − 1)2K0e
γN+2

qN+3/2(1− 1/q)

)
we have the result (7.2). �

In the analytic case we have

Corollary 7.2 (Analytic case for Lq). — Let f(t) be a function on
{t = qn ; n ∈ Z}, and let ak (k = 0, 1, 2 . . .) a sequence of complex numbers.
Suppose the condition (3.2) for some C > 0 and h > 0: in addition, we
suppose that there are A1 > 0 and h1 > 0 satisfying |ak| 6 A1h1

k(k =
0, 1, 2 . . .) and

(7.9)

∣∣∣∣∣f(t)−
N−1∑
k=0

akt
k

∣∣∣∣∣ 6 A1h1
N |t|N on {t = q−m ; m ∈ N∗}

for any N = 0, 1, 2 . . . Then, we can find B > 0, H > 0 and R > 0 such
that

(7.10)

∣∣∣∣∣Lq[f ](s)−
N−1∑
k=0

ak[k]q!
sk+1

∣∣∣∣∣
6
BHN

ε
× [N ]q!
|s|N+1 on {s ∈ C ; |s| > R} \Zε

holds for any N = 0, 1, 2 . . . and ε > 0.

Proof. — By (2.3) and the fact qN(N−1)/2 6 [N ]q! we have

eγN+i = ec2
q(N+i)(N+i+1)/2

(q − 1)N+i 6
ec2qi(i+1)/2

(q − 1)i × (qi+1)N [N ]q!
(q − 1)N , i = 0, 1, 2 .

Moreover, we have
N−1∑
k=0
|ak| 6

N−1∑
k=0

A1h1
k 6 A1(1 + h1)N−1.

Thus, by applying these estimates to (7.8) we can obtain the result (7.10).
�

Similarly, in the case of q-Borel transform we have

Proposition 7.3 (Watson’s lemma for Bq). — Let F (s) be a holomor-
phic function on {s ∈ C ; |s| > R} \Z (with R > 0) having at most simple
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poles on the set Z ∩ {s ∈ C ; |s| > R}. Suppose that there are H > 0 and
α > 0 such that the estimate

(7.11) |F (s)| 6 H

ε |s|α
on {s ∈ C ; |s| > R} \Zε

holds for any sufficiently small ε > 0. Let ck (k = 0, 1, 2 . . .) be a sequence
of complex numbers: we suppose that for any N = 0, 1, 2 . . . there is a
constant CN > 0 satisfying

(7.12)

∣∣∣∣∣F (s)−
N−1∑
k=0

ck
sk+1

∣∣∣∣∣ 6 CN
ε|s|N+1 on {s ∈ C ; |s| > R} \ ∪Zε

for any ε > 0. Then we have a constant M > 0 which is independent of N
and CN such that

(7.13)

∣∣∣∣∣Bq[F ](t)−
N−1∑
k=0

ck
[k]q!

tk

∣∣∣∣∣ 6 MCN
[N ]q!

|t|N on {t = q−m,m ∈ N∗}

holds for any N = 0, 1, 2 . . .

Proof. — We take any 0 < ε < q−1/2 and fix it. We take also L ∈ N so
that qL/(q − 1) > R, and we set

ρN,m = max{qL+1/2/(q − 1), qN+1/2+m/(q − 1)}, (N,m) ∈ N× N∗ :

we have {s ∈ C ; |s| = ρN,m} ⊂ {s ∈ C ; |s| > R} \ ∪Zε for any (N,m) ∈
N× N∗.
Take any N ∈ N and set

GN (s) = F (s)−
N−1∑
k=0

ck
sk+1 :

we have

(7.14) Bq[GN ](t) = Bq[F ](t)−
N−1∑
k=0

ck
[k]q!

tk , t = q−m (m ∈ N∗) .

By the definition of ρN,m we have

Bq[GN ](q−m) = 1
2π
√
−1

∫
|s|=ρN,m

GN (s) expq(sq−m) ds, m ∈ N∗ :
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therefore, if we write ρ = ρN,m, by (7.12) and (4) of Proposition 2.2 we
have

|Bq[GN ](q−m)| 6 1
2π

∫
|s|=ρ

CN
ε|s|N+1K1 exp(µ(|s|q−m))|ds|(7.15)

= CN
ερN

K1 exp(µ(ρq−m))

= CNK1(q−m)N

ε(ρq−m)N exp(µ(ρq−m))

where K1 > 0 is the constant in Proposition 2.2. We note:

µ(ρq−m)−N log(ρq−m)

= 1
2 log q

[
log
(
ρ× (q − 1)

qN+1/2+m

)]2
− ((N + 1/2) log q − log(q − 1))2

2 log q .

If N +m > L, by the definition of ρ = ρN,m we have ρ = qN+1/2+m/(q−1)
and so ρ× (q − 1)/qN+1/2+m = 1 which yields

µ(ρq−m)−N log(ρq−m) = − ((N + 1/2) log q − log(q − 1))2

2 log q

= −N(N + 1)
2 log q +N log(q − 1) +M1

with
M1 = −1

8 log q + 1
2 log(q − 1)− (log(q − 1))2

2 log q .

By applying this to (7.15) we have

|Bq[GN ](q−m)| 6 CNK1(q−m)N (q − 1)NeM1

εqN(N+1)/2(7.16)

6
CNK1(q−m)NeM1

ε[N ]q!
.

Thus, by (7.14) and (7.16) we have the result (7.13) for any (N,m) ∈
N × N∗ satisfying N + m > L. Since the number of (N,m) satisfying
N +m < L is finite, this completes the proof of Proposition 7.3. �

If we set CN = AhN (N = 0, 1, 2 . . .) for some A > 0 and h > 0,
Proposition 7.3 gives the analytic case of Watson’s lemma for Bq.

8. Application to q-difference equations

In this section we will explain how to apply the properties and theorems
of this paper to q-difference equations. We will explain only the strategy of
the argument: the systematic study will be done in the forthcoming paper.
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Let x ∈ C be the complex variable, let m ∈ N∗ and let us consider the
following typical model of q-difference equation:

(8.1)
∑

06j6m
Aj(x)(x2Dq)jU = F (x)

with the unkown function U = U(x), where Aj(x) (0 6 j 6 m) and
F (x) are holomorphic functions in a neighborhood of x = 0. We suppose
that (8.1) has a formal solution Û(x) =

∑
k>1 ckx

k ∈ CJxK. Then, the basic
problem in the summability theory is:

Problem. — Can we give a concrete meaning to this formal solution?

This problem has been solved by Marotte–Zhang [12] by the method of
factorization. In the paper of Dreyfus [4] this equation is treated after the
reduction to a first order system. In this section we will treat (8.1) directly
in the single higher order form.

We suppose that the formal solution Û(x) =
∑
k>1 ckx

k satisfies

(8.2) |ck| 6 Chk[k]q!, k = 0, 1, 2 . . .

for some C > 0 and h > 0. Then, we can define the formal q-Borel transform
of the formal solution Û(x) (under s = 1/x) by

u(t) = B̂q[Û ](t) =
∑
k>1

ckt
k−1

[k − 1]q!
.

By (8.2) we see that u(t) is a holomorphic function in a neighborhood
of t = 0 and by Proposition 6.2 we see that u(t) satisfies the following
q-convolution equation

(8.3) P (t)u+
∑

06j6m
(aj ∗q [tju])(t) = f(t)

in a neighborhood of t = 0, where

P (t) =
∑

06j6m
Aj(0)tj ,

aj(t) = Bq[Aj(x)−Aj(0)](t) (under s = 1/x) , 0 6 j 6 m,

f(t) = Bq[F (x)](t) (under s = 1/x) .

The sufficient condition for Gq-summability (see Zhang [19]) is:

(H)
u(t) is extended to a function on {t = qn ; n ∈ Z} so that it is a
solution of (8.3) on {t = qn ; n ∈ Z} and that it satisfies |u(qn)| 6
C1h1

n[n]q! (n = 0, 1, 2 . . .) for some C1 > 0 and h1 > 0.
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We set

Z 0 = {x = −(q − 1)q−m−1 ; m = 0, 1, 2 . . .} ,

Z 0
ε =

∞⋃
m=0
{x ∈ C ; |x+ (q − 1)q−m−1| 6 ε|x|} .

Then we have the following result.

Proposition 8.1. — If the conditions (8.2) and (H) are satisfied, by
setting U(x) = Lq[u](1/x) we have a true holomorphic solution U(x) of
(8.1) satisfying the following conditions: U(x) is a holomorphic function on
{x ∈ C ; 0 < |x| < r} \Z 0 for some r > 0, it has at most simple poles on
Z 0 ∩ {x ∈ C ; 0 < |x| < r}, and there are B > 0 and H > 0 such that∣∣∣U(x)−

N−1∑
k=1

ckx
k
∣∣∣ 6 BHN

ε
[N ]q!|x|N on {x ∈ C ; 0 < |x| < r} \Z 0

ε

holds for any N = 0, 1, 2 . . . and any ε > 0.
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