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(NON-)WEAKLY MIXING OPERATORS
AND HYPERCYCLICITY SETS

by Frédéric BAYART & Etienne MATHERON (*)

ABSTRACT. — We study the frequency of hypercyclicity of hypercyclic, non—
weakly mixing linear operators. In particular, we show that on the space £!(N),
any sublinear frequency can be realized by a non—weakly mixing operator. A weaker
but similar result is obtained for ¢o(N) or ¢P(N), 1 < p < co. Part of our results is
related to some Sidon-type lacunarity properties for sequences of natural numbers.

RESUME. — On étudie la fréquence d’hypercyclicité des opérateurs hypercy-
cliques non faiblement mélangeants. On montre en particulier qu’il est possible de
construire sur l’espace £ des opérateurs non faiblement mélangeants de fréquence
d’hypercyclicité arbitrairement grande. On obtient un résultat analogue (mais plus
faible) sur ¢p ou ¢P, 1 < p < oo. Certains de nos résultats font intervenir des
propriétés de lacunarité de type “Sidon” pour les suites d’entiers.

1. Introduction

The present paper is a contribution to the study of the dynamics of linear
operators. More specifically, we are interested in the behaviour of individual
orbits of a continuous linear operator. Most of the paper is devoted to the
following question: how “frequently" can such an orbit visit each nonempty
open set without forcing the operator to be topologically weakly mixing?

Let X be a separable F-space over K = R or C, and let us denote by
L(X) the set of all continuous linear operators on X. An operator T' € L(X)
is said to be hypercyclic if there exists some vector x € X whose T-orbit
{T"(x); n € N} is dense in X. Equivalently, T is hypercyclic if and only
if it is topologically transitive, which means that for any pair (V,V’) of
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2 Frédéric BAYART & Etienne MATHERON

nonempty open subsets of X, one can find some integer n € N such that
T™(V)NV' # @. An operator T is said to be (topologically) weakly mixing
if the operator T' x T is hypercyclic on the product space X x X.

Of course, hypercyclicity and weak mixing make sense for arbitrary con-
tinuous maps, and they are basic notions in topological dynamics. In the
linear setting, weak mixing is particularly significant because it is closely re-
lated to the so-called Hypercyclicity Criterion. A linear operator T' € L(X)
is said to satisfy the Hypercyclicity Criterion with respect to some increas-
ing sequence of integers (ny) if one can find dense sets D, D’ C X such
that

(a) T™(x) — 0 for each x € D;
(b) for each 2’ € D', one can find a sequence (z) C X such that z; — 0
and T"(z) — o'

It is not difficult to show that operators satisfying the Hypercyclicity
Criterion are indeed hypercyclic, and hence weakly mixing because T' x T’
satisfies the criterion whenever T' does. By a nice result of J. Bes and
A. Peris ([4]), the converse is also true: a linear operator satisfies the Hy-
percyclicity Criterion if and only if it is weakly mixing.

For many years, all known examples of hypercyclic operators were also
known to satisfy the Hypercyclicity Criterion. Thus, it looked quite reason-
able to conjecture that for linear operators, hypercyclicity and weak mixing
are in fact equivalent. Nevertheless, M. De La Rosa and C. Read have shown
very recently that hypercyclic operators need not be weakly mixing ([8]).
More precisely, they constructed a Banach space X on which a counterex-
ample exists. Building on their ideas, the authors of the present paper have
proved that one can construct hypercyclic operators which are not weakly
mixing on many classical Banach spaces (including all ¢P-spaces), and also
on the space of entire functions H(C) ([3]).

On the other hand, several authors have observed that hypercyclicity
combined with some qualitative property automatically yields weak mixing.
One noteworthy example is a recent result of K. -G. Grosse-Erdmann and
A. Peris ([13]), according to which every frequently hypercyclic operator
is weakly mixing. Frequent hypercyclicity is defined as follows ([2]). Let
T € L(X). For x € X and V C X nonempty open, set

N(z,V):={neN; T"(z) e V}.

ANNALES DE L’INSTITUT FOURIER



WEAK MIXING AND HYPERCYCLICITY SETS 3

The operator T is said to be frequently hypercyclic if there exists some
vector € X such that all sets N(x, V') have positive lower density; equiv-
alently, if each set N(z, V) can be enumerated as an increasing sequence
(nk) with ng, = O(k) as k — oc.

In view of [13], it is not surprising that the operators constructed in [8]
and [3] seem very far from being frequently hypercyclic. The aim of the
present paper is to try to fill the gap between frequently hypercyclic opera-
tors and these somewhat extreme examples, by investigating the frequency
of hypercyclicity of non—weakly mixing operators.

Before formulating any result, we first have to give a precise meaning to
the rather vague expression “frequency of hypercyclicity". The next defini-
tion is the most obvious generalization of frequent hypercyclicity.

DEFINITION 1.1. — Let (my)ren be an increasing sequence of natural
numbers. An operator T € L(X) is said to be (my)-hypercyclic if there
exists some vector © € X such that each set N(x,V) can be enumerated
as an Increasing sequence (ny)xeny with ny = O(myg) as k — oo.

Thus, the frequently hypercyclic operators are exactly the (k)-hypercyclic
ones. The following theorem shows that, at least if one is allowed to choose
the space X, the result of Grosse-Erdmann and Peris mentionned above is
essentially optimal.

THEOREM 1.2. — If (my,) is any increasing sequence of natural numbers
such that limy_ .o, “7* = 0o, then one can construct an operator on X =
¢1(N) which is (my)-hypercyclic, but not weakly mixing.

COROLLARY 1.3. — For any € > 0, there exist non—-weakly mixing op-
erators on ¢*(N) which are (k'*¢)-hypercyclic.

As stated, Theorem 1.2 just asserts the largeness of some sets of natural
numbers N(z, V'), without indicating any relation between these sets. How-
ever, if z € X is a hypercyclic vector for some operator T' € £(X), then the
sets N(z, V) are in fact closely related to each other. More precisely, it is
easily checked that if V1, V5 are two nonempty open subsets of X, then one
can find a nonempty open set ‘71 C V; and some natural number N such
that N + N(z,V;) C N(z, V3): choose N € N such that TV (Vy) N Vy # @,
and set V; := Vi N(TN)~1(V3). Moreover, one can find an infinite set B € N
such that, for each neighbourhood U of z, the set N(z, U) contains all but
finitely many n € B: just consider an increasing sequence (b,) C N such
that T%(z) —  and set B := {b,; n € N}. From these two remarks,
it follows in particular that each set N(z, V') contains a translate of some
cofinite subset of B. This suggests the following definition.

TOME 59 (2009), FASCICULE 1



4 Frédéric BAYART & Etienne MATHERON

DEFINITION 1.4. — Let T € £(X). An infinite set B C N is said to be
a hypercyclicity set for T' if there exists some vector x € X such that each
set N(z, V') contains a translate of some cofinite subset of B.

This definition is connected to the previous one in an obvious way: if B is
an infinite subset of N whose increasing enumeration (b,,) satisfies by n =
O(my) as k — oo for each fixed N € N, and if B is a hypercyclicity set for
some operator T, then this operator is (my)-hypercyclic. And in fact, we
will prove Theorem 1.2 by producing a set B C N with the required growth
property, to which one can associate some non—weakly mixing operator T’
in such a way that B is a hypercyclicity set for 7. Thus, we will have some
vector € X such that all sets N(xz, V) are not merely large, but in fact
large in exactly the same way.

It is not hard to convince oneself that the rate of growth of a hy-
percyclicity set cannot be arbitrary. In fact, we will prove below (Theo-
rem 5.4) that an infinite set B C N is a hypercyclicity set for some F-
space operator T if and only if its increasing enumeration (b,) satisfies
limy, o0 (bp+1 — b,) = 0o. But if one requires the operator T to be non—
weakly mixing, then the arithmetic properties of B come into play. This is
apparent from [13], because what is actually proved there can be formulated
as follows: If T' € £(X) and if there exists some vector x € X such that
for each nonempty open set V' C X, the difference set N(z,V) — N(z,V)
has bounded gaps (as it happens if N(x, V') has positive density), then T
is weakly mixing. For example, this rules out the possibility for the set
B = {n? n € N} to be a hypercyclicity set for any non—weakly mixing
operator, even though its rate of growth is a priori admissible by 1.2.

Since arithmetical largeness of the sets N(z, V') entails weak mixing,
it should not look very surprising that if, on the contrary, a set B ¢ N
has some lacunarity property of arithmetical nature, then it turns out to
be a hypercyclicity set for some non—weakly mixing operator. Recall that
an increasing sequence of natural numbers (b, )nen is said to be a Sidon
sequence if all sums b, + b; with k& < [ are distinct. We will need the
following stronger Sidon-type property.

DEFINITION 1.5. — Let (A});en be a sequence of natural numbers. An
increasing sequence of natural numbers (b, )nen is said to be a (A;)-Sidon
sequence if the sets of natural numbers J; := ngl[bl + b, b+ bk + 4
are pairwise disjoint.

We now have the following result.

ANNALES DE L’INSTITUT FOURIER



WEAK MIXING AND HYPERCYCLICITY SETS 5

THEOREM 1.6. — Let (b,)nen be an increasing sequence of natural
numbers. Assume that (b,) is (A;)-Sidon, for some sequence (A;) tend-
ing to co. Then, for any infinite set I C N, the set B := {b,;n € N\ I} is
a hypercyclicity set for some non-weakly mixing operator on X = (*(N).

Notice that one cannot hope to use this result to recover Theorem 1.2.
Indeed, it is well known that the rate of growth of any Sidon sequence (b,,)
is at least n? (see [14]). On the other hand, Theorem 1.6 gives a large and
natural class of subsets of N which are hypercyclicity sets for non—weakly
mixing operators, while the set constructed in our proof of Theorem 1.2
seems to be a very peculiar one.

The two above theorems are stated for the space X = ¢*(N), and we are
very far from being able to prove them on any separable Banach space. Yet,
we do have some similar, though less satisfactory results on a rather large
class of Banach spaces. Let us say that a linearly independent sequence
(ei)ien C X is shift-admissible if the forward shift S associated to (e;) is
continuous. Recall that S is the linear map on span{e;; i € N} defined by
S(e;) = eiy1.

THEOREM 1.7. — Let X be a separable Banach space, and assume X
has a normalized unconditional basis which is shift-admissible. Let also
(bn) be an increasing sequence of natural numbers. Assume that (b,) is
(A;)-Sidon, for some nondecreasing sequence (4\;) satistying the follow-
ing property: Y . exp (—(A;)) < oo, where ¢ : (0,00) — (0,00) is a
nondecreasing function such that floo wt(zt) dt < oo. Then, for any infinite
set I C N, the set B := {b,;n € N\ I} is a hypercyclicity set for some

non-weakly mixing operator on X.

For any given € > 0, it is not hard to construct a sequence (b,,) as above
with by = O(k3*¢); see Lemma 3.2 below. Setting I = 2N, we get the
following corollary.

COROLLARY 1.8. — Let the Banach space X be as above. Then, for any
€ > 0 one can find an operator T € L(X) which is (k3*¢)-hypercyclic, but
not weakly mixing.

Since, as we mentionned above, Sidon sequences cannot grow too slowly,
it is very likely that this result does not give the optimal frequency of
hypercyclicity for a non—weakly mixing operator on e.g. ¢o(N) or ¢P(N). It
is quite plausible that one can still go down to 1 + &, as in the ¢! case.
However, we were not able to adapt our proof of Theorem 1.2 to this more
general setting.

TOME 59 (2009), FASCICULE 1



6 Frédéric BAYART & Etienne MATHERON

This paper is organized as follows. In Section 2, we describe our strategy
for proving Theorems 1.2, 1.6 and 1.7. We introduce there the notations and
give some preliminaries which will be useful throughout the whole paper.
Section 3 is devoted to the proofs of Theorems 1.6 and 1.7. Theorem 1.2
is proved in section 4. In Section 5, we give further informations on hyper-
cyclicity sets. In particular, we give a criterion for an operator to admit a
given set as a hypercyclicity set. In Section 6, we prove two results simi-
lar to 1.2 and 1.8 for a class of non-Banach Fréchet spaces. We conclude
the paper by an expository section where we give unified proofs of several
known results related to the Hypercyclicity Criterion.

2. General framework
2.1. The strategy

The following lemma from [3] isolates the basic idea used in [8] and [3]
to check that the operators considered there are not weakly mixing. Here
and in the rest of the paper, we will use the following notations. If T" is a
linear map defined on some vector space Z and if ey € Z, we denote by
K[T]eo the linear span of the vectors T%(eg), i € N. In other words,

K[T]eg = {P(T)ep; P polynomial}.

Using the commutativity of the product of polynomials, it is easily che-
cked that one can unambiguously define a product on K[T|eg by the iden-
tities

(P(T)eo) - (Q(T)eo) = (PQ)(T)eo.

LEMMA 2.1. — Let X be an F-space, and let T € L(X) be hypercyclic
with hypercyclic vector eg. Assume there exists a nonzero linear functional
¢ : K[T)eg — K such that the map (x,y) — ¢(x - y) is continuous on
K[T)eg x K[T]eg. Then T is not weakly mixing.

This lemma is essentially the same as Corollary 2.3 in [3]. Its proof is
not difficult, but it seems unnecessary to give any detail at this point. We
will say a few words on it in section 7.

We can now describe our strategy for proving Theorems 1.2, 1.6 and
1.7. We start with a Banach space X having a normalized, shift-admissible
unconditional basis (e;);en, and we set

coo = span{e;; i € N}.

ANNALES DE L’INSTITUT FOURIER



WEAK MIXING AND HYPERCYCLICITY SETS 7

We denote by || - |1 the *-norm on coo: if z = >, wie; € coo, then
el = 3, lail.

We will define a linear map T : cg9 — ¢gp depending on an increasing
sequence of positive integers (b,), an infinite set I, and a number of addi-
tional parameters. By its very definition, the linear map 7' will satisfy the
following three properties.

(i) span{T(eo); 0 < i < N} =span{e;; 0 <i< N} for all N € N, so
that in particular K[T]eq = ¢gp.
(ii) Each vector z = P(T)ey € K[Teg is in the closure of the set
{Tt(ep); n € I}.
(iii) lim TP (eg) = eo.
neN\I

It follows from (i) and (ii) that the set {T°"(eg); n € N} is dense in
X. Hence, as soon as the linear map T has been shown to be continuous,
it extends to an operator on X (still denoted by T') which is hypercyclic
with hypercyclic vector eg. Then property (iii) implies that the set B =
{bn; n € N\ I} is a hypercyclicity set for T

The strategy is now clear. To prove Theorems 1.6 and 1.7, we will show
that, under the assumptions on (b,,) stated therein and given the infinite
set I, it is possible to choose the parameters involved in the definition of T’
in such a way that T is continuous, and one can define a linear functional
¢ satisfying the continuity property of Lemma 2.1. To prove Theorem 1.2,
we will show that given the sequence (my), one can choose the sequence
(bn), the infinite set I and the other parameters in such a way that T is
continuous, the linear functional ¢ can be constructed, and the increasing
enumeration of any cofinite subset of B does not grow faster than the
sequence (myg).

2.2. The parameters

The parameters involved in the construction of T" are the following;:

an increasing sequence of integers b = (b, )nen, with by = 0;
an infinite set I C N, with 0 € [;
a sequence of polynomials P = (P,)nen, with Py = 0;

a nondecreasing sequence of positive numbers a = (a,,) tending to
o0, with ag = 1;
e a nondecreasing sequence of positive numbers (w(%));>1.

We will always assume that the following properties hold.

TOME 59 (2009), FASCICULE 1



8 Frédéric BAYART & Etienne MATHERON

e P, =1forall n € N\I, and the sequence (P,),cs enumerates (not
in a 1-1 way) the set of all polynomials with coefficients in some
fixed countable dense set Q C K.

e Setting d,, := deg(P,,), we have d,, < b, for all n.

e The sequence (w(i)) has the form

wli) = K(1- €(0).
where K > 4 and (£(7));>1 is a nonincreasing sequence of positive
numbers tending to 0, with 0 < £(7) < % for all 4. In particular, we
have 2 < & < w(i) < K for all i.
If P is a polynomial, we denote by |P|; the sum of the moduli of its
coefficients.

2.3. The operator T

Since deg(P,) < b, for all n, there is a uniquely defined linear map
T : cop — coo satisfying the following properties:

T(el) = ’IU(’L + 1)6i+1 if1 € Un>1[bn,1, bn — 2]7
1

Thn (e0) = Pn(T)eg + —ep, for all m.
an

A simple computation shows that one can write

(2.1) T(ep,-1) = €nep, + fn,
where
Gp—1
2.2 -
(2:2) c apW(bp—1 + 1) w(b, — 1)
and
(2.3) fu= (Pa(T)eo — TP ~*n=1P,_1(T)ep) .

w(bp—1+ 1) -w(b, — 1)

Since d,, < b, and d,—1 < b,_1, the vector f, is supported on [0,b,).
Thus, the operator T satisfies property (i) stated above when describing
our strategy. Moreover, (ii) and (iii) are also satisfied by definition of T,
thanks to the assumptions made on the sequence (P,). The next lemma
will be our main tool for checking the continuity of T'. We set

Dn = bn - bn—l-

LEMMA 2.2. — The following properties hold.
(a) e, <1 for all n € N*.

ANNALES DE L’INSTITUT FOURIER



WEAK MIXING AND HYPERCYCLICITY SETS 9
(b) If n € N* and if || fx|l1 <1 for all k < n, then

||an1 < C’ﬂ(Kv a7P) (K/2)_D

+ exp <_ nz_ (€(i+dn71) _f(i+bnl)>>‘|7

i=1

where C,,(K,a, P) = K™ax(dndn-1)+1q, | (|P,|; + |Pa_1]1) -

Proof. — Part (a) is obvious. To prove (b), let us fix n and assume
[l fxll1 <1 for all £ < n. For each j € N, set E; := span(ey,...,e;). Since
the sequence (w(i)) is nondecreasing and w(i) > 2 for all 4, it follows from
our assumption that if j < b, and « € E;, one has ||Tz|: < w(j + 1)||z|:.
From this, we deduce that

J

177 (eo)l1 < H

for all j < b,. Looking at (2.3), this gives the inequality

[T, w(i)
I falle < lan—1][Palt =55
Hz 1 w(l + bnfl)

Dy +dp— .
[Ty " w(i)
+lan—1|[Pn-1l1 Dn—1_ . ’
[LZ7 w(i+bn-a)

Since K/2 < w(i) < K for all 4, the first term in the right-hand side of
this inequality is not greater than

Kdn
e |@n—1| | Pal1 ;
eyt Il Pl
and the second term does not exceed

D,—1 .
rr 1—&(i+dn-1)
Kdn—1+1 1| | P ‘—"7
|an—1]|Poala E T

as can be seen by writing the product in the numerator as

D, —1 dn—1
[T wi+duor) x w(Dn +dnoy) x [ w(i)
i=1 =1

Taking the logarithm of the last product, using the inequality

1—w
log| — | <u—w
1—u

(0 € u < v < 1) and adding the two estimates, we get (b). O

TOME 59 (2009), FASCICULE 1



10 Frédéric BAYART & Etienne MATHERON
2.4. The linear functional

Unlike the operator T, the linear functional ¢ we are looking for is not
necessarily well-defined from the very beginning. What we need is a linear
functional satisfying some special recurrence properties, which may very
well be incompatible with each other. The precise definition is as follows.

DEFINITION 2.3. — Let A = ((AY)en, (A})ien) be a pair of sequences
of natural numbers, with A§ = 0. For each | € N, set

J; = [bl,bl +A?] U U [bl + br , by —I—bk—l—All].
1<kl
We will say that a linear functional ¢ : K[T]ep — K is A-compatible if it
has the following properties: ¢(eq) = 1, ¢(T'eq) = 0 for all i € (0,b;), and

i v o(P(D)T " ey) ifi€J; for some 1> 1;
¢(T"eo) = { 0 otherwise.

Notice that there is at most one A-compatible linear functional. This
allows to speak of the A-compatible linear functional, even though it is
perhaps not well-defined. The existence of this linear functional will depend
on the properties of the sequence (b,,). However, we can still list some of
its properties assuming it is indeed well-defined. This is the content of the
next lemma.

LEMMA 2.4. — Let A = ((AY), (A})) be a pair of sequences of natural
numbers with A} = 0, and assume the A-compatible linear functional
¢ is well-defined. For each | € N, set A; = min(A?, A}). Assume that
dy, := deg(Py) < A;/2 whenever 0 < k < I, and that max(AY, A}) 4+ 2d; <
min(b;, bj41 — b;) for all I > 1. Then the following holds for max(1,k) < !
and p = by +u € [br,bry1), ¢ = b +v € [by,by1).

(a) ¢(ep-eq) =0ifu+v < %.

M;(b,a,P
(b) lo(ep - eq)| < W ifu+wv> %, where
2b41
M;(b,a,P) = 4af H max(1,|P;[1)*.
j=1

Proof. — By definition of T, we have
- arap
P lon + 1) w(bp + wyw(by + 1) w(by + o) WG

where

Y(ke,u)(Lv) = (Tb — P(T)) (TP — Pp(T)) T eq.

ANNALES DE L’INSTITUT FOURIER
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Assume u+v < %. Then z := T T%+?¢y is supported on [by , b;ﬁ—%] C
Ji — b and 2’ := Py(T)T"* e is supported on [0,dx + 5] C [0,4] C
J; — b;. By assumption on ¢, it follows that ¢((T% — P/(T))z) = 0 =
#((T* — P(T))z"), which gives (a).

We now turn to part (b). Notice that we have Jg = {0}.

CLAIM 2.5. — For any [ > 0, we have

sup |o(T"(eo)) Hmax 1, |Pj|1)?
i€J;

Proof of Claim 2.5. — This is done by induction on [. The statement
holds for I = 0. Assume this has been proved for all I’ < [, and let : € J;.
It is easy to check that

|6(T" (e0))| < [P mcnax  |o(T™ (o))l

Now, if m < i — b, + d;, then m < b + max(A?, A}) 4 d; < b4y because
1€ J; and max(A?, A})+d; < biy1—by. Hence, we have either ¢(T"™ep) = 0
or m € Jy for some I’ < 1. If m € {J, ., Jr, the induction hypothesis gives
|p(T™ (e0))| < [1;; max(l, |Pj|1)2. If m € J;, then

™ < |P 77
BT ()| < IPh_max | |6(T7 (o))
< |Pl|1 Hmax(l, |Pj|1)2 )
i<l
where the second inequality follows from the induction hypothesis, since
m—>b+d; <i—2b+2d; < max(A?, All) +2d; < b;. In either case, we get

the required estimate for |¢(T%(eo))|. O
2b;+1
CrLAM 2.6. — We have |¢(y(k,u)(1,0))] < 4 H max(1,|P;|;)*
3=0

Proof of Claim 2.6. — This follows directly from Claim 2.5 using the

inequalities
|t — Po)(t" = Py L+ |Pef1) (1 + |Pil)

<
< 4max(1,|Pgl1) max(1,|P1)

and
b + by +u+v < 2041 < bap,, -
O
The estimate (b) in 2.4 is now an immediate consequence of Claim 2.6.
O

TOME 59 (2009), FASCICULE 1



12 Frédéric BAYART & Etienne MATHERON

Remark. — The above proof also gives the following estimate, which
will be useful in Section 6. Set i(l) := min{é; bj41 —b; > %}. futov > %,
then

Ml(b7aaP)
|p(ep - eq)] < W :
Indeed, one has either u > % or v > %, whereas u < bg41 — b and

v < bl+1 —b.

3. Strong Sidon sequences
3.1. What has to be done ?

In this section, we prove Theorems 1.6 and 1.7. So we start with a se-
quence (by,) which is (A;)-Sidon and with an infinite set I C N. Without
loss of generality, we may assume that by =0 = Ay and 0 € I.

Having fixed (b,,) and I, we have at hand a linear map T : co9 — coo
depending on several parameters. Our goal is to show that, in each of the
two considered cases, one can choose these parameters in such a way that
T is continuous, and a linear functional ¢ : K[T]ey — K with the required
continuity property can be constructed.

By assumption, the sets J; = ngl[bl + by, b + by + Ay] are pairwise
disjoint. Setting A := ((4;), (A;)), it follows that, whatever the choice of
the parameters may be, the A-compatible linear functional ¢ : K[T]ey — K
is well-defined. Thus, it remains to show that if the parameters are suitably
chosen, then T is continuous and the map (z,y) — ¢(z-y) is continuous on
K[Tleo x K[T]eg. With the notations of Lemmas 2.2 and 2.4, it is enough
to ensure:

e in the (!-case, that the sequence (||fn|/1)n>1 is bounded as well as
the double sequence (d(ep - €4))p gen;

e in the “general’ case, that 37" [|fulli < 00 and 3 [é(e, - eq)| <
0.

Indeed, the operator T' has the form
T=R+L,

where R is a forward shift with bounded weights, and L is defined on cgg
by
L (z ) Y h.
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Since the basis (e;) is shift-admissible and unconditional, the operator
R is continuous. And since (e;) is normalized, it is readily seen that the
operator L is continuous if the appropriate condition on (f,) is satisfied.
Likewise, the bilinear map (z,y) — ¢(x-y) is continuous if the correspond-
ing condition on (¢(ey - €4)) is fulfilled.

3.2. Proof of Theorem 1.6

We first isolate a lemma ensuring the continuity of 7" on ¢!(N). This
lemma will also be needed in section 4.

LEMMA 3.1. — Assume that b, —b,_1 — 00, and that lim;_,, i [£(2i) —
£€(3i)] = oo. Then one can find a sequence (u,,) tending to oo such that the
following holds: whenever the sequences (P,) and (a,) are chosen in such
a way that a, < up, d, < u, and |P,|1 < u, for all n € N, it follows that
T is continuous on ¢*(N).

Proof. — We first choose another sequence (15n) tending to infinity and
such that D, < mln( n=l b, —b,_1) for all n > 1.

Assume that the sequence of polynomials (P,) satisfies d,,—1 < l~)n for all
n > 1. With the notations of Lemma 2.2 and since D,, := b,, —b,,_1 > l~)n,
we have

ot

Dn_l mn

1

=1 i

By assumption on &, it follows that
71_1

nhﬁrrolO Z E(i+dp—1)—E(i+by—1)) =00.

By Lemma 2.2, it is now clear that since K > 2, one can find a sequence
(up) tending to co such that the following holds: whenever the sequences
(P,) and (a,) are chosen in such a way that a, < un, d, < u, and
|Pnl1 < uy for all n € N, it follows that || f,,|l1 < 1 for any n. O

Remark. — The conclusion of Lemma 3.1 does not hold if b,, — b,,_1
does not go to oco. Indeed, if b,, — b,,—1 < C along some increasing sequence
(nk) and if we choose (P,) in such a way that P,, =1 and P,, ;1 = 0 for

all k, then we get || f,, |1 = 541, whence limsup || f, | = oo
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14 Frédéric BAYART & Etienne MATHERON

Proof of Theorem 1.6. — First observe that since (b,,) is (A;)-Sidon, we
have b, — b,—1 > A, for all n > 1, so that b, — b,_1 goes to infinity.
Thus, we may call on the previous lemma to get that T is continuous,
provided (a,,) and (P,,) are suitably controlled by some sequence (u,,) and
eg. &(i) = 2%/;

With the notations of Lemma 2.4 and since A; — 00, one can choose
the sequences (a,) and (P,) in such a way that deg(Py) < A; whenever
k <l and M(a,b,P) < 22/2 for all | > 1; and of course, this choice can
be made consistently with the above control by the sequence (uy). Since
K > 4, it follows that the double sequence (¢(e, - €4)) is bounded. This
concludes the proof of 1.6. O

3.3. Proof of Theorem 1.7

Since (by,) is (4;)-Sidon, we have D,, := b, — b,—1 > A,_1 for all n >
1. Moreover, replacing A; by A; = mm(Al, l]) and ¥(t) by 1/;(t) =
max(¢(t), V1) if necessary, we may also assume that A,,_; < b”:; L for all

n > 1. Then, exactly as in the proof of Theorem 1.6, we get the estimate

D,—1

D (EGFdum1) =€+ b)) = Aot X (E285-1) = €(3Au-1)).

i=1
Now, we choose a continuous decreasing function & : (0,00) — (0,00)
such that 0 < £(t) < § for all t and

o [T,

for large enough ¢. Since v is nondecreasing, we have

3An—1 s
EQ2AL_1) —&(BAL_1) = 6/ ¥(s/2)

2
20,1 s

1 1
> _
= 6"/1(An71) X (2An—1 3An—1>

ds

for large enough n, hence
D, —1

D (€l +dn1) = £(i+bo1)) = P(Apoi)

i=1

Moreover, we have foo ws 2 ds > Et) for all £ > 1, so that ¥ (t) = o(t) as
t — oo. Consequently, we have > ;% ¢®» < oo for any ¢ € (0,1), and hence
377 ¢Pn < 0o. By Lemma 2.2 and since K > 2, it follows that one can find
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WEAK MIXING AND HYPERCYCLICITY SETS 15

some sequence (u,) tending to oo such that Y% ||fn|l1 < oo whenever the
sequences (ay) and (P,) are controlled by (u,) as in Lemma 3.1.

Finally, we show that ¢ has the required continuity property if the pa-
rameters are suitably chosen. Since A; clearly goes to infinity, one can
assume that deg(Py) < A;/2 whenever k < [, consistently with the control
by the sequence (u,). Applying Lemma 2.4, we get

K\ ~utv)
Sl < 23S MiabP) Y (2)

k>0 1>k utv> AL

< 2> > M(a,bP) > (j+1)x ([;)_J

k>0 1>k i>A

< CY D Mf(a,b,P) (f) o

k>0 1>k

for some absolute constant C' < co. Hence, we get

Siotey et < (X (5) ) (S amanr (5) 7))

k>0 1>0

where we have used the fact that the sequence (4;) is nondecreasing. Now,
fix ¢ € (0,1). We observed above that Y ,° cAn < 00, s0 one can always
choose the sequences (P,) and (a,,) in such a way that >, , M(a, b, P)c™
< 00, consistently with the control by the sequence (u,,). It follows that if
K > 4¢™*, then one can ensure ) |d(ep - eq)] < o0

3.4. The greedy algorithm

If we want Theorems 1.6 and 1.7 to be meaningful, we certainly have to
exhibit some (4A;)-Sidon sequences. We use a variant of the naive greedy
algorithm for Sidon sequences (see [14]), which yields immediately Corol-
lary 1.8.

LEMMA 3.2. — Let € > 0 be given. If 0 < a < §, then one can find
an increasing sequence of natural numbers (b, )neny With by = 0, which is
([1%])-Sidon and such that b, = O(n3*¢).
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16 Frédéric BAYART & Etienne MATHERON

Proof. — Let by = 0. We build the sequence (b,,) by setting for n > 1:
Ay i={br+b+u—(bm+v); E<I<n—-1,u<[l*], m<n—-1,

v < [n%},
B, ={bp+b+u—v; k<I<n-1, u<[l?,v<[n%}, and

by, := min (N\(An U %Bn))

By its very definition, the sequence (b,) is increasing and ([I*])-Sidon.
Indeed, suppose that an equality b, + b,, + v = b; + bx + u holds, with
m<n, k<l<n—1and u < [l?], v < [n?]. Then if m < n, this equality is
impossible because b, ¢ A,; and if m = n, this is also impossible because

%, ¢ B.
Moreover, since §A4,, < n® x (1 + [n%])? and £B,, < n? x (1 + [n?])? for
all n, we have b, = O(n37¢). O

Remark 3.3. — The best known admissible upper bound for the growth
of a Sidon sequence is O(nﬁ%) for any £ > 0; this is due to I. Rusza
[16]. One could try to adapt his method for getting a better bound for
(A;)-Sidon sequences, but as we already mentionned, this approach would
most likely not give the best frequency of hypercyclicity on e.g. ¢o(N) or

(P (N).

Remark 3.4. — In addition, one can also require that b, > n3+¢ for all
n: just set Cy, == [0,n>*¢) and b, = min (N\ (4, U 1B, UC,)). This will
be needed in section 6.

3.5. Comparison with the operator defined in [3]

The operator T has formally the same definition as the one introduced in
[3], except that in the present paper we allow the weights w () to vary, while
in [3] we had w(i) = 2 for all i. However, there is an important difference
in the proof of continuity. In [3], the sequences (F,) and (a,) were fixed,
and we were able to prove the continuity of T' provided (b,,) was sufficiently
fast increasing. Here, the rule of the game is that the sequence (b,,) is given
a priori. Then we try to choose (P,) and (a,) in such a way that T is
continuous. In spite of this, the proof of continuity given in the present
paper (in particular that of Lemma 3.1) is rather less technical than the
corresponding one in [3], because one can take advantage of the freedom
allowed on the weights w(i).
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WEAK MIXING AND HYPERCYCLICITY SETS 17
4. The optimal frequency of hypercyclicity on /!(N)
4.1. The sequence (b,)

The aim of this section is to prove Theorem 1.2. So we fix an increasing
sequence of natural numbers (my) such that limy . % = oo. We will
first define the increasing sequence (b,) and the infinite set I C N, and
then show that the other parameters involved in the definition of T' can be
suitably chosen.

LEMMA 4.1. — Let (gp)pen be an increasing sequence of natural num-
bers with qo = 0, and set I := {qp; p € N}. If the sequence (qp)p>1 is
sufficiently fast increasing, then one can construct an increasing sequence
of natural numbers (b, )nen such that:

(1) bo=0=qo;
(2) bpy1 = 4b, if n=gq,—1 or g, for somep > 1;
(3) the following congruences modulo 3 hold:

bp =0 (mod3) forall neN\T
by, =1 (mod3) forall p>1;

(4) for each p, the following congruences modulo 2P+ hold:

by, =27 (mod2°¥1) ifp>1
b, =0 (mod2P™!) whenever n > g, > 0;

(5) bgk = O(mk)

Proof. — By the Chinese Remainder Theorem, one can construct in-
ductively a sequence (b,,) satisfying properties (1), ..., (4) above and the
following additional requirements: b,, < 4by,—1 + C, for all p > 1, and
bg,+j < 4bg, +Cpjif p > 0and 1 < j < gpy1—qp— 1, where €, = 3 x 2PF1,
Then b, < Apry + Bpryk for all k € N, where the sequences (A,), (B,) are
independent of (g,) and (b,), and p(k) = max{p; g, < k}. Since = — oo,
we conclude that (5) is satisfied if the sequence (g,) is sufficiently fast
increasing. (|

4.2. The A-compatible linear functional
From now on, we fix a fast increasing sequence of natural numbers (g, ) pen

with go = 0, and a sequence (b,,) satisfying properties (1), ..., (5) stated in
Lemma 4.1. As in 4.1, we set I = {g,; p € N}. At this point, the situation

TOME 59 (2009), FASCICULE 1



18 Frédéric BAYART & Etienne MATHERON

is rather more complicated than for Theorems 1.6 and 1.7: since (b,,) is not
at all a Sidon sequence, there is a priori no reason why any A-compatible
linear functional should be well-defined. But since P, is often equal to 1
and because the by, ’s are well identified and separated in the sequence (b,,),
one can overcome this difficulty. This is the content of the next lemma.

LEMMA 4.2. — One can find a pair A of nondecreasing sequences of
natural numbers tending to oo such that the A-compatible linear functional
¢ is well-defined.

Proof. — Let (a(r))ren and (8(r))reny be two increasing sequences of
natural numbers satisfying the following properties:
e (0) = 0= p(0);
o [(r— 1) a(r) < B(r) for all r > 1;
o 3(r) = b, :==0(r) and 2°0) > r 4 by, |
We define the two sequences (AY) and (A}) as follows:
{ AY=r if l€lgy.qp1) and p€a(r),a(r+1)
Ap=r if 1€lg,qp+1) and p € [B(r),B(r+1))
Observe that A} < A? (since S(r
sequences (by), (¢5), (a(r)) and (5(r)

With the usual notation

J; = [bl,bl+A?]U U [bl+bk7bl+bk+All]7
1<kl

for all r.

a(r)) and A? < b, because the
are increasing.

) =
)

we have to show that it is possible to define ¢(T%(eg)) for all i € N in such
a way that ¢(eg) = 1, ¢(T%(eg)) = 0 for i € (0,b;) and

$(T"(eo)) = S(P(T)T" " ep)

whenever ¢ € J; for some [ > 1

We prove that by induction on 4. There is nothing to do if i < b1, so let
us fix i > by, and assume ¢(T7(eg)) has been consistently defined for all
j < i. We have to show that if ¢ belongs to several sets J;, then the possible
definitions of ¢(T%(eg)) coincide. In other words, we need to check that if
1 <1 <! and i can be written as

bi+b,+tu=i=0by +by +v,

where k < I, ¥ <1’ and u < A;ni“(k’l), v < Aﬁ‘in(k ’1), then the “compati-
bility equation”

S(PT)T**eg) = ¢(Pr(T)T* *eq)
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is satisfied (the two terms of this equation are well-defined since deg(P;) <
by and deg(Py) < byr). Let us fix two such triples (I, k,u) and (I', k', v).

FACT 4.3. — There exists some integer p € N such that ,l' € (g, , gp+1)-
In particular, both | and I’ belong to N'\ I.

Proof of Fact 4.3. — Otherwise, one can find an integer m > 1 such that
either | < ¢, <1 or I < gy, < U'. In any case, property (2) of Lemma 4.1
gives by > 4b;, whence by > b; + by + u because by < b; and u < A? < by
Thus, the equation b; + by, + u = b;r + by + v cannot be satisfied. O

Since P, =1 for all n € N\ I, it follows from Fact 4.3 that the compat-
ibility equation can now be rewritten as

B(T" ¥ eg) = (T Tep) .

FACT 4.4. — Let 7 € N be defined by p € [3(r),3(r + 1)). Then A} =
r:All,,andA?:A?, <r+1.

This is obvious by the definition of A! and since a(r +2) > B(r +1). O

Fact 4.5. — We have by, — by > b
q9(r)-

qo(ry- 1N particular, k > k' and k >

Proof of Fact 4.5. — By Fact 4.4, we have by — by > by — by —u >
by —b,—r — 1. Moreover, since ¢, < ! < I, it follows from (4) in Lemma 4.1
that by — b; is a nonzero multiple of 2Pt whence by — b; > 28+ >
14 by 0

We now distinguish two cases.

Case 1. k' > qqa(r)-

In that case, k and &’ are both nonzero, so that u,v < r by Fact 4.4.
From the equation b; + by, + u = by + by + v, Fact 4.5 and property (4) in
Lemma 4.1, we get

uw=v mod2*M+!,

Since |u — v| < 7 and 2%+ > p it follows that u = v, hence b, +
by, = by + by,. Now 1,1’ does not belong to I and Lemma 4.1 ensures that
by = byr (mod3). By Lemma 4.1 again and since k, k' # 0, this implies
that either k and &’ both belong to I, or they both belong to N\ I. If
k., k' € I, then k = ¢, and k¥’ = g/, where 0 < m’ < m < p. Applying 4.1
once more, we get by, by, by, =0 (mod 2™ 1) and by = 2 (mod 2 +1),
which is impossible since b; + b, = by + bys. Thus, k and &’ both belong
to N'\ I, whence P, = 1 = Py/. Moreover, since k > k' > qq(-), we have
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20 Frédéric BAYART & Etienne MATHERON

AV A9, > r, and since u, v < r, it follows that by +u € J; and by +v € Jyr.
Therefore, we get by the induction hypothesis

BT eq) = G(T"eo) = (T"e0) = ST *ey).

Case 2. k' < qo(r)-

Since I,1" > qg(y), we have b;,b; = 0 (mod 28(M+1): and since k > Qo (r)
by Fact 4.5, we have by =0 (mod 29(T)+1). From the equation b; + by +u =
bir + by + v and since B(r),0(r) > by,,,, it follows that

u = by +v (mod 2bq““)+1) .
But by < by, and u,v < 7+ 1 < by, + 1, so that b + v —u| <
oy T 1< 9baa i T, Therefore, we have in fact u = by + v.
Looking at the equation b; + by, = by modulo 3, we see that k € N\ I,
whence Py, = 1. Moreover, since k > qg() 2 qa(r), We have A > r. Finally,

2b

since k is nonzero, we have u < All, i.e. u < r by Fact 4.4. Hence u < A%
so that u € Jy. Therefore, we get

(T T ep) = (T eq) = (T Teq) .
This concludes the proof of Lemma 4.2 O

4.3. Proof of Theorem 1.2

The sequence (b,,) clearly satisfies lim,,— oo (b, — bp—1) = 00, and we
have just proved that one can find some pair A of nondecreasing sequences
tending to oo such that the A-compatible linear functional ¢ is well-defined.
Since we are working on £ (N), we can then use Lemmas 3.1 and 2.4 exactly
as in the proof of Theorem 1.6 to conclude that for a suitable choice of
parameters, the operator T extends to a continuous, non—weakly-mixing
operator on X for which the set B = {b,; n € N\ I} is a hypercyclicity
set.

The only point that remains to be checked is that the increasing enu-
meration of any cofinite subset of B does not grow faster than (my). But
such an enumeration has the form (b;, ), where ji < 2k for large k if the
sequence (gp) is sufficiently fast increasing. Thus, the result is clear since
we know that bop = O(my,).

5. More on hypercyclicity sets

In this section, we collect some further results on hypercyclicity sets.
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5.1. A criterion for B-hypercyclicity

In the spirit of [2, Thm 2.1] and [5, Thm 2.1], one can give a criterion for
an operator to admit a given set B C N as a hypercyclicity set. Our setting
is a separable F-space X endowed with a translation-invariant metric d.
For notational simplicity, we set ||z| := d(z,0).

THEOREM 5.1. — Let (b,) be an increasing sequence of integers such
that byy1 — by, — 00, and let T € £(X). Assume that there exist a dense
set D C X and a map S : D — D such that:

(1) lim  sup ||Zk6JTb’bk )| =0 for all z € D;

71— 00 ]C[ K
(2) for any x 6 D and every € > 0, one can find A = A(z,e) > 0 such
that whenever i < j < j' and bj —b; = A, one has

Z SU=bi ()| < g

JSkG’
(3) TS(z) = for all x € D.
Then B = {b,; n € N} is a hypercyclicity set for T

Proof. — The operator T is hypercyclic, because it satisfies the hyper-
cyclicity criterion with respect to the sequence (br11 — bi). Let us fix a
vector z € HC(T). To show that B is a hypercyclicity set for T, it is
enough to find some vector x € X such that T% (z) — 2.

First, we note that, replacing b,, by b, — by and z by T%(z), which is
also a hypercyclic vector for 7', we may and do assume that by = 0.

Let (zp)pen be a sequence in D such that ||z, — 2| < 277 for all p. Then,
let us choose an increasing sequence of integers (i,) such that

k>i, = by —by_1 > A(zp,27P);

Z sup

a=1 JC[0,i)

< 27P

b0 (zq)

keJ

Finally, let us deﬁne a sequence (yx)ken by putting yi := x, for k €
[ip,ip+1), and set z := Z SP (). This series is indeed convergent, because

ifi, <j<j’, thenwegetby()

Z Sbk yk Z Z Sbk*bo(mq) <2*P+1.

J<k<y q=P ||[igsiq+1)N[4,5"]
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Ifi e Nand i) <@ < ipt1, then

> T

k<i

T (z) — 2| < +27P +

>8P ()

k>i

The first term in the right-hand side is easily controlled by

P

S DY T ()| <27

a=1||[iq sig+1/0)

For the third term, we write

Y sy H > SU ()
P

k>i (#,00)N[ig,ig+1)

a=
< 27P.

Thus, we have shown that T%(z) — 2z as i — oo, which concludes the
proof. O

COROLLARY 5.2. — Let T' € £(X). Assume there exist D C X dense
and S : D — D satisfying, for any x € D:
(1) Xpzo 1T ]| < +00;
(2) Xnzo 15 2] < +oo;
(3) TS(z) ==
Then any sequence (b,,) such that b, 11 — b, — oo defines a hypercyclicity
set for T.

Observe that an operator which satisfies the previous assumptions is in
fact frequently hypercyclic (see [2, Theorem 2.1]). Notice also that even in
that case, one must assume that b, 1 — b, — 00; see Theorem 5.4 below.

Example 5.3. — Let B be the Bergman backward shift. For any é > 0,
the set B; := {[n'™%]; n € N} is a hypercyclicity set for B. Yet, B is not
frequently hypercyclic.

Proof. — The operator B can be defined as the backward shift on £2(N)
with weights w; = \/; That is, B(eg) = 0 and B(e;) = w;e;—1 for
any i > 1, where (e;) is the canonical basis of £2(N). It is proved in [2,
Example 2.9] that B is not frequently hypercyclic. We fix § > 0, and we
apply 5.1 to show that B is a hypercyclicity set for B.

The operator S will be the forward shift defined by S(e;) = —— T Citl
and we take as D the set of finitely supported sequences cgg. Since D =
U,hen Ker(B™), condition (1) in Theorem 5.1 is clearly satisfied, so we just
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have to prove that (2) holds for any = € D. We do that for z = eq, the
proof for an arbitrary x € D being the same.

Since wy ---w, = Vn+1, we have S"(eg) = /735
Thus, we must show that for any € > 0, there exists A > 0 such that,
whenever 4,7 € N and [j1+9] — [i179] > A, one has

e, for all n > 1.

1
2 -] <

k>j

This follows from the elementary result

jl}ﬂo Z k1+5 i 0.

To obtain that, we write

j(1+5)m
. e =L 2 e
k>j k>j m>0
1 i dt
(1+8)m
< Z:OJ < (j + 1)A+)(m+1D) Jr/j+1 t(1+6)(m+1)>
_ 1 Z S\ (1+8)m
\(j+1)1+6_j1+5 5 >0m+1 ]+1
1 log (j +1)
< = . 2 =
G s — e s

5.2. Which sets are hypercyclicity sets

Using Theorem 5.1, it is now very easy to determine which sets of nat-
ural numbers can be hypercyclicity sets for some (perhaps weakly mixing)
operator.

THEOREM 5.4. — Let B be an infinite subset of N, and let (b,,) be the
increasing enumeration of B. The following are equivalent.
(1) B is a hypercyclicity set for some F-space operator.
(2) B is a hypercyclicity set for T = 2B, where B is the usual backward
shift on £2(N).
(3) limy—oo(brt1 — by) = 0.
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Proof. — That (3) implies (2) follows Corollary 5.2, so it remains to
show that (1) implies (3). Assume that B is a hypercyclicity set for some
operator T' € L£(X), and that b; 11 — b; < M for some finite constant M
and infinitely many j. Choose x € X such that each set N(z, V) contains
a translate of some cofinite subset of B. Then x cannot be a periodic point
for T, so one can find a neighbourhood U of z such that T"(U)NU = &
for r = 0,...,M. By the choice of x, there exist a,jo € N such that
TbFe(z) € U for all j > jo. Writing bj41 — bj = (a + bj41) — (a + by), it
follows that T%+1=% (U) N U # @ for any j > jo. Since bj11 — b; < M for
infinitely many j, this contradicts the choice of U. g

5.3. Weak mixing and difference sets

By Theorem 5.4, being a hypercyclicity set for some operator T is just
a matter of growth. On the other hand, as we already observed in the very
beginning of the paper, the situation is quite different if one requires 7' to
be non-weakly mixing. We restate here the result from [13] mentionned in
the introduction. Recall that an infinite set of natural numbers N is said
to be syndetic (or to have bounded gaps) if there exists some fixed K > 0
such that N meets each interval of length K; equivalently, if N can be
enumerated as an increasing sequence (ny) with supy(ng+1 — ngk) < oo.

PROPOSITION 5.5. — Let T € £(X). Assume one can find x € X such
that for every nonempty open set V. C X, the difference set N(z, V) —
N(z, V) is syndetic. Then T is weakly mixing.

As an immediate consequence, we get:

COROLLARY 5.6. — Let B be an infinite subset of N whose difference
set B — B is syndetic. Then B cannot be a hypercyclicity set for any non—
weakly mixing operator.

This clearly illustrate the well-established fact weak mixing is closely
related to arithmetical properties of sets of integers. It also points out that
the operator constructed in Section 2 can be weakly mixing. Indeed, if we
take X = (}(N), b, = n? and I = 2N, then we can arrange (P,) and
(a,) so that T is a continuous hypercyclic operator with ((2n + 1)?) as a
hypercyclicity sequence. From Corollary 5.6, we deduce that T is weakly
mixing.
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6. Some non-Banach examples

Tt is proved in [3] that hypercyclic non—weakly mixing operators can be
constructed on the space of entire functions H(C). We were not able to
show that Theorem 1.2 holds in H(C). However, we will now show that our
methods still give some results in a Fréchet space setting.

We will consider sequences spaces of the form

o0
Xy = {x =(2:) €K, Vr 20 No(a) =Y w(i)|zi] < oo} :
i=0
where w = (w(4));en is an increasing sequence of positive numbers tending
to co. The space Xy, is endowed with the topology generated by the norms
N, r > 0.

For example, the space of entire functions H(C) can be identified with
the space Xy where w(i) = €’; and if we take w(i) = i+ 1, then we get the
space

A®(T) := H(D)NC>(T).
As usual, we denote by (e;);en the canonical basis of Xy, and by ¢gp the
linear span of the e;’s. The next lemma shows that, as far as the continuity

of linear or bilinear maps is concerned, the space Xy, behaves more or less
like /}(N).
LEMMA 6.1. — Let cog9 be equipped with the topology induced by X.
(a) Let R : coo — coo be a linear map such that R(e;) € span{e;; j < i}
for all i € N. If the sequence (R(e;)) is || - ||1-bounded, then R is
continuous.

(b) If B : coo X coo — K is a bilinear functional such that the double
sequence (B(ep, eq)) is bounded, then B is continuous.

Proof. — Part (b) is obvious because B is continuous with respect to
the the ¢*-norm and || - ||; = No. To prove (a), observe that since the
sequence w is increasing, we have N,.(z) < w(i)"||z||1 for each i € N and all
z € span{e;; j < i}. Setting C' := sup;, || R(e;)||1, it follows that N, (R(z)) <
C N,(z) for each r and all x € cqp. |

From now on, we will only consider sequences w such that sup,cy wg(t)l)

< o0o. This property ensures that the forward shift S with weight sequence
(w(i));>1 is continuous on X,,. Recall that S is the linear map defined on
cop by the identities S(e;) = w(i+ 1)e;11.

In the present setting, the “linear map with parameters” T : coo — coo
is still well-defined, but there are two important changes. The first one is
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that the space on which T is supposed to act becomes itself a parameter,
since it is defined by the sequence w; and of course, w(i) has no longer
the form K (1 — £(4)). The second change is that, since we require a%ebn
to tend to 0 for the topology of X, the sequence (a,) can no longer be

chosen independently of b,,. We will assume that (a,) has the form
an = cw(by)™,

for some constant ¢ > 0 and some nondecreasing sequence of natural num-
bers (r,,) tending to oo.

In view of Lemma 6.1, all we have to do if we want to show that T" extends
to a non-weakly mixing operator on Xy having B := {b,; n € N\ [} as a
hypercyclicity set, is to check that (i) the sequence (f,,) is || - ||1-bounded;
and (ii) one can construct as usual a linear functional ¢ such that the
double sequence ((¢(ep - €4)) is bounded.

PROPOSITION 6.2. — Let (my) be an increasing sequence of natural
numbers such that my/k — oo. If the sequence w is sufficiently slowly in-
creasing, then there exists a non—weakly mixing, (my,)-hypercyclic operator
on X .

Proof. — Let (b,,) and I = {gp; p € N} be the increasing sequence of
integers and the infinite set given by Lemma 4.1. Let also A = ((A?), (A}))
be the pair of nondecreasing sequences of natural numbers given by Lem-
ma 4.2. We show that if the sequences (|P,|1), (d,) and (r,) are suitably
controlled, then our operator T and the map (z,y) — ¢(z - y) are continu-
ous.

The proof of Lemma 2.2 has shown that if n € N and || fx||1 < 1 for all
k < n, then (with the usual notation D,, = b,, — b,,—1)

ITi, w(i)

d,,— .

12 w(i)
1 fullt < lan—1]|Pals ==t + [an]|Poor |1 == — :
T ik b)) T T (i ba)

Assume that b,_1 > d,,. Then, since a,_1 = cw(b,_1)"™~* and since w
is increasing, the first term I in the right-hand side of the above inequality

is not greater than
¢ |Pn|1w(bn71)_(Dn_1_7‘n—1—dn) )
To estimate the second term II, we write it as

w(by)™ T2 w(i) 1

C|P _1|1 — — — — — .
I w() TIZT w4 b)) T e wi(i)
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We know that w is increasing with w(i+1) < Cw(i) for some fixed constant
C < oo. Thus, we have w(b, — j) = C7w(b,) for all j < b,. If we assume
that b,_1 > dn,_1 + 2r, + 1, it follows that
(dp—1+2r,+1)
II < ¢|Py gy x CYFFm x [T w6 x

i=1

O(rnt1)++2ry
(dp_1 + 2, + 1)dn,1+2rn+1c4ri
w(by)"™

Since D,, — oo and w(b,) — o0, it is now clear that if ¢ is small enough

w
< ¢|Pailn

to take care of the first f,,’s and if the sequences (P,) and (r,,) are suitably
controlled by some sequence (u,) tending to co, then the sequence (f,) is
|| - [[1-bounded.

Now, let ¢ be the A-compatible linear functional, and set A; = min(AY?,
A}). If p < q € [by,bi41), then, by the remark following Lemma 2.4 and
since a; = w(b;)™, we have

2b;+1
|p(ep - eq)| < 4 H max(1,[Pj1) x

j=1

w(bl)z’l‘l
w(bi(ry) A/

where (1) := min{é; b;41 —b; > %}. Since i(l) — oo, it follows that if w is
sufficiently slowly increasing, then one can choose (r;) in such a way that
the double sequence (¢(e, - €4)) is bounded. O

PROPOSITION 6.3. — Assume that the sequence w has at most a poly-
nomial growth and satisfies lim inf wig) > 0 for some 3 > 0. Then for any

e > 0, there exists a non-weakly mixing, (k37¢)-hypercyclic operator on
Xw.

Proof. — By Lemma 3.2, one can find an increasing sequence (b,,) which
is ([1%])-Sidon for some o > 0 and satisfies b, = O(n>T¢). Moreover, one
can also require that b, > n®* for all n (see Remark 3.4 just after 3.2);
in particular, we have b,41 = O(b,). The proof of Proposition 6.2 has
established that the operator T associated to (b,,) and I := 2N is continuous
if the sequences (r,,) and (P,) are suitably controlled. Therefore (looking
at the proof of 6.2 again), the only thing that remains to be done is to show
that if the sequence (r,,) is suitably chosen, then

b2m
n:—%ao as | — oo,

B w(bi(z))Al/4

where A; = [I*]. Now, we have b;)41 = b;y+1 — by > @ by definition of
b

[;Sf > 0. Since lim inf % >0

i(1), and since b;(;y4+1 = O(b;(1)) we get lim inf

TOME 59 (2009), FASCICULE 1



28 Frédéric BAYART & Etienne MATHERON

and both w and (;) have polynomial growth, it follows that
lCn

T < W = exp (Crylogl — c[1*] log[1?]),

for some constants ¢ > 0 and C' < co. Thus, one can clearly choose (r;) so
that 7, — 0. O

COROLLARY 6.4. — There exists a non-weakly mixing, (k3+¢)-hypercy-
clic operator on A*(T).

Proof. — The space A>®(T) can be identified with Xy, where w(i) =
i+ 1. O

Remark. — Unfortunately, the above proof breaks down in the space of
entire functions H(C), which corresponds to w(i) = e'.

7. Sets of integers

It has been known for quite a long time that there are strong connections
between topological dynamics and some natural classes of subsets of N; see
e.g. [9] or [11]. The aim of this final section is to briefly illustrate the
usefulness of this point of view in the linear setting as well.

For the sake of clarity, we will not assume from the beginning that we are
dealing with linear maps. The most general setting is that of a continuous
map T : X — X acting on some Hausdorff topological space X. Then
hypercyclicity, topological transitivity and weak mixing make sense with
the same definitions. Topological transitivity implies hypercyclicity if X
is a second countable Baire space, and the converse implication holds if
X has no isolated point. We will assume that X is separable, completely
metrizable and without isolated points.

7.1. Some notations

For any point € X and any nonempty open set V' C X, we set as usual
N(z,V)={neN; T"(x) e V}.
If V and V'’ are nonempty open subsets of X, we set
N(V,V') = {n; T"(V) N V' # 2},
and we also define

C(V,V')={n; T"(V)C V'}.
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If N and N’ are two subsets of N, the difference-set N’ — N is defined by
N —-N={n"—n; (n,n) e Nx N n' >n},

and the sum-set N + N’ is defined in the obvious way.
It is easy to check that if x € X is a hypercyclic point for 7', then

N(V,V’') = N(z, V') = N(z,V)

for any open sets V, V' C X.
Finally, the following identies are also easily verified, for any open sets
A, B,C:

7.2. Back to the linear functional ¢

The statement of Lemma 2.1 may look a bit strange, since the continuity
property of the linear functional ¢ does not seem very intuitive. We intend
to show here that properties of that kind are in fact very natural when
dealing with weak mixing. In what follows, we denote by Or(x) the T-
orbit of a point 2 € X; that is Or(z) = {T"(z); n € N}.

Observe that if ¢ is a linear functional as 2.1, then one can find two
nonempty open sets W, W' in Or(eg) x Or(eg) such that the sets {z -
y; (z,y) € W} and {z' - ¢/; (2/,y') € W'} are disjoint: just set W :=
{(u,v); |p(u-v)] < 1} and W' := {(u,v); |¢(u-v)| > 1}. Now, one can
find four nonempty open sets Vi, Vo, V3, V4 C X such that W D (V3 x V)N
(OT(eo) X OT(eo)) and W' D (‘/2 X Vg) n (OT(GQ) X OT(eo)), so that the
above information may be translated purely in terms of sets of integers,
as follows: (N(eg, V1) + N(eo, V1)) N (N(eg, V3) + N(eg, V2)) = @. This has
in fact nothing to do with the linearity of ¢: it is enough to have some
nonconstant map f : Op(eg) — Y, where Y is a Hausdorfl topological
space, such that the map (x,y) — f(z -y) is continuous.

In view of these remarks, Lemma 2.1 is now an immediate consequence
of the next proposition, which also explains in some sense why Sidon-type
properties come up naturally in the questions we are looking at.

PROPOSITION 7.1. — Assume that T is hypercyclic with hypercyclic
point x. The following are equivalent.

(1) T is not weakly mixing.
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(2) There exist nonempty open sets Vi, Vs, V3, Vy C X such that the
equation ny + ng = ng + ny has no solution (ni,ny,n3,ny) with
n; € N(z,V;) and ny < ns.
If X is an F-space, T € L(X) and T is moreover invertible, these properties
are equivalent to

(2’) The same as (2) without the restriction nq < ns: there exist Vi, ...,
Vi with (N(z, V1) + N(z, V4)) N (N(z, V5) + N(z, V3)) = @.

Proof. — By the identity N(V, V') = N(x, V') — N(«, V), condition (2)
is equivalent to the existence of four nonempty open sets V; such that
N(V1,V3) NN(Va, Vi) = @; that is, (T x T)* (Vi x Vo) NV3 x V; = @ for all
k € N. This means exactly that 7" x T is not topologically transitive.

Now, assume that X is an F-space and that 7' € L£(X) is invertible
and not weakly mixing. We claim that one can find nonempty open sets
Vi, Va, V3,V C X such that (T x T)*(Vy x Vo) N V3 x V) = @ for all k € Z.
Indeed, otherwise a Baire category argument gives a vector z € X x X
whose two-sided (T x T)-orbit {(T x T)*(z); k € Z} is dense in X x X.
By the Bourdon-Feldman Theorem ([6]) and since an invertible operator is
hypercyclic if and only if its inverse is, it follows that 7" x T is hypercyclic,
a contradiction. Replacing the sets N(z, V) and N(V, V') by the analogous
subsets of Z, we now get in the same way as above that (2’) is satisfied. O

7.3. Thick sets and weak mixing

A set B C N is said to be thick if it contains arbitrarily long intervals.
Equivalently, B is thick iff it intersects every syndetic set.

Thick sets are always present (at least implicitely) when dealing with
weak mixing. This is apparent in the following theorem, which collects
several well-known characterizations of weak mixing.

THEOREM 7.2. — The following are equivalent.

(1) T is weakly mixing.

(2) The sets N(V, V') form a filter basis: each N(V, V') is nonempty,
and given V1, V], Vo, V4, one can find V3, V4 such that N(V3,Vy) C
N(Vi, V) N N(Va, V).

(3) For any k > 1, the k-fold product map T x --- x T' is topologically
transitive.

(4) Each set N(V, V') is thick.

(5) For any V,V' and each m € N, one can find k € N such that
TFV)NV' # @ and TFHH™(V)NV' # @.
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(6) For any V, Vi, Vs, one has N(V, V1) NN(V, V,) # &.

Proof. — The implications (1)=(2) and (6)=(1) are proved in [10, Theo-
rem 1.11], and the implications (2)= - -- =(5) are trivial. We show that (5)
implies (6). Let V, V3, V5 be given. Since T is topologically transitive, one
can find m € N and an open set V' C V; such that T™(V') C V5. Applying
(5), one gets k € N such that T*(V) NV’ # @ and TF+™(V) NV’ # 2.
Then k+m € N(V, V') c N(V, V1), and k +m € N(V, V') + C(V', ;) C
N(V, Va). O

Natural examples of thick sets are provided by the following lemma.

LEMMA 7.3. — Assume that X is an F-space and T € L(X).

(a) IfT is topologically transitive, then, for any (open) neighbourhood
W of 0, all sets N(V,W) and N(W, V') are thick.

(b) For W neighbourhood of 0 and V,V' open, set N(V,W, V') :=
NV, W) N N(W, V). If all sets N(V,W, V') are nonempty, then
all these sets are thick.

Proof. — To prove (a), assume that T is topologically transitive. Let
us fix V,W,V’ and some positive number L. Since T(O) = 0, one can
find an open neighbourhood W of 0 such that TH(W) C W for all k €
{0;...;L}. Since T is topologically transitive, one can find n,n’ € N such
that 7"(V)NW # @ and T" (W) NT-L(V') £ @. If k € {0;...; L}, then
n+keNV,W)+CW,W)C N(V,W),and n/+k = (n'+L)— (L—k) €
N(W,V') — C(W,W) C N(W,V’). Thus N(V, W) contains the interval
[n,n+ L] and N(W, V") contains [n’,n’ + L]. This proves (a). The proof of
(b) is exactly the same: just note that in that case one may take n =n'/. 0O

Part (b) of the above lemma immediately yields that if X is an F-space,
then a linear operator T' € £(X) is weakly mixing iff it satisfies the so-called
three open sets condition:

(7) for any V, V' C X nonempty open and each W neighbourhood of 0,
one can find n € N such that T*(V)NW # @ and T"(W)NV' # 2.

The main point is that since T is a linear map, we have
NAW)NNW,A)YC NA+W, A +W),

for any A, A’, W. Since for any V, V', one can find nonempty open sets A, A’
and a neighbourhood W of 0 such that A+W C V and A'+ W C V', it
follows indeed at once from (b) above that (7) entails weak mixing.
Lemma 7.3 also gives the result of Grosse-Erdmann and Peris Proposi-
tion 5.5: since each set N(V, W) is thick, it intersects all N(W, V") if the
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latter are syndetic (which is the case under the assumption of Proposi-
tion 5.5), so that T satisfies the three open sets condition (7).

It should be added that some authors call topologically ergodic a con-
tinuous map 7' : X — X for which all sets N(V, V') are syndetic (see [11]).
Thus, Proposition 5.5 says that if a linear operator is topologically ergodic,
then it is weakly mixing. This is false in the nonlinear setting.

7.4. Two examples

We now illustrate the usefulness of Theorem 7.2 by giving rather trans-
parent proofs of two recent results in linear dynamics. The first one is due
to S. Grivaux ([12]). In [12], it was the main step for showing that an op-
erator T € L(X) is weakly mixing if and only if the sequence (T"*) is
universal, for any syndetic sequence (n;) C N. The latter result was ob-
tained independently by A. Peris and L. Saldivia ([15]) as a consequence of
Theorem 7.2. Observe in particular that in condition (8) below, linearity is
not needed.

PROPOSITION 7.4. — Weak mixing of T' is equivalent to the following
property.
(8) For any V,V', one can find k € N with T*(V) N V' # @ and
THYV)N V' £ 2.
If X is an F-space and T € L(X), this is also equivalent to
(8’) There exists some fixed positive integer p such that: for any V, V',
one can find k € N with T¥(V) NV’ # @ and TFP(V)NV' # 2.

Proof. — Clearly, weak mixing implies (8). Conversely, assume that (8)
holds; in other words, that

1e N(V, V') = N(V, V')

for any nonempty open sets V, V' C X.
All sets N(V, V') are nonempty, hence T is hypercyclic; let € X be a
hypercyclic point for 7. Then

N(V.V) =NV, V') = [N(z,V') = N(z,V)] = [N(z, V') = N(z, V)]
= NV, V) -N(V,V),
so that, for any V, V' we also have

(%) 1e N(V, V') = N(V, V).
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Now we show by induction on m € N that property (5) in Theorem 7.2
is satisfied; that is, we show that for any V,V’, one can find k& € N such
that T*(V) NV’ # @ and T*+™(V) NV’ # @. The result holds for m = 0
because T is topologically transitive. Assume the result has been proved for
m, and let us fix V, V'. By induction hypothesis, one can find £ € N and two
open sets Vi, Vo C V such that T*(V;) C V/ and T*+™(V,) C V'. Then,
by (), one can find I € N such that T!(Vy) N Vi # @ and T (Vo) N Va #
@. Thus, we get | + k € N(V1,V1) + C(V1, V') € N(V, V'), and likewise
(I+k)+(m+1)=(I+1)+ (k+m) € N(V,V’), which proves (5) for m+1.
This concludes the proof for (8).

Now, assume that (8’) holds in the linear setting, for some positive integer
p. Then T is still hypercyclic, whence TP is also hypercyclic, by Ansari’s
Theorem ([1]). One can then show exactly as above that (5) holds for 7.
Thus, TP is weakly mixing, hence so is T. (|

Our second illustration is a result due to G. Costakis and M. Sambarino
([7])- Recall that a continuous map 7 is said to be mixing if all sets N(V, V")
are cofinite. This should be compared with 7.2 (2), which yields by a simple
diagonal argument that weak mixing is equivalent to the following property:
each set N(V, V') contains a cofinite subset of some fixed infinite set N C N.
In case T is linear and satisfies the hypercyclicity criterion with respect to
some sequence (ny), one can take N = {ny; k € N}.

PROPOSITION 7.5. — Assume that X is an F-space and that T € L(X).
If T satisfies the Hypercyclicity Criterion with respect to some syndetic
sequence (ny), then T is mixing.

Proof. — Set N := {ny; k € N}, and let us denote by F the family of
all subsets of N containing some cofinite subset of N. Then F is a filter
of subsets of N, and by assumption we have N(V, V') € F for any V,V".
Moreover, there exists some fixed K > 0 such that the following holds: for
each each set F € F, one can find a € N such that F meets every interval
I of length K with min(I) > a. In short, we shall say that the sets in F
are K-syndetic.

Now, let us fix V,V’. For each k& € {0;...; K}, one can find some
nonempty open set Vj, such that 7%(V;) C V'. Then F := ﬂkK:O NV, V) €
F because F is a filter. Therefore, F is K-syndetic, so that UfZO(F +k)is

a cofinite subset of N. But
K K

UFE+k) c [NV, Vi) + C(Vi, V') € N(V, V),
k=0 k=0
hence N(V, V) is cofinite as well. O
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Remark. — What was really used in the above proof is the following
fact: one can find some filter F such that N(V, V') € F for any V, V', and
each set F € F is K-syndetic. Once this is known, linearity is not needed.
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