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DÉCROISSANCE DE L’ÉNERGIE POUR
L’ÉQUATION DE KLEIN–GORDON AVEC
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Abstract. — We consider the free Klein–Gordon equation with periodic damping. We
show on this simple model that if the usual geometric condition holds then the decay of the
energy is uniform with respect to the oscillations of the damping, and in particular the sizes
of the derivatives do not play any role. We also show that without geometric condition the
polynomial decay of the energy is even slightly better for a highly oscillating damping. To prove
these estimates we provide a parameter dependent version of well known results of semigroup
theory.

Résumé. — On s’intéresse dans cet article à l’équation de Klein–Gordon avec amortis-
sement périodique. On montre sur un cas modèle que si la condition de contrôle géométrique
usuelle est satisfaite, la décroissance de l’énergie est uniforme par rapport aux oscillations de
l’amortissement, et en particulier la taille des dérivées ne joue aucun rôle. On montre également
que sans cette condition géométrique la décroissance polynomiale de l’énergie est même un
peu meilleure avec un amortissement fortement oscillant. Pour montrer ces estimées, on donne
des versions dépendant d’un paramètre de résultats bien connus en théorie des semi-groupes.
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1. Introduction and statements of the main results

Let d > 1 and m > 0. For (u0, u1) ∈ H1(Rd) × L2(Rd) we consider on Rd the
damped Klein–Gordon equation

(1.1)

∂2
t u−∆u+mu+ aη∂tu = 0, t > 0,

(u, ∂tu)|t=0 = (u0, u1).

For the damping term we consider on Rd a continuous and Zd-periodic function a
which takes non-negative values and is not identically zero. Then for η > 1 and
x ∈ Rd we define the absorption index

aη(x) := a(ηx).
We are interested in the decay of the energy of the solution u. It is defined by

E(t) := ‖u(t)‖2
H1 + ‖∂tu(t)‖2

L2 ,

where H1(Rd) is endowed with the norm given by
(1.2) ‖u‖2

H1 := ‖∇u‖2
L2 +m ‖u‖2

L2 .

This energy in non-increasing. More precisely, for t1 6 t2 we have

E(t2)− E(t1) = −2
∫ t2

t1

∫
Rd
aη(x) |∂tu(t, x)|2 dx dt 6 0.

It is known (see [BJ16] and references therein) that for η = 1 the decay is uniform and
hence exponential with respect to the initial energy under the so-called Geometric
Control Condition. Here, with the free Laplacian, this assumption reads as follows.
For (x, ξ) ∈ Rd × Rd we set

〈a〉T (x, ξ) := 1
T

∫ T

0
a(x+ 2tξ) dt.

Then we assume that
(1.3) ∃ T > 0, ∃ α > 0, 〈a〉T (x, ξ) > α on Rd × Sd−1.

It is not difficult to check that if this holds for a, then it also holds for aη for any
η > 1, with constants T and α which do not depend on η:
(1.4) ∃ T > 0, ∃ α > 0, ∀ η > 1, 〈aη〉T > α on Rd × Sd−1.

However, in all the results about uniform energy decay for the damped Klein–
Gordon (or wave) equation, some bounds are required for the variations of the
absorption index. This rises the natural question wether the exponential decay of the
energy E(t) is uniform with respect to η > 1. The following result gives a positive
answer to this problem:

Theorem 1.1. — Assume that the damping condition (1.4) holds. Then there
exist γ > 0 and C > 0 such that for η > 1, (u0, u1) ∈ H1(Rd)×L2(Rd) and t > 0 we
have

‖u(t)‖H1 + ‖∂tu(t)‖L2 6 Ce−γt
(
‖u0‖H1 + ‖u1‖L2

)
,

where u is the solution of (1.1).
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This estimate essentially depends on the contribution of high frequencies. To prove
such a result, it is standard to use semiclassical analysis. It is efficient but, on
the other hand, it requires a lot of regularity. It is usual to replace the absorption
coefficient a by a smooth symbol ã such that 0 6 ã 6 a and ã still satisfies (1.3),
possibly with a different α. This idea was already used in [Roy10] but the first two
radial derivatives of a had to be bounded. This was also used in [BJ16] but, again,
a uniformity on the derivatives of ã was required, so a was assumed to be uniformly
continuous. Since the family (aη)η>1 is not uniformly equicontinuous, we cannot
prove Theorem 1.1 with the results of [BJ16] (see the counter-example of Figure 4.a
therein).
Our purpose here is to emphasize on a model case that the oscillations of the

damping should not play a crucial role in the energy decay of the wave.
For the proof, we will use the same kind of ideas as in [BJ16] and track (on our

periodic setting) the role played by the frequency η of the damping.
In Theorem 1.1 we have discussed the energy decay under the damping condi-

tion (1.4). It is known that we cannot have uniform decay of the energy without
this assumption. However, for a fixed periodic damping, it is proved in [Wun17]
that without any geometric condition we have at least a polynomial decay (with
loss of regularity). Here, we prove that this decay is uniform with respect to η, and
moreover the loss of regularity is weaker for the highly oscillating damping.
This phenomenon is natural. Indeed, for large η the damping region becomes in

some sense more uniformly distributed in Rd, so even if the average strength of the
damping does not depend on η, and even if (1.4) still does not hold for large η, the
distance between undamped classical rays and the damping region gets smaller, so
the phenomenon that a high frequency wave approximately following such a ray does
not see the damping only appears for larger and larger frequencies.

Theorem 1.2. — There exists c > 0 such that for all η > 1, (u0, u1) ∈ H2(Rd)×
H1(Rd) and t > 0 we have

‖u(t)‖H1 + ‖∂tu(t)‖L2 6
c√

1 + t

(
‖u0‖H1 + ‖u1‖L2 + ‖∆u0‖L2 + ‖∇u1‖L2

η2

)
,

where u is the solution of (1.1).

For simplicity we have assumed that a is at least continuous, but this is not
necessary. For Theorem 1.2 it is enough to assume that a is bounded and that for
some open and Zd-periodic subset ω of Rd and α0 > 0 we have

(1.5) a > α01ω.

For Theorem 1.1 the assumption is that a is bounded and there exists ã ∈ C∞(Rd)
such that 0 6 ã 6 a and (1.3) holds with a replaced by ã. As explained in [BJ16], this
is in particular the case if a is uniformly continuous (for instance, if a is continuous
and periodic). We recall that the main point here is that even with a smooth
absorption index a the rescaled version aη has derivatives which are not uniformly
bounded in η.
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This paper is organized as follows. In Section 2 we show how Theorems 1.1 and 1.2
are deduced from corresponding resolvent estimates in the energy space. In Section 3
we show that these resolvent estimates are in turn consequences of resolvent estimates
in the physical space. And finally, in Section 4 we prove these resolvent estimates
for a family of Schrödinger type operators on L2(Rd).

2. From resolvent estimates to the energy decay

As usual for the Klein–Gordon equation, we rewrite (1.1) as a first order Cauchy
problem in the energy space. We set

H := H1(Rd)× L2(Rd),
endowed with the product norm (recall that the norm on H1(Rd) is as given by (1.2)).
Then, on H, we consider for η > 1 the operator

Aη :=
(

0 1
∆−m −aη

)
with domain (independent of η)

Dom(A) := H2(Rd)×H1(Rd).
Let U0 = (u0, u1) ∈ Dom(A). Then u is a solution of (1.1) if and only if U : t 7→

(u(t), ∂tu(t)) is a solution of

(2.1)

∂tU −AηU = 0,
U(0) = U0.

We will check in Proposition 3.2 that Aη generates a contraction semigroup on H.
Then, in this setting, Theorem 1.1 reads

(2.2) ∃ C > 0,∃ γ > 0,∀ η > 1,∀ U0 ∈ H,∀ t > 0,
∥∥∥e−itAηU0

∥∥∥
H
6 Ce−γt ‖U0‖H .

And Theorem 1.2 can be rewritten as

(2.3) ∃ c > 0, ∀ η > 1, ∀ U0 ∈ Dom(A), ∀ t > 0,∥∥∥e−itAηU0

∥∥∥
H
6

c√
1 + t

(
‖U0‖H + ‖AηU0‖H

η2

)
.

We are going to prove these estimates from a spectral point of view. More pre-
cisely, we will use the following standard results of semigroup theory to deduce (2.2)
and (2.3) from estimates for the resolvent of Aη.

Theorem 2.1. — Let K be a Hilbert space and let G be an operator on K
generating a bounded C0-semigroup (etG)t>0. We set

M = sup
t>0

∥∥∥etG∥∥∥
L(K)

,

where L(K) is the space of bounded operators on K. Assume that the resolvent set
of G contains the imaginary axis.
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(1) If there exists C1 > 0 such that for all τ ∈ R we have∥∥∥(G+ iτ)−1
∥∥∥
L(K)
6 C1,

then there exist C > 0 and γ > 0 which only depend on C1 and M such that
for all t > 0 we have ∥∥∥etG∥∥∥

L(K)
6 Ce−γt.

(2) If there exist κ ∈ N∗, c1 > 0 and ν ∈ ]0, 1] such that for all τ ∈ R we have∥∥∥(G+ iτ)−1
∥∥∥
L(K)
6 c1(1 + ν |τ |)κ,

then there exists c > 0 which only depends on c1 and M such that for all
t > 0 we have ∥∥∥etG(νG− 1)−1

∥∥∥
L(K)
6 c 〈t〉−

1
κ ,

where 〈 · 〉 stands for (1 + | · |2) 1
2 .

This first statement is a famous result by L. Gearhart [Gea78] and J. Prüss [Prü84]
(see also F. Huang [Hua85]). The second statement is due to A. Borichev and
Y. Tomilov [BT10]. Here we recall a proof to check the dependence with respect to
the different parameters.
Proof. — The spectrum of G is a subset of the left half-plane, and for ε > 0 and

τ ∈ R we have

(2.4)
∥∥∥(G− (ε− iτ))−1

∥∥∥
L(K)
6
M

ε

(see for instance Corollary II.1.11 in [EN00]). Let B be a bounded operator on K
which commutes with G and such that

β := sup
τ∈R

∥∥∥(G+ iτ)−1B
∥∥∥
L(K)

< +∞.

By the resolvent identity, we have for ε ∈ ]0, 1]

(2.5)
∥∥∥(G− (ε− iτ))−1B

∥∥∥
L(K)

6
∥∥∥(G+ iτ)−1B

∥∥∥
L(K)

+ ε
∥∥∥(G− (ε− iτ))−1

∥∥∥
L(K)

∥∥∥(G+ iτ)−1B
∥∥∥
L(K)

6 (1 +M)β.

We define on K ×K the operator

G =
(
G B
0 G

)
,

with domain Dom(G) := Dom(G) × Dom(G). We can check that G has the same
spectrum as G, and for z in their common resolvent set we have

(G − z)−1 =
(

(G− z)−1 −(G− z)−2B
0 (G− z)−1

)
.
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Moreover G generates the C0-semigroup given by

etG =
(
etG tetGB
0 etG

)
, t > 0.

Let ε > 0 and ϕ ∈ K. Since τ 7→ (G− (ε− iτ))−1ϕ is the inverse Fourier transform
of t 7→ −1R+(t)e−tεetGϕ, we obtain by the Parseval identity∫

R

∥∥∥(G− (ε− iτ))−1ϕ
∥∥∥2

K
dτ 6 πM2

ε
‖ϕ‖2

K .

Since B commutes with G we also have by (2.5)∫
R

∥∥∥(G− (ε− iτ))−2Bϕ
∥∥∥2

K
dτ

6
∫
R

∥∥∥(G− (ε− iτ))−1B
∥∥∥2

L(K)

∥∥∥(G− (ε− iτ))−1ϕ
∥∥∥2

K
dτ

6
π(1 +M)2M2β2

ε
‖ϕ‖2

K .

Then, for ε > 0 and Φ = (ϕ1, ϕ2) ∈ K ×K,

(2.6)
∫
R

∥∥∥(G − (ε− iτ))−1Φ
∥∥∥2

K×K
dτ

6
∫
R

∥∥∥(G− (ε− iτ))−1ϕ1

∥∥∥2

K
dτ +

∫
R

∥∥∥(G− (ε− iτ))−2Bϕ2

∥∥∥2

K
dτ

+
∫
R

∥∥∥(G− (ε− iτ))−1ϕ2

∥∥∥2

K
dτ

6
cM,β

ε
‖Φ‖2

K×K ,

and we have a similar estimate with (G − (ε− iτ))−1 replaced by (G∗ − (ε+ iτ))−1.
Then for t > 0, ε > 0 and Φ,Ψ ∈ K ×K we use the identity〈

etGΦ,Ψ
〉
K×K

= 1
2iπt

∫
τ∈R

e(ε−iτ)t
〈
(G − (ε− iτ))−2Φ,Ψ

〉
K×K

dτ

(see for instance Corollary III.5.16 in [EN00]). Applied with ε = 1/t this gives∣∣∣〈etGΦ,Ψ〉∣∣∣ 6 εe

2π

∫
τ∈R

∥∥∥(G − (ε− iτ))−1Φ
∥∥∥ ∥∥∥(G∗ − (ε+ iτ))−1Ψ

∥∥∥ dτ.

By the Cauchy–Schwarz inequality and (2.6) we obtain∣∣∣〈etGΦ,Ψ〉∣∣∣ 6 c̃M,β ‖Φ‖K×K ‖Ψ‖K×K .

This gives a bound for etG, and in particular there exists CM,β > 0 such that for all
t > 0 we have

(2.7)
∥∥∥etGB∥∥∥

L(K)
6
CM,β

〈t〉
.

We prove the second statement of Theorem 2.1. Since the resolvent is continuous
on the imaginary axis, it is bounded on any compact subset. Thus it is enough to
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prove the estimate for |τ | > 1. By the resolvent identity we can prove by induction
on κ ∈ N∗ that

(G+ iτ)−1(G− ν−1)−κ = (−1)κ (G+ iτ)−1

(ν−1 + iτ)κ +
κ∑
k=1

(−1)k+1 (G− ν−1)−(κ+1−k)

(ν−1 + iτ)k .

Then

(2.8)

∥∥∥(G+ iτ)−1(νG− 1)−κ
∥∥∥ = 1

νκ

∥∥∥(G+ iτ)−1(G− ν−1)−κ
∥∥∥

6
‖(G+ iτ)−1‖
(1 + ν2τ 2)κ2

+
κ∑
k=1

‖(G− ν−1)−1‖κ+1−k

νκ−k(1 + ν2τ 2) k2
.

By (2.4) and the fact that |τ | > 1 we have
κ∑
k=1

‖(G− ν−1)−1‖κ+1−k

νκ−k(1 + ν2τ 2) k2
6

κ∑
k=1

(Mν)κ+1−k

νκ−k(1 + ν2) k2
6

κ∑
k=1

Mκ+1−k

(1 + ν2) k−1
2
.

Then, with Assumption (ii) for the first term of the right-hand side, we obtain
that (2.8) is uniformly bounded by a constant which only depends on M and c1.
Thus, by (2.7) applied with B = (νG− 1)−κ, there exists c̃ which only depends on
c1 and M such that for all t > 0 we have∥∥∥etG(νG− 1)−κ

∥∥∥
L(K)
.

c̃

〈t〉
.

Finally, we can follow the proof of [BEPS06, Proposition 3.1] to conclude.
Now we turn to the proof of the first statement of Theorem 2.1. By (2.7) applied

with B = IdK there exists C̃ > 0 (which only depends on C1 and M) such that
∥∥∥etG∥∥∥

L(K)
6

C̃

〈t〉
.

In particular for T = 2C̃ we get
∥∥∥eTG∥∥∥ 6 1/2. Then for t > T we denote by k the

integer part of t/T and write, with M as above,∥∥∥etG∥∥∥ 6 ∥∥∥eTG∥∥∥k ∥∥∥e(t−kT )G
∥∥∥ 6 M

2k 6 2Me−
t ln(2)
T .

The proof is complete. �

Thus, in order to prove (2.2) and (2.3) (and hence Theorems 1.1 and 1.2), it is
enough to prove the following resolvent estimates for Aη:

Theorem 2.2
(1) Let η > 1. Then Aη generates a bounded C0-semigroup on H and its resolvent

set contains the imaginary axis.
(2) There exists c1 > 0 such that for η > 1 and τ ∈ R we have

∥∥∥(Aη + iτ)−1
∥∥∥
L(H)
6 c1

(
1 + |τ |

η2

)2

.
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(3) If moreover (1.4) holds, then there exists C1 > 0 such that for η > 1 and
τ ∈ R we have ∥∥∥(Aη + iτ)−1

∥∥∥
L(H)
6 C1.

3. Resolvent estimates in the energy space

In this section we discuss the proof of Theorem 2.2. Introducing the wave operator
Aη on H was useful to apply the general results of the semigroup theory. However, to
prove concrete resolvent estimates we have to go back to the analysis of Schrödinger
operators on L2(Rd).

Proposition 3.1. — Let η > 1 and z ∈ C. Then (Aη + iz) is invertible with
bounded inverse onH if and only if the operator

(
−∆ +m− izaη − z2

)
is invertible

with bounded inverse on L2(Rd), and in this case we have

(3.1) (Aη + iz)−1 =
(

Rη(z)(−aη + iz) −Rη(z)
1 +Rη(z)(izaη + z2) izRη(z)

)
,

where we have set
Rη(z) =

(
−∆ +m− izaη − z2

)−1
.

Notice that with this choice of notation the spectral parameter of Aη is −iz. The
purpose is to have a usual notation for Rη(z).
Proof. — Assume that Rη(z) is well defined. It is a bounded operator from L2(Rd)

to H2(Rd), so the right-hand side of (3.1) defines a bounded operator from H to
Dom(A). Then we can check by direct computation that it is a bounded inverse
for (Aη + iz). Conversely, assume that −iz belongs to the resolvent set of Aη. For
g ∈ L2(Rd) we define Rg as the first component of (Aη+iz)−1G, for G = (0,−g) ∈ H.
This defines a bounded operator R from L2(Rd) to H2(Rd) and we can check, again
by direct computation, that it is an inverse for (−∆ +m− izaη − z2). �

We begin the proof of Theorem 2.2 with the statement thatAη generates a bounded
C0-semigroup. For this we prove that Aη is m-dissipative. By the usual Lumer–
Phillips Theorem, this ensures that Aη generates a contraction semigroup. We recall
that an operator T with domain Dom(T ) on a Hilbert space K is said to be dissipative
if for all ϕ ∈ Dom(T ) we have

Re 〈Tϕ, ϕ〉 6 0.
Moreover T is said to be m-dissipative if some (and hence any) ζ ∈ C with Re(ζ) > 0
belongs to the resolvent set of T .

Proposition 3.2. — For all η > 1 the operator Aη is m-dissipative on H.

Proof. — Let U = (u, v) ∈ Dom(A). We have
〈AηU,U〉H = 〈∇v,∇u〉L2 +m 〈v, u〉L2 + 〈(∆−m)u, v〉L2 − 〈aηv, v〉L2 ,

so
Re 〈AηU,U〉H = −〈aηv, v〉L2 6 0.
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This proves that Aη is dissipative. On the other hand, the operator (−∆+m+aη+1)
is self-adjoint and bounded below bym+1. In particular it is invertible with bounded
inverse on L2(Rd). By Proposition 3.1, this implies that 1 is in the resolvent set of
Aη, hence Aη is m-dissipative. �

The estimates for the resolvent of Aη will be deduced from estimates of the
“resolvent” Rη(τ) defined in Proposition 3.1. To work with a fixed damping, we first
rescale the problem. For η > 1, u ∈ L2 and x ∈ Rd we set

(Θηu)(x) = η
d
2u(ηx).

This defines a unitary operator Θη on L2(Rd) and we have

Θ−1
η

(
−∆ +m− iτaη − τ 2

)
Θη =

(
− η2∆ +m− iτa− τ 2

)
.

In particular the operator
(
−η2∆+m− iτa−τ 2

)
has an inverse bounded on L2(Rd)

if and only if Rη(τ) is well defined, and in this case, if we set

(3.2) Rη(τ) =
(
− η2∆ +m− iτa− τ 2

)−1
,

then

(3.3) ‖Rη(τ)‖L(L2) = ‖Rη(τ)‖L(L2) .

Finally, Theorem 2.2 will be a consequence on the following estimates on Rη(τ):

Proposition 3.3
(1) The operator

(
− η2∆ +m− iτa− τ 2

)
is invertible with bounded inverse on

L2(Rd) for all η > 1 and τ ∈ R.
(2) There exists c2 > 0 such that for η > 1 and τ ∈ R we have

‖Rη(τ)‖L(L2) 6
c2

〈τ〉

(
1 + |τ |

η2

)2

.

(3) If (1.4) holds then there exists C2 > 0 such that for η > 1 and τ ∈ R we have

‖Rη(τ)‖L(L2) 6
C2

〈τ〉
.

The proof of Proposition 3.3 is postponed to the following section. Here we show
that it indeed implies Theorem 2.2.
Proof of Theorem 2.2, assuming Proposition 3.3. — Since Rη(τ) is well defined

for all η > 1 and τ ∈ R, this is also the case for Rη(τ) and hence for (Aη + iτ)−1

by Proposition 3.1. Moreover, by (3.3), the estimates given for Rη(τ) also hold for
Rη(τ).
Assume that for η > 1 and τ ∈ R we have

‖Rη(τ)‖ 6 κ(η, τ)
〈τ〉

,
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where κ is bounded below by a positive constant and even with respect to τ . For
η > 1, τ ∈ R and u in the Schwartz space S(Rd) we have by definition of Rη(z)

‖∇Rη(τ)u‖2
L2 = 〈u,Rη(τ)u〉+

〈
(−m+ iτaη + τ 2)Rη(τ)u,Rη(τ)u

〉
. κ(η, τ)2 ‖u‖2

L2 .

This proves that
‖Rη(τ)‖L(L2,H1) . κ(η, τ).

By duality we also have

‖Rη(τ)‖L(H−1,L2) = ‖Rη(τ)∗‖L(L2,H1) = ‖Rη(−τ)‖L(L2,H1) . κ(η, τ).

Then, as above,

‖∇Rη(τ)∇u‖2
L2 = 〈∇u,Rη(τ)∇u〉+

〈
(−m+ iτaη + τ 2)Rη(τ)∇u,Rη(τ)∇u

〉
. ‖∇Rη(τ)∇u‖L2 ‖u‖L2 + 〈τ〉2 κ(η, τ)2.

This yields
‖Rη(τ)‖L(H−1,H1) . 〈τ〉κ(η, τ).

Let U = (u, v) ∈ S × S. By Proposition 3.1 we have∥∥∥(Aη + iτ)−1U
∥∥∥
H
. ‖Rη(τ)(−aη + iτ)u‖H1 + ‖Rη(τ)v‖H1

+
∥∥∥u+Rη(τ)(iτaη + τ 2)u

∥∥∥
L2

+ ‖τRη(τ)v‖L2 .

First, for |τ | > 1,

‖Rη(τ)(−aη + iτ)u‖H1 = ‖u‖H1

τ
+ 1
τ
‖Rη(τ)(∆−m)u‖H1 . κ(η, τ) ‖u‖H1 .

This estimate also holds for |τ | 6 1 and, similarly,∥∥∥u+Rη(τ)(iτaη + τ 2)u
∥∥∥
L2

= ‖Rη(τ)(−∆ +m)u‖L2 . κ(η, τ) ‖u‖H1 .

We also have
‖Rη(τ)v‖H1 + ‖τRη(τ)v‖L2 . κ(η, τ) ‖v‖L2 ,

so ∥∥∥(Aη + iτ)−1U
∥∥∥
H
. κ(η, τ) (‖u‖H1 + ‖v‖L2) . κ(η, τ) ‖U‖H .

Thus the second and third statements of Theorem 2.2 follow from the corresponding
statements of Proposition 3.3. �

4. Resolvent estimates for the rescaled operator

In this section we prove Proposition 3.3. This will conclude the proofs of Theo-
rems 1.1 and 1.2. The three statements of Proposition 3.3 are proved separately in
Propositions 4.1, 4.3 and 4.4 below.
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When working in a periodic setting, it is standard to introduce the Floquet–Bloch
decomposition to reduce the problem on Rd to a family of problems on the torus.
Here we use the notation of [JR18]. For u ∈ S(Rd) and σ ∈ Rd we set

u]σ(x) =
∑
n∈Zd

u(x+ n)e−i(x+n)·σ.

This defines for all σ a Zd-periodic function and for x ∈ Rd we have

u(x) = 1
(2π)d

∫
σ∈[0,2π]d

eix·σu]σ(x) dσ.

Moreover we have the Parseval identity

‖u‖2
L2 = 1

(2π)d
∫
σ∈[0,2π]d

∥∥∥u]σ∥∥∥2

L2
]

dσ,

where L2
] is the set of L2

loc and Zd-periodic functions on Rd, endowed with the norm
given by ∥∥∥u]σ∥∥∥2

L2
]

=
∫

[0,1]d

∣∣∣u]σ(x)
∣∣∣2 dx.

Proposition 4.1. — For all η > 1 and τ ∈ R the operator
(
−η2∆+m−iτa−τ 2

)
has a bounded inverse on L2(Rd).

Proof. — Let η > 1 and τ ∈ R be fixed. If τ = 0 it is clear that the selfadjoint
operator −η2∆+m is bounded below by m > 0 and hence invertible. Now we assume
that τ 6= 0. For σ ∈ Rd we set

∆σ = e−ix·σ∆eix·σ = (div +iσᵀ)(∇+ iσ).

and Pσ =
(
− η2∆σ + m − iτa − τ 2

)
(Dom(Pσ) is the set of H2

loc and Zd-periodic
functions). Then for u ∈ S(Rd) we have(

− η2∆ +m− iτa− τ 2
)
u = 1

(2π)d
∫
σ∈[0,2π]d

eix·σPσu
]
σ(x) dσ.

Let σ ∈ Rd. The operator Pσ has nonempty resolvent set and compact resolvent, so
its spectrum is given by a sequence of eigenvalues. Let u ∈ Dom(Pσ) be such that
Pσu = 0. Since ∥∥∥√au∥∥∥2

L2
]

= −Im 〈Pσu, u〉
τ

= 0,

we get that u vanishes in an open subset of Rd so, by unique continuation, u = 0.
Then 0 is not an eigenvalue of Pσ, so Pσ is invertible with bounded inverse in L2

] .
We set Rσ = P−1

σ . Then for f ∈ S(Rd) we set

Rf = 1
(2π)d

∫
σ∈[0,2π]d

eix·σRσf
]
σ(x) dσ.

Since Rσ is a continuous function of σ, it is bounded on [0, 2π]d. Then, by the
Parseval identity,

‖Rf‖2
L2 = 1

(2π)d
∫
σ∈[0,2π]d

∥∥∥Rσf
]
σ

∥∥∥2

L2
]

dσ . 1
(2π)d

∫
σ∈[0,2π]d

∥∥∥f ]σ∥∥∥2

L2
]

dσ = ‖f‖2
L2 .
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Thus R defines a bounded operator on L2(Rd). Then we check that it is an inverse
for

(
− η2∆ +m− iτa− τ 2

)
and the proposition is proved. �

Now we turn to the proof of the second statement of Proposition 3.3. It relies on
the following observability estimate:
Proposition 4.2. — Let ω be a nonempty, open and Zd-invariant subset of Rd.

Then there exists C > 0 such that for all u ∈ H2(Rd) and λ ∈ R we have

‖u‖L2 6 C
(
‖(−∆− λ)u‖L2 + ‖u‖L2(ω)

)
.

This kind of estimate is a difficult result in general. It is only known in very par-
ticular settings (see for instance [Jaf90, BZ12, ALM16]). Proposition 4.2 is deduced
in [Wun17] from the case of the torus by means of the Floquet–Bloch decomposi-
tion as above. With this proposition in hand, we can prove the following resolvent
estimate:
Proposition 4.3. — There exists c2 > 0 such that for all η> 1 and τ ∈R we have

‖Rη(τ)‖L(L2) 6
c2

〈τ〉

(
1 + |τ |

η2

)2

.

Proof. — We have ‖Rη(0)‖ 6 1/m, so if τ0 > 0 is such that τ0 ‖a‖∞ + τ 2
0 6 m/2

then by a standard perturbation argument we have ‖Rη(τ)‖ 6 2/m for all τ ∈
[−τ0, τ0]. Thus, in the rest of the proof it is enough to estimate ‖Rη(τ)‖ for |τ | > τ0.
So let u ∈ H2(Rd), η > 1 and τ ∈ R with |τ | > τ0. We set

f = (−η2∆ +m− iτa− τ 2)u.
This can be rewritten as

−∆u− τ 2 −m
η2 u = f + iτau

η2 .

By Proposition 4.2 applied with ω given by (1.5) we obtain

(4.1) ‖u‖ . 1
η2 (‖f‖+ |τ | ‖au‖) + ‖u‖L2(ω) .

‖f‖
η2 +

(
1 + |τ |

η2

)
‖au‖ .

Since a is bounded we have a .
√
a, so for any ε > 0 we have

‖au‖2
L2 .

∥∥∥√au∥∥∥2

L2
= −Im 〈f, u〉

τ
6
‖f‖L2 ‖u‖L2

|τ |

6 ε2
(

1 + |τ |
η2

)−2

‖u‖2 +
(

1 + |τ |
η2

)2 ‖f‖2

4ε2τ 2 .

Then (4.1) gives
‖u‖ . ε ‖u‖+ Cε

|τ |

(
1 + |τ |

η2

)2

‖f‖ .

With ε > 0 chosen small enough we get

‖u‖ . 1
|τ |

(
1 + |τ |

η2

)2

‖f‖ ,

which gives the required estimate for Rη(τ). �

ANNALES HENRI LEBESGUE



Klein–Gordon equation with highly oscillating damping 309

We finally prove the last statement of Proposition 3.3:

Proposition 4.4. — If the damping condition (1.4) holds, then there exists
C2 > 0 such that for all η > 1 and τ ∈ R we have

‖Rη(τ)‖L(L2) 6
C2

〈τ〉
.

We notice that as long as |τ | remains comparable to η2 this is a consequence of
Proposition 4.3. Thus, Proposition 4.4 is only a result about frequencies greater
than η2.
One of the standard methods to prove such a resolvent estimate under a suitable

geometric condition about classical trajectories is to use semiclassical analysis (see
for instance [Zwo12] for an introduction to the subject) and, more precisely, the
contradiction method of [Leb96]. For this, we rewrite the problem in a semiclassical
setting. More precisely, Proposition 4.4 is a consequence of Proposition 4.3 and of
the following lemma, applied with h = η/τ and ε = 1/η:

Lemma 4.5. — There exist h0 > 0 and C3 > 0 such that for h ∈ ]0, h0] and
ε ∈ ]0, 1] we have ∥∥∥∥(− h2∆− iεha− 1

)−1
∥∥∥∥
L(L2)

6
C3

εh
.

The difference with the usual high frequency estimates for the damped wave
equation is that we make more explicit the dependence with respect to the strength
of the damping. For the proof we essentially follow [BJ16] and check the dependence
in ε. Notice that up to now we have only used Assumption (1.5). It is only for the
proof of Lemma 4.5 that we need to replace a by a smooth absorption index.
Proof. — We construct an absorption index a∞ ∈ C∞(Rd) such that 0 6 a∞ 6 a

and 〈a∞〉T > α/2 on Rd × Sd−1, where T > 0 and α > 0 are given by (1.4). For this,
we set ã = max(0, a− α/4). Since a is continuous and periodic, so is ã, and there
exists δ > 0 such that if ã(x) > 0 then a is positive on the ball B(x, 2δ). Moreover,
there exists a0 > 0 such that a > a0 on a δ-neighborhood of the support of ã. On
the other hand, since ã is continuous and periodic it is uniformly continuous, so
we can choose δ smaller to ensure that |ã(x1)− ã(x2)| 6 min(a0, α/4) whenever
|x1 − x2| 6 δ. Let ρ ∈ C∞(Rd,R+) be supported in the ball B(0, δ) and of integral 1.
We set a∞ = ã∗ρ. Then a∞ is smooth and takes non-negative values. It is supported in
the δ-neighborhood of supp(ã) and ‖α̃− a∞‖∞ 6 min(a0, α/4) so a∞ 6 a. Moreover
‖a− a∞‖∞ 6 α/2 so 〈a∞〉T > α/2 on Rd×Sd−1. Then, by continuity and periodicity
of a∞, there exists ε > 0 such that for (x, ξ) ∈ R2d with 1− ε 6 |ξ|2 6 1 + ε we have

(4.2) 〈a∞〉T (x, ξ) > α

4 .

Assume by contradiction that the statement of the lemma is wrong. Then we can
find sequences (un)n∈N ∈ (H2(Rd))N, (hn)n∈N ∈ ]0, 1]N and (εn)n∈N ∈ ]0, 1]N such
that hn → 0, ‖un‖L2 = 1 for all n ∈ N and

(4.3)
∥∥∥(−h2

n∆− iεnhna− 1)un
∥∥∥
L2

= o
n→∞

(εnhn).
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We have

〈aun, un〉 = − 1
εnhn

Im
〈
(−h2

n∆− iεnhna− 1)un, un
〉
L2
−−−→
n→∞

0,

and in particular

(4.4) ‖a∞un‖L2 6 ‖aun‖L2 .
∥∥∥√aun∥∥∥

L2
−−−→
n→∞

0.

For n ∈ N we set Pn = (−h2
n∆ − iεnhna − 1). Let q ∈ C∞b (R2d,R) (the set of

smooth and real valued functions with bounded derivatives). We consider the Weyl
quantization of q

Opwh (q)u(x) = 1
(2πh) d2

∫
Rd

∫
Rd
e
i
h
〈x−y,ξ〉q

(
x+ y

2 , ξ
)
u(y) dy dξ.

We have〈
Opwhn({ξ2, q})un, un

〉
= 1
hn

〈
[−h2

n∆,Opwhn(q)]un, un
〉

+O(hn)

= 1
hn

( 〈
Opwhn(q)un, Pnun

〉
−
〈
Pnun,Opwhn(q)un

〉 )
− iεn

( 〈
Opwhn(q)un, aun

〉
+
〈
aun,Opwhn(q)un

〉 )
+O(hn),

so by (4.3) and (4.4)

(4.5)
〈
Opwhn({ξ2, q})un, un

〉
−−−→
n→∞

0.

In the rest of the proof we construct a symbol q0 ∈ C∞b (R2d,R) which cannot satisfy
this property to get a contradiction.
Let κ ∈ C∞b (R2d,R) be equal to 0 on

{
(x, ξ) ∈ R2d :

∣∣∣|ξ|2 − 1
∣∣∣ 6 ε0

}
for some

ε0 > 0. Let

κ̃ : (x, ξ) 7→ κ(x, ξ)
|ξ|2 − 1

.

This also defines a symbol in C∞b (R2d,R) and we have

(4.6)

〈
Opwhn(κ)un, un

〉
=
〈
Opwhn(κ̃)(−h2

n∆− 1)un, un
〉

+O(hn)

=
〈
Opwhn(κ̃)Pnun, un

〉
+O(hn)

−−−→
n→∞

0.

For (x, ξ) ∈ R2d we set

b(x, ξ) := 2
T

∫ T

0

∫ t

0
a∞(x+ 2sξ) ds dt = 2

T

∫ T

0
(T − s)a∞(x+ 2sξ) ds.

We have
b(x+ 2θξ, ξ) = 2

T

∫ T+θ

θ
(T − s+ θ)a∞(x+ 2sξ) ds,

so
{ξ2, b}(x, ξ) = d

dθb(x+ 2θξ, ξ)
∣∣∣∣∣
θ=0

= −2a∞(x) + 2 〈a∞〉T (x, ξ).
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Let χ ∈ C∞0 (R) be supported in ]1− ε, 1 + ε[ and equal to 1 on a neighborhood of 1
(ε was defined before (4.2)). For (x, ξ) ∈ R2d we set

q0(x, ξ) := χ(ξ2)eb(x,ξ) > χ(ξ2).
Then

{ξ2, q0} = q0{ξ2, b} = 2q0 〈a∞〉T − 2a∞q0.

By (4.2) we have
{ξ2, q0}+ 2a∞q0 + α

2 (1− χ)(ξ2) > α

2 .
By the Gårding inequality we obtain for n large enough〈

Opwhn({ξ2, q0})un, un
〉
>
α

4 −
〈

Opwhn
(

2a∞q0 + α

2 (1− χ)(ξ2)
)
un, un

〉
.

With (4.4) and (4.6) we get

lim inf
n→∞

〈
Opwhn({ξ2, q0})un, un

〉
>
α

4 .

This gives a contradiction with (4.5) and concludes the proof. �
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