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#### Abstract

An infinite word is $S$-automatic if, for all $n \geq 0$, its $(n+1)$ st letter is the output of a deterministic automaton fed with the representation of $n$ in the considered numeration system $S$. In this extended abstract, we consider an analogous definition in a multidimensional setting and present the connection to the shape-symmetric infinite words introduced by Arnaud Maes. More precisely, for $d \geq 2$, we state that a multidimensional infinite word $x: \mathbb{N}^{d} \rightarrow \Sigma$ over a finite alphabet $\Sigma$ is $S$-automatic for some abstract numeration system $S$ built on a regular language containing the empty word if and only if $x$ is the image by a coding of a shape-symmetric infinite word.


## 1. Introduction

Let $k \geq 2$. An infinite word $x=\left(x_{n}\right)_{n \geq 0}$ is $k$-automatic if for all $n \geq 0, x_{n}$ is obtained by feeding a deterministic finite automaton with output (DFAO for short) with the $k$-ary representation of $n$. The theorem of Cobham from 1972 [4] states that a word $\left(x_{n}\right)_{n \geq 0}$ is $k$-automatic if and only if it is generated by a morphism of constant length $k$ and possibly a final application of a coding.

An extension of this result obtained by Salon [12] deals with a multidimensional setting and an integer base $k$ numeration system. In this framework, images of letters by a morphism are hypercubes of constant size $k$. Another possible extension of Cobham's theorem in the unidimensional setting is to relax the hypothesis on the constant length of the morphism: a word $\left(x_{n}\right)_{n \geq 0}$ is generated by an arbitrary prolongable morphism and possibly a final coding if and only if it is $S$-automatic $[10,11]$. The $(n+1)$ st letter of an $S$-automatic word is obtained by feeding a DFAO with the representation of $n$ in the considered abstract numeration system $S$ [5].

Here this latter result is extended to a multidimensional setting. The notion of an $S$-automatic multidimensional word is easy to define. However, difficulties occur when one has to iterate a morphism where the images of the letters are not anymore hypercubes of constant size.

A longer version of this note containing detailed proofs has been submitted for publication [3].
The next sections are devoted to the presentation of the different concepts occurring in this note. Then we state our main result and we conclude this note by some perspectives.

## 2. Abstract numeration systems

For a finite alphabet $\Sigma, \Sigma^{*}$ denotes the free monoid generated by $\Sigma$ having concatenation of words as product and the empty word $\varepsilon$ as neutral element. For a word $w=w_{0} \cdots w_{\ell-1}, \ell \geq 0$, and $w_{j} \in \Sigma,|w|$ denotes its length $\ell$. Let $(\Sigma,<)$ be a totally ordered alphabet and $u, v$ be two words over $\Sigma$. We say that $u$ is genealogically less than $v$, and we write $u \prec v$ if either $|u|<|v|$ (i.e., $u$ is of shorter length than $v$ ) or $|u|=|v|$ and there exist $p, s, t \in \Sigma^{*}, a, b \in \Sigma$ such that $u=p a s, v=p b t$ and $a<b$ (i.e., $u$ is lexicographically less than $v$ ). Let us also mention that we have taken the convention that all finite and infinite words and pictures have indices starting from 0 .

[^0]Definition 1. An abstract numeration system [5] is a triple $S=(L, \Sigma,<)$ where $L$ is an infinite regular language over a totally ordered finite alphabet $(\Sigma,<)$. Enumerating the words of $L$ using the genealogical ordering $\prec$ induced by the ordering $<$ of $\Sigma$ gives a one-to-one correspondence $\operatorname{rep}_{S}: \mathbb{N} \rightarrow L$ mapping any non-negative integer $n$ onto the $(n+1)$ st word in $L$.

Any regular language is accepted by a deterministic finite automaton defined as follows. A deterministic finite automaton $\mathcal{A}$ (DFA for short) is given by $\mathcal{A}=\left(Q, q_{0}, \Sigma, \delta, F\right)$ where $Q$ is the finite set of states, $q_{0} \in Q$ is the initial state, $\delta: Q \times \Sigma \rightarrow Q$ is the transition function and $F \subseteq Q$ is the set of final states. The function $\delta$ can be extended to $Q \times \Sigma^{*}$ by $\delta(q, \varepsilon)=q$ for all $q \in Q$ and $\delta(q, a w)=\delta(\delta(q, a), w)$ for all $q \in Q, a \in \Sigma$ and $w \in \Sigma^{*}$. A word $w \in \Sigma^{*}$ is accepted by $\mathcal{A}$ if $\delta\left(q_{0}, w\right) \in F$. The language accepted by $\mathcal{A}$ is the set of the accepted words. A deterministic finite automaton with output (DFAO for short) $\mathcal{B}=\left(Q, q_{0}, \Sigma, \delta, \Gamma, \tau\right)$ is a generalization of a DFA where $\Gamma$ is the output alphabet and $\tau: Q \rightarrow \Gamma$ is the output function. The output corresponding to the input $w \in \Sigma^{*}$ is $\tau\left(\delta\left(q_{0}, w\right)\right)$.

## 3. $S$-automatic multidimensional infinite words

Let $d \geq 1$. To work with $d$-tuples of words of the same length, we introduce the following map.
Definition 2. If $w_{1}, \ldots, w_{d}$ are finite words over the alphabet $\Sigma$, the map $(\cdot)^{\#}:\left(\Sigma^{*}\right)^{d} \rightarrow$ $\left((\Sigma \cup\{\#\})^{d}\right)^{*}$ is defined as

$$
\left(w_{1}, \ldots, w_{d}\right)^{\#}:=\left(\#^{m-\left|w_{1}\right|} w_{1}, \ldots, \#^{m-\left|w_{d}\right|} w_{d}\right)
$$

where $m=\max \left\{\left|w_{1}\right|, \ldots,\left|w_{d}\right|\right\}$.
Definition 3. A d-dimensional infinite word over the alphabet $\Gamma$ is a map $x: \mathbb{N}^{d} \rightarrow \Gamma$. We use notation $x_{n_{1}, \ldots, n_{d}}$ or $x\left(n_{1}, \ldots, n_{d}\right)$ to denote the value of $x$ at $\left(n_{1}, \ldots, n_{d}\right)$. Such a word is said to be $S$-automatic if there exist an abstract numeration system $S=(L, \Sigma,<)$ and a deterministic finite automaton with output $\mathcal{A}=\left(Q, q_{0},(\Sigma \cup\{\#\})^{d}, \delta, \Gamma, \tau\right)$ such that, for all $n_{1}, \ldots, n_{d} \geq 0$,

$$
\tau\left(\delta\left(q_{0},\left(\operatorname{rep}_{S}\left(n_{1}\right), \ldots, \operatorname{rep}_{S}\left(n_{d}\right)\right)^{\#}\right)\right)=x_{n_{1}, \ldots, n_{d}}
$$

This notion was introduced in [11] (see also [9]) as a natural generalization of the multidimensional $k$-automatic sequences introduced in [12].

Example 4. Consider the abstract numeration system

$$
S=\left(\{a, b a\}^{*}\{\varepsilon, b\},\{a, b\}, a<b\right)
$$

and the DFAO depicted in Figure 1. Since this automaton is fed with entries of the form $\left(\operatorname{rep}_{S}\left(n_{1}\right), \operatorname{rep}_{S}\left(n_{2}\right)\right)^{\#}$, we do not consider the transitions of label (\#, \#).


Figure 1: A deterministic finite automaton with output.
If the outputs of the DFAO are considered to be the states themselves, then we produce the bidimensional infinite $S$-automatic word given in Figure 2.

|  | $\omega$ | $\sigma$ | $\circ$ | $\mathcal{O}$ | $\mathcal{O}$ | $\mathcal{O}$ | $\mathcal{O}$ | $\mathcal{O}$ | $\cdots$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon$ | $p$ | $q$ | $q$ | $p$ | $q$ | $p$ | $q$ | $q$ | $\cdots$ |
| $a$ | $p$ | $p$ | $s$ | $s$ | $q$ | $s$ | $p$ | $s$ |  |
| $b$ | $q$ | $p$ | $s$ | $q$ | $s$ | $q$ | $p$ | $s$ |  |
| $a a$ | $p$ | $p$ | $s$ | $p$ | $s$ | $q$ | $q$ | $s$ |  |
| $a b$ | $q$ | $p$ | $s$ | $p$ | $s$ | $s$ | $s$ | $r$ |  |
| $b a$ | $p$ | $s$ | $q$ | $p$ | $s$ | $q$ | $s$ | $q$ |  |
| $a a a$ | $p$ | $p$ | $s$ | $p$ | $s$ | $q$ | $p$ | $s$ |  |
| $a a b$ | $q$ | $p$ | $s$ | $p$ | $s$ | $s$ | $p$ | $s$ |  |
| $\vdots$ | $\vdots$ |  |  |  |  |  |  |  | $\ddots$ |

Figure 2: A bidimensional infinite $S$-automatic word.

## 4. Multidimensional morphism

This section is dedicated to present the notions of a multidimensional morphism and shapesymmetry as they were introduced by A. Maes mainly in connection with the decidability question of logical theories $[6,7,8]$.

If $i \leq j$ are integers, $\llbracket i, j \rrbracket$ denotes the interval of integers $\{i, i+1, \ldots, j\}$. Let $d \geq 1$. If $\mathbf{n} \in \mathbb{N}^{d}$ and $i \in\{1, \ldots, d\}$, then $n_{i}$ is the $i$ th component of $\mathbf{n}$. Let $\mathbf{m}$ and $\mathbf{n}$ be two $d$-tuples in $\mathbb{N}^{d}$. We write $\mathbf{m} \leq \mathbf{n}($ resp. $\mathbf{m}<\mathbf{n})$, if $m_{i} \leq n_{i}\left(\right.$ resp. $\left.m_{i}<n_{i}\right)$ for all $i=1, \ldots, d$. For $\mathbf{n} \in \mathbb{N}^{d}$ and $j \in \mathbb{N}$, $\mathbf{n}+j:=\left(n_{1}+j, \ldots, n_{d}+j\right)$. In particular, we set $\mathbf{0}:=(0, \ldots, 0)$ and $\mathbf{1}:=(1, \ldots, 1)$. If $j . \mathbf{1} \leq \mathbf{n}$, then we set $\mathbf{n}-j:=\left(n_{1}-j, \ldots, n_{d}-j\right)$.

Definition 5. Let $s_{1}, \ldots, s_{d}$ be positive integers or $\infty$. A d-dimensional picture over the alphabet $\Sigma$ is a map $x$ with domain $\llbracket 0, s_{1}-1 \rrbracket \times \cdots \times \llbracket 0, s_{d}-1 \rrbracket$ taking values in $\Sigma$. By convention, if $s_{i}=\infty$ for some $i$, then $\llbracket 0, s_{i}-1 \rrbracket=\mathbb{N}$. If $x$ is such a picture, we write $|x|$ for the $d$-tuple $\left(s_{1}, \ldots, s_{d}\right) \in(\mathbb{N} \cup\{\infty\})^{d}$ which is called the shape of $x$. We denote by $\varepsilon_{d}$ the $d$-dimensional picture of shape $(0, \ldots, 0)$. Note that $\varepsilon_{1}=\varepsilon$. If $\mathbf{n}=\left(n_{1}, \ldots, n_{d}\right)$ belongs to the domain of $x$, we indifferently use the notation $x_{n_{1}, \ldots, n_{d}}, x_{\mathbf{n}}, x\left(n_{1}, \ldots, n_{d}\right)$ or $x(\mathbf{n})$. Let $x$ be a $d$-dimensional picture. If for all $i \in\{1, \ldots, d\},|x|_{i}<\infty$, then $x$ is said to be bounded. The set of $d$-dimensional bounded pictures over $\Sigma$ is denoted by $B_{d}(\Sigma)$. A bounded picture $x$ is a square of size $c \in \mathbb{N}$ if $|x|=c .1$.
Definition 6. Let $x$ be a $d$-dimensional picture. If $\mathbf{0} \leq \mathbf{s} \leq \mathbf{t} \leq|x|-1$, then $x[\mathbf{s}, \mathbf{t}]$ is said to be a factor of $x$ and is defined as the picture $y$ of shape $\mathbf{t}-\mathbf{s}+1$ given by $y(\mathbf{n})=x(\mathbf{n}+\mathbf{s})$ for all $\mathbf{n} \in \mathbb{N}^{d}$ such that $\mathbf{n} \leq \mathbf{t}-\mathbf{s}$. For any $\mathbf{u} \in \mathbb{N}^{d}$, the set of factors of $x$ of shape $\mathbf{u}$ is denoted by Fact $\mathbf{u}(x)$.

Example 7. Consider the bidimensional (bounded) picture of shape $(5,2)$,

$$
x=\begin{array}{|l|l|l|l|l|}
\hline a & b & a & a & b \\
\hline c & d & b & c & d \\
\hline
\end{array} .
$$

We have

$$
x[(0,0),(1,1)]=\begin{array}{|l|l|}
\hline a & b \\
\hline c & d \\
\hline
\end{array} \quad \text { and } \quad x[(2,0),(4,1)]=\begin{array}{|l|l|l|}
\hline a & a & b \\
\hline b & c & d \\
\hline
\end{array} .
$$

For instance, $\operatorname{Fact}_{\mathbf{1}}(x)=\{a, b, c, d\}$ and

$$
\operatorname{Fact}_{(3,2)}(x)=\left\{\begin{array}{|l|l|l}
\hline a & b & a \\
\hline c & d & b \\
\hline
\end{array}, \begin{array}{|l|l|l|}
\hline b & a & a \\
\hline d & b & c \\
\hline
\end{array}, \begin{array}{|l|l|l|}
\hline a & a & b \\
\hline b & c & d \\
\hline
\end{array}\right\} .
$$

Definition 8. Let $x$ be a $d$-dimensional picture of shape $\mathbf{s}=\left(s_{1}, \ldots, s_{d}\right)$. For all $i \in\{1, \ldots, d\}$ and $k<s_{i}, x_{\mid i, k}$ is the $(d-1)$-dimensional picture of shape

$$
|x|_{\hat{i}}=\mathbf{s}_{\hat{i}}:=\left(s_{1}, \ldots, s_{i-1}, s_{i+1}, \ldots, s_{d}\right)
$$

defined by

$$
x_{\mid i, k}\left(n_{1}, \ldots, n_{i-1}, n_{i+1}, \ldots, n_{d}\right)=x\left(n_{1}, \ldots, n_{i-1}, k, n_{j+1}, \ldots, n_{d}\right)
$$

for all $0 \leq n_{j}<s_{j}, j \in\{1, \ldots, d\} \backslash\{i\}$.

Definition 9. Let $x, y$ be two $d$-dimensional pictures. If for some $i \in\{1, \ldots, d\},|x|_{\hat{i}}=|y|_{\hat{i}}=$ $\left(s_{1}, \ldots, s_{j-1}, s_{j+1}, \ldots, s_{d}\right)$, then we define the concatenation of $x$ and $y$ in the direction $i$ as the $d$-dimensional picture $x \odot^{i} y$ of shape $\left(s_{1}, \ldots, s_{j-1},|x|_{i}+|y|_{i}, s_{j+1}, \ldots, s_{d}\right)$ satisfying
(i) $x=\left(x \odot^{i} y\right)[\mathbf{0},|x|-1]$
(ii) $y=\left(x \odot^{i} y\right)\left[\left(0, \ldots, 0,|x|_{i}, 0, \ldots, 0\right),\left(0, \ldots, 0,|x|_{i}, 0, \ldots, 0\right)+|y|-1\right]$.

The $d$-dimensional empty word $\varepsilon_{d}$ is a word of shape $\mathbf{0}$. We extend the definition to the concatenation of $\varepsilon_{d}$ and any $d$-dimensional word $x$ in the direction $i \in\{1, \ldots, d\}$ by

$$
\varepsilon_{d} \odot^{i} x=x \odot^{i} \varepsilon_{d}=x
$$

Especially, $\varepsilon_{d} \odot^{i} \varepsilon_{d}=\varepsilon_{d}$.
Example 10. Consider the two bidimensional pictures

$$
x=\begin{array}{|l|l|}
\hline a & b \\
\hline c & d \\
\hline
\end{array} \quad \text { and } \quad y=\begin{array}{|l|l|l|}
\hline a & a & b \\
\hline b & c & d \\
\hline
\end{array}
$$

with shapes $|x|=(2,2)$ and $|y|=(3,2)$. Since $|x|_{\widehat{1}}=|y|_{\widehat{1}}=2$, we get

$$
x \odot^{1} y=\begin{array}{|l|l|l|l|l|}
\hline a & b & a & a & b \\
\hline c & d & b & c & d \\
\hline
\end{array}
$$

But notice that $x \odot^{2} y$ is not defined because $2=|x|_{\widehat{2}} \neq|y|_{\widehat{2}}=3$.
Let $x$ be a $d$-dimensional picture and $\mu: \Sigma \rightarrow B_{d}(\Sigma)$ be a map. Note that $\mu$ cannot necessarily be extended to a morphism on $\Sigma^{*}$. Indeed, if $x$ is a picture over $\Sigma, \mu(x)$ is not always well defined. Depending on the shapes of the images by $\mu$ of the letters in $\Sigma$, when trying to build $\mu(x)$ by concatenating the images $\mu\left(x_{\mathbf{i}}\right)$ we can obtain "holes" or "overlaps". Therefore, we introduce some restrictions on $\mu$.
Definition 11. Let $\mu: \Sigma \rightarrow B_{d}(\Sigma)$ be a map and $x$ be a $d$-dimensional picture such that

$$
\forall i \in\{1, \ldots, d\}, \forall k<|x|_{i}, \forall a, b \in \operatorname{Fact}_{\mathbf{1}}\left(x_{\mid i, k}\right):|\mu(a)|_{i}=|\mu(b)|_{i}
$$

Then $\mu(x)$ is defined as

$$
\mu(x)=\odot_{0 \leq n_{1}<|x|_{1}}^{1}\left(\cdots\left(\odot_{0 \leq n_{d}<|x|_{d}}^{d} \mu\left(x\left(n_{1}, \ldots, n_{d}\right)\right)\right)\right) .
$$

Note that the ordering of the products in the different directions is unimportant.
Example 12. Consider the map $\mu$ given by

$$
a \mapsto \begin{array}{|c|c|}
\hline a & a \\
\hline b & d \\
\hline
\end{array}, b \mapsto \begin{array}{|c|}
\hline c \\
\hline b \\
\hline
\end{array}, c \mapsto \begin{array}{|c|c|}
\hline a & a \\
\hline
\end{array}, d \mapsto \begin{array}{|c}
d \\
\hline
\end{array}
$$

Let

$$
x=\begin{array}{|l|l|}
\hline a & b \\
\hline c & d \\
\hline
\end{array} .
$$

Since $|\mu(a)|_{2}=|\mu(b)|_{2}=2,|\mu(c)|_{2}=|\mu(d)|_{2}=1,|\mu(a)|_{1}=|\mu(c)|_{1}=2$ and $|\mu(b)|_{1}=|\mu(d)|_{1}=1$, $\mu(x)$ is well defined and given by

$$
\mu(x)=\begin{array}{|l|l|l|}
\hline a & a & c \\
\hline b & d & b \\
\hline a & a & d \\
\hline
\end{array} .
$$

But one can notice that $\mu^{2}(x)$ is not well defined.
Definition 13. Let $\mu: \Sigma \rightarrow B_{d}(\Sigma)$ be a map. If for all $a \in \Sigma$ and all $n \geq 0, \mu^{n}(a)$ is well defined from $\mu^{n-1}(a)$, then $\mu$ is said to be a d-dimensional morphism.

The usual notion of a prolongable morphism can be given in this multidimensional setting.
Definition 14. Let $\mu$ be a $d$-dimensional morphism. We say that $\mu$ is prolongable on $a$ if $a$ is a letter such that $(\mu(a))_{\mathbf{0}}=a$. Then the limit

$$
w=\mu^{\omega}(a):=\lim _{n \rightarrow+\infty} \mu^{n}(a)
$$

| $a$ | $b$ | $e$ | $e$ | $b$ | $e$ | $b$ | $e$ | $e$ | $b$ | $\cdots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $c$ | $d$ | $c$ | $g$ | $d$ | $g$ | $d$ | $c$ | $g$ | $d$ |  |
| $e$ | $b$ | $f$ | $e$ | $b$ | $h$ | $b$ | $f$ | $h$ | $b$ |  |
| $e$ | $b$ | $e$ | $a$ | $b$ | $e$ | $b$ | $e$ | $h$ | $b$ |  |
| $g$ | $d$ | $c$ | $c$ | $d$ | $g$ | $d$ | $c$ | $c$ | $d$ |  |
| $e$ | $b$ | $e$ | $e$ | $b$ | $a$ | $b$ | $e$ | $e$ | $b$ |  |
| $g$ | $d$ | $c$ | $g$ | $d$ | $c$ | $d$ | $c$ | $g$ | $d$ |  |
| $h$ | $b$ | $f$ | $e$ | $b$ | $e$ | $b$ | $f$ | $h$ | $b$ |  |
| $e$ | $b$ | $e$ | $e$ | $b$ | $e$ | $b$ | $e$ | $a$ | $b$ |  |
| $g$ | $d$ | $c$ | $g$ | $d$ | $g$ | $d$ | $c$ | $c$ | $d$ |  |
| $\vdots$ |  |  |  |  |  |  |  |  | $\ddots$. |  |

Figure 3: A fixed point of $\mu$.
is well defined and $w=\mu(w)$ is a fixed point of $\mu$. A $d$-dimensional infinite word $x$ over $\Sigma$ is said to be purely morphic if it is a fixed point of a $d$-dimensional morphism. It is said to be morphic if there exists a coding $\nu: \Gamma \rightarrow \Sigma$ (i.e., a letter-to-letter morphism) such that $x=\nu(y)$ for some purely morphic word $y$ over $\Gamma$.

## 5. Shape-Symmetric Morphic Words

The property of shape-symmetry is a natural generalization of uniform morphisms where all images are squares of the same shape [12].

Definition 15. Let $\mu: \Sigma \rightarrow B_{d}(\Sigma)$ be a $d$-dimensional morphism having the $d$-dimensional infinite word $x$ as a fixed point. If for any permutation $f$ of $\{1, \ldots, d\}$ and for all $n_{1}, \ldots, n_{d}>0$, $\left|\mu\left(x\left(n_{f(1)}, \ldots, n_{f(d)}\right)\right)\right|=\left(s_{f(1)}, \ldots, s_{f(d)}\right)$ whenever $\left|\mu\left(x\left(n_{1}, \ldots, n_{d}\right)\right)\right|=\left(s_{1}, \ldots, s_{d}\right)$, then $x$ is said to be shape-symmetric (with respect to $\mu$ ).
Remark 16. A. Maes showed that determining whether or not a map $\mu: \Sigma \rightarrow B_{d}(\Sigma)$ is a $d$ dimensional morphism is a decidable problem. Moreover he showed that if $\mu$ is prolongable on a letter $a$, then it is decidable whether or not the fixed point $\mu^{\omega}(a)$ is shape-symmetric $[6,7,8]$.

Example 17. One can show that the following morphism has a fixed point $\mu^{\omega}(a)$ which is shapesymmetric.

$$
\begin{aligned}
\mu(a)=\mu(f)=\begin{array}{|l|l}
a & b \\
c & d
\end{array}, \mu(b) & =\begin{array}{|l|}
\hline e \\
\hline c
\end{array}, \mu(c)=\begin{array}{|l|l|}
\hline e & b \\
\hline
\end{array}, \mu(d)=\begin{array}{|c}
\hline
\end{array}, \mu(e)=\begin{array}{|l|l|}
\hline e & b \\
\hline g & d \\
\hline
\end{array}, \\
\mu(g) & =\begin{array}{|l|l|l}
\hline h & b
\end{array}, \mu(h)=\begin{array}{|l|l}
h & b \\
\hline c & d \\
\hline
\end{array}
\end{aligned}
$$

We have represented in Figure 3 the beginning of the picture.

## 6. Main result

Using the above notions, we are now able to state our main result. A complete proof can be found in [3].

Theorem 18. Let $d \geq 1$. The d-dimensional infinite word $x$ is $S$-automatic for some abstract numeration system $S=(L, \Sigma,<)$ where $\varepsilon \in L$ if and only if $x$ is the image by a coding of a shape-symmetric d-dimensional infinite word.

## 7. Perspectives

In the context of this work, some natural questions arise. We point out some of them. For the sake of clarity, we write statements in the bidimensional case but each of them can be more generally stated in the $d$-dimensional case for $d \geq 2$.

- In the unidimensional case, $S$-automatic words are characterized in terms of finite $S$-kernels [11]. Does this characterization hold in the multidimensional setting?
- Multidimensional $k$-automatic words have been characterized in logical terms, see for instance [2]. Can such a characterization be extended to $S$-automatic words?
- Any bidimensional word $a=\left(a_{m, n}\right)_{m, n \geq 0}$ over an alphabet $\Sigma$ which is embedded into a finite field $K$ can be associated with a formal power series $F(a)=\sum_{m, n \geq 0} a_{m, n} X^{m} Y^{n}$ over $K[[X, Y]]$. If $a$ is $S$-automatic, can we derive some algebraic properties of $F(a)$, and conversely?
- As a particular case of the previous question, can something be said about the diagonal $D(a)=\sum_{m \geq 0} a_{m, m} X^{m} \in K[[X]]$ ?
- If $S$ and $T$ are two abstract numeration systems, one can easily adapt Definition 3 to define the notion of $(S, T)$-automatic word, i.e., $x_{m, n}=\tau\left(\delta\left(q_{0},\left(\operatorname{rep}_{S}(m)\right.\right.\right.$, $\left.\left.\left.\operatorname{rep}_{T}(n)\right){ }^{\#}\right)\right)$. Can these $(S, T)$-automatic words be characterized using morphisms?
- Peano enumeration of $\mathbb{N}^{2}$ is defined by $P: \mathbb{N}^{2} \rightarrow \mathbb{N}:(m, n) \mapsto \frac{1}{2}(m+n)(m+n+1)+n$. Hence, to any bidimensional word $\left(a_{m, n}\right)_{m, n \geq 0}$ corresponds a unidimensional word $\left(b_{\ell}\right)_{\ell \geq 0}$ where $b_{\ell}=a_{m, n}$ if $P(m, n)=\ell$. Suppose that $\left(a_{m, n}\right)_{m, n \geq 0}$ is $S$-automatic. Does this imply that $\left(b_{\ell}\right)_{\ell \geq 0}$ is $S$-automatic too, and conversely? One could also consider other primitive recursive enumerations of $\mathbb{N}^{2}$.
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