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A NEW BARRIER FOR A CLASS OF SEMIDEFINITE
PROBLEMS
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Abstract. We introduce a new barrier function to solve a class of
Semidefinite Optimization Problems (SOP) with bounded variables.
That class is motivated by some (SOP) as the minimization of the sum
of the first few eigenvalues of symmetric matrices and graph partition-
ing problems. We study the primal-dual central path defined by the
new barrier and we show that this path is analytic, bounded and that
all cluster points are optimal solutions of the primal-dual pair of prob-
lems. Then, using some ideas from semi-analytic geometry we prove its
full convergence. Finally, we introduce a new proximal point algorithm
for that class of problems and prove its convergence.

Keywords. Interior point methods, barrier function, central path,
semidefinite optimization.

1. Introduction

Various properties have been obtained through standard assumptions applied
to the analysis of the primal-dual central path in Semidefinite Optimization (SO),
using the classical logarithmic barrier. For example, it has been shown that the
path is bounded and all cluster points are optimal solutions of the primal-dual
pair of problems, see de Klerk et al. [8] and Luo et al. [10]. Convergence results
and its characterization with respect to the analytic center of the optimal set are
obtained when the strict complementarity condition is satisfied. Halická et al. [4]
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show that the path does not always converge to the analytic center, and they gave
a convergence proof, using some ideas from the algebraic sets.

In this paper we are interested in solving the special class of problems

min
X∈Sn

{C • X : AX = b, 0 � X � I}

where Sn is the set of all real symmetric n × n matrices, C ∈ Sn, 0 � X � I
means that X and I − X are positive semidefinite and the operator A : Sn →
IRm is defined as AX := (Ai • X)i=1,...,m with Ai ∈ Sn. The classical barrier
solves this problem, by interior point methods, through − ln detX− ln det(I − X).
Convergence results of the central path, obtained by the KKT optimal conditions
of the penalized problem with respect to that barrier, can be easily adapted from
the general case when the problem has only the constraint X � 0. In a different
way, in this paper, we introduce the new barrier function

B(X) = Tr[(2X − I)(ln X − ln(I − X))]

and study, essentially, convergence properties of the central path induced by B.
This work is a natural extension to (SO) of our recent paper Papa Quiroz and

Oliveira [12], where we proposed the new self-concordant barrier applied to the
hypercube (0, 1)n ⊂ IRn, given by

∑n
i=1(2xi − 1)(ln xi − ln(1 − xi)). Although

it does not ensure a theoretical gain, in terms of the self-concordance property,
we expect that the representation of the intrinsic structure of real problems that
are naturally formulated in some hypercube, could lead to good computational
performance. The same could be considered in the case of (SO), even if in the
latter case, we are not able to ensure the self-concordance property. We think that
the classes of problems presented in Section 3, which are naturally embedded in
the set 0 � X � I, also justify the proposed barrier.

The paper is divided as follows. In Section 1.1 we give preliminaries and nota-
tions that we will use along the paper and in Section 1.2 we present basic aspects
of semi-analytic theory that will be used in the proof of the convergence of the
path. In Section 2 we define the problem and we give the main assumptions. In
Section 3 we present some examples of the class of problems studied in this paper.
In Section 4 we present the new barrier and study the primal-dual central path
obtaining its full convergence. Finally in Section 5 we introduce a new proximal
point Bregman type algorithm with convergence result.

1.1. Preliminaries and notation

We denote by IRn×n the vector space of all n×n real matrices and Sn the set of
all real symmetric n×n matrices. For any X, Y ∈ Sn, the inner product of X and
Y is defined by X •Y := Tr(XY ) (the trace operator) and ||X ||F := (X •X)1/2 is
the Frobenius norm. We also denote by Sn

+ the convex cone of symmetric positive
semidefinite matrices and by Sn

++ the cone of symmetric positive definite matrices.
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Every matrix X ∈ Sn can be written in the form

X = QT DQ

where D = diag(λ1(X), ..., λn(X)), {λi(X)}i=1,...,n being the eigenvalues of X ,
and Q is the corresponding orthonormal matrix of the eigenvectors of X. Hence
for any analytic scalar valued function g we can define a function of a matrix
X ∈ Sn as

g(X) = QT g(D)Q
whenever the scalar functions g(λi(X)) are well defined, see for example Horn and
Johnson, [5], Section 6.2. In particular we obtain for any X ∈ Sn

++ :

ln X = QT DlnQ

where Dln = diag(ln λ1(X), ..., ln λn(X)). This matrix is the inverse of the ex-
ponential matrix exp, see [5]. Thus for any B ∈ Sn

++, log B = A if and only if
B = exp(A).

Finally, we introduce the operator P�Q : IRn×n → IRn×n, where P, Q ∈ IRn×n,
defined by

(P � Q)U := (1/2)(PUQT + QUPT ).

1.2. Basic aspects of semi-analytic sets

In this subsection we introduce the definition of (s)-analytic curves and the
curve selection lemma that we are going to use in the proof of the convergence
of the primal-dual central path. We refer the reader to Lojasiewicz, [9], for more
details.

Definition 1.1. We say that a subset M of IRn is a semi-analytic set if it is
determined by a finite number of equalities and inequalities of analytic functions;
i.e. M can be written as

k⋃
j=1

l⋂
i=1

{x : fij(x)σij0},

where k, l ∈ IN , fij are analytic functions and σij corresponds to one of the signs
{<}, {>} or {=}. If M has only equalities, (σij = 0, for all i, j) then M is called
an analytic set.

Definition 1.2. Let M be an analytic set of IRn. A curve γ ⊂ M is an (s)-analytic
curve when it is the image of an analytic embedding of (0, 1] into relatively compact
and semi-analytic of M .

Lemma 1.1 (Curve selection lemma). If M is a semi-analytic set of IRn and if
a ∈ M (the closure of M) is not an isolated point on M , then M contains an
(s)-analytic curve that converges to the point a. Equivalently, there exists ε > 0
and a real analytic curve γ : [0, ε) → IRn with γ(0) = a and γ(t) ∈ M for t > 0.

Proof. See [9], Proposition 2, page 103. �
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2. Definition of the problem and assumptions

We are interested in solving

min
X∈Sn

{C • X : AX = b, 0 � X � I} (2.1)

where X, C ∈ Sn, A : Sn → IRm is a linear operator defined by AX := (Ai •
X)m

i=1 ∈ IRm, with Ai ∈ Sn, 0 � X (respectively X � I) meaning that X
(respectively I − X) are positive semidefinite matrices.

We denote by
P = {X ∈ Sn : AX = b, 0 � X � I}

the feasible set of the problem (2.1) and its relative interior by

P0 = {X ∈ Sn : AX = b, 0 ≺ X ≺ I},

where 0 ≺ X (respectively X ≺ I) means that X (respectively I −X) are positive
definite matrices. The optimal solution set of the problem (2.1) is denoted by P∗.

Due to the fact that the primal objective function is continuous on the compact
set P , it achieves a global minimum point on P . Besides, the linearity (and there-
fore convexity) of the primal objective function implies that any local minimum
is a global minimum. Thus, the set of optimal solutions of the problem (2.1), is a
non-empty and bounded convex set.

The dual problem of (2.1) is:

max
(y,S,W )∈IRm×Sn×Sn

{bT y − W • I : A∗y + S − W = C, W � 0, S � 0} (2.2)

where A∗ : IRm → Sn is a linear operator defined by A∗y =
m∑

i=1

yiAi.

We denote by

D = {(y, S, W ) ∈ IRm × Sn × Sn : A∗y + S − W = C, W � 0, S � 0}

the feasible set of the problem (2.2) and

D0 = {(y, S, W ) ∈ IRm × Sn × Sn : A∗y + S − W = C, W � 0, S � 0}

its relative interior and by D∗ the optimal solutions of the problem (2.2). We
impose the following assumptions on the problem (2.1).

Assumptions:
(1) The set P0 is non-empty.
(2) The matrices Ai are linearly independent.

We point out that (1) is a standard assumption in interior point methods for
Semidefinite Optimization and under the assumption (2) y is uniquely determined
for (S, W ).
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Given X and (y, S, W ) two feasible points of (2.1) and (2.2) respectively, the
duality gap in objective values between X and (y, S, W ) is:

gap := C • X − (bT y − W • I) = X • S + (I − X) • W ≥ 0.

Also, due to assumption (1) and the fact that (2.1) has a solution, the dual prob-
lem (2.2) has also a solution and the duality gap is zero, see de Klerk, [7], The-
orem 2.2, that is, if X∗ is optimal in (2.1), then there exists (y∗, S∗, W ∗) that is
optimal for (2.2), with C •X∗ = bT y∗ −W ∗ • I. Those solutions are characterized
by the Karush-Kuhn-Tucker (KKT) conditions:

A∗y + S − W = C

AX = b

XS = 0
(I − X)W = 0

S, W � 0
0 � X � I.

3. Examples

In this section we list some examples of problems found in the literature that
can be written in the form (2.1).

Example 1. Finding the sum of the first few eigenvalues.

Overton and Womersley (Th. 3.4, p. 329, [11]) give the following characteriza-
tion for the sum of the first k eigenvalues of a symmetric matrix:

λ1(A) + ... + λk(A) = max{A • X : TrX = k, 0 � X � I}, (3.3)

where λj(A), j = 1, ..., k, denote the jth largest eigenvalue of A. We may write (3.3)
as max{A • X : AX = b 0 � X � I}, where AX = I • X and b = k. Therefore,
(3.3) is a particular case of (2.1).

Example 2. Minimizing the sum of the first few eigenvalues.

We consider the minimization of the sum of the first k eigenvalues of a symmetric
matrix:

min λ1(A(y)) + ... + λk(A(y)) where A(y) = A0 +
m∑

i=1

yiAi, y ∈ IRm. (3.4)

It can be proved, see Alizadeh, [1] Theorem 4.3, that the dual version of this
problem is

max{A0 • X : TrX = k, Aj • X = 0 for j = 1, ..., m, 0 � X � I}. (3.5)
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Note that we may write (3.5) as max{A0 • X : AX = b, 0 � X � I}, where
AX = (I • X, A1 • X, ..., Am • X)T and b = (k, 0, 0, ...0) ∈ IRm+1. Therefore, that
is an example of (2.1).

Example 3. Minimization of the weighted sum of eigenvalues.

Consider the following problem:

min m1λ1(A) + ... + mkλk(A) where m1 ≥ ... ≥ mk > 0. (3.6)

Observe that due to condition m1 ≥ ... ≥ mk > 0, that problem is convex. Donath
and Hoffman in [3] rewrote that sum as follows:

m1λ1 + ... + mkλk = (m1 − m2)λ1 + (m2 − m3)(λ1 + λ2) + ...

+ (mk−1 − mk)(λ1 + ... + λk−1) + mk(λ1 + ... + λk).

For each of the partial sums of eigenvalues in the right side of the equality we may
use the SDP formulation from the example 2, obtaining:

min (m1 − m2)X1 • A + (m2 − m3)X2 • A + ... + mkXk • A
s.t Tr(Xi) = i for i = 1, ..., k

0 � Xi � I.

Now observe that this problem can be written under form (2.1), where C =
diag((m1 − m2)A1, (m2 − m3)A2, ..., mkAk), X = diag(X1, X2, ..., Xn), A(X) =
I • X and b = (1, 2, ..., k)T . Thus (3.6) is a particular case of (2.1)

Example 4. The graph partitioning problem.

An important special case of the graph partitioning problem, see [1], can be
written as

min{C • X : Xii = k/n, 0 � X � I}. (3.7)

We can write (3.7) as (2.1) with A1 = diag(1, 0, ..., 0), A2 = diag(0, 1, 0, ..., 0),...,
An = (0, 0, ..., 0, 1) and b = (k/n, k/n, ...., k/n) ∈ IRn.

4. A new barrier and the central path

In this section we introduce a new barrier and propose a new interior penalized
problem to solve (2.1) and study the behavior of the central path, obtained by its
optimality conditions. We will observe that a property of this path is its primal
feasibility, with respect to (2.1), and dual infeasibility, with respect to the dual
problem (2.2), by a term µ[ln X(µ)− ln(I −X(µ))], that converges to zero when µ
converges to zero, see Corollary 4.1. We prove that this path converges by using
some ideas from semi-analytic geometry.
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4.1. The new barrier

We start denoting the matrix cube as Sn
[0,I] = {X ∈ Sn : 0 � X � I} and its

interior as Sn
(0,I). Now, we define on Sn

(0,I) the following function:

B(X) = Tr[(2X − I)(ln X − ln(I − X))]. (4.1)

Such function generalizes for Sn
(0,I) the self-concordant barrier function for the

hypercube introduced in [12]. We observe that B(X) is invariant under the de-
composition of the matrix X . Moreover, we can write B(X) as:

B(X) =
n∑

i=1

(2λi(X) − 1)(ln λi(X) − ln(1 − λi(X))), (4.2)

where 0 < λi(X) < 1, i = 1, ..., n, are the eigenvalues of X. We have immediately
the following properties:

• If X → boundSn
(0,I) (X approaches the boundary, that is, λi(X) → 0 or

λi(X) → 1) then B(X) → ∞. Thus B is a barrier function on Sn
(0,I).

• B(X) ≥ 0, for all X ∈ Sn
(0,I).

• B is a strictly convex function continuously differentiable on Sn
(0,I).

4.2. Definition of the central path

To solve the problem (2.1) we propose a new penalized problem:

min φB(X, µ) = C • X + µTr[(2X − I)(ln X − ln(I − X))]
AX = b

(0 ≺ X ≺ I)
(4.3)

where µ > 0 is a positive parameter. The first and second derivatives of φB(., µ)
are:

∇φB(X, µ) := C + µ[2(lnX − ln(I − X)) − X−1 + (I − X)−1]

∇2φB(X, µ) := 2µ[X−1+(I−X)−1]+µ(X−1�X−1)+µ((I−X)−1�(I−X)−1),
(4.4)

where
[X−1 + (I − X)−1]Y = X−1Y + (I − X)−1Y

(X−1 � X−1)Y = X−1Y X−1

((I − X)−1 � (I − X)−1)Y = (I − X)−1Y (I − X)−1.

Since the objective function is linear and B(X) = Tr[(2X − I)(ln X − ln(I − X))]
is strictly convex we have that φB(., µ) is strictly convex on the relative interior of
the feasible set. In addition, that function takes infinite values on the boundary of
P . We conclude that φB(., µ) achieves the minimal value in its domain (for fixed
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µ) at a unique point. The KKT (first order) optimality conditions for this problem
are therefore necessary and sufficient, and are given by:

A∗y + S − W = C + 2µ[lnX − ln(I − X)]
AX = b

S − µX−1 = 0
W − µ(I − X)−1 = 0

S, W � 0
0 ≺ X ≺ I.

(4.5)

The unique solution of this system, denoted by (X(µ), y(µ), S(µ), W (µ)), µ > 0,
we call the primal-dual central path. Clearly, this path is primal feasible and
dual infeasible with respect to the problems (2.1) and (2.2) respectively. Further-
more, we call (X(µ)) and (y(µ), S(µ), W (µ)) the primal and dual central path
respectively. The duality gap in that solution satisfies

gap(µ) := C•X(µ)−(bT y(µ)−W (µ)•I) = 2nµ−2µ(lnX(µ)−ln(I−X(µ)))•X(µ).

4.3. Analyticity of the central path

Here we show that the analyticity of the central path follows from a straight-
forward application of the implicit function theorem.

Theorem 4.1. The function fcp : µ → (X(µ), y(µ), S(µ), W (µ)) is an analytic
function for µ > 0.

Proof. The proof follows from the implicit function theorem if we show that the
equations defining the central path are analytic, with a derivative (with respect to
(X, y, S, W )) that is square and nonsingular at points on the path. Obviously the
equations of the central path are analytic, so we should prove the second part.

Let Φ : Sn × IRm × Sn × Sn × IR −→ Sn × IRm × Sn × Sn such that

Φ(X, y, S, W, µ) =




C + 2µ[ln X − ln(I − X)] − S + W −A∗y
AX − b

S − µX−1

W − µ(I − X)−1


 .

The derivative of Φ (with respect to (X, y, S, W )) is:

Φ′(X, y, S, W ) =




2µ[X−1 + (I − X)−1] −A∗ −I I
A 0 0 0

µ(X−1 � X−1) 0 I 0
−µ((I − X)−1 � (I − X)−1) 0 0 I


 ,

where I denotes the identity operator. We have been rather loose in writing this in
matrix form, since the blocks are operators rather than matrices, but the meaning
is clear. We want to show that this derivative is nonsingular, and for this it suffices
to prove that its null-space is the trivial one.
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Let U, V, P any matrices in IRn×n and v ∈ IRm, consider the following system
of equations:

2µ[X−1 + (I − X)−1]U −A∗v − V + P = 0 (4.6)
AU = 0 (4.7)

µ(X−1 � X−1)U + V = 0 (4.8)
−µ((I − X)−1 � (I − X)−1)U + P = 0. (4.9)

From (4.8) and (4.9) we have

V = −µ[X−1 � X−1]U (4.10)
P = µ((I − X)−1 � (I − X)−1)U. (4.11)

Substituting (4.10) and (4.11) in (4.6), we obtain:

[2µ[X−1 + (I −X)−1] + µ(X−1 �X−1)+ µ((I −X)−1 � (I −X)−1)]U −A∗v = 0.

Observe that the coefficient of U is the Hessian, see (4.4), then,

∇2φB(X, µ)U −A∗v = 0. (4.12)

Applying (∇2φB(X, µ))−1 in (4.12)

U − (∇2φB(X, µ))−1A∗v = 0. (4.13)

Now, multiplying (4.13) by A, and taking into consideration (4.7) gives

A(∇2φB(X, µ))−1A∗v = 0.

Since that Ai are linearly independent matrices we have

v = 0. (4.14)

Substituting (4.14) in (4.12)

U = 0. (4.15)

Finally, substituting (4.15) in (4.10) and (4.11), we obtain

V = 0 and P = 0. (4.16)

From (4.14), (4.15) and (4.16) we conclude that Φ′(X, y, S, W, µ) is nonsingular
on the central path (and throughout Sn

(0,I) × IRm ×Sn
++ ×Sn

++). Thus the central
path is indeed an analytical path. �



312 E.A. PAPA QUIROZ AND P. ROBERTO OLIVEIRA

4.4. The primal central path

In this subsection we present some properties of the primal central path. Those
results are easy extensions from general nonnegative barriers in IRn to Sn, but for
the sake of completeness we give the proofs.

Lemma 4.1. The function 0 < µ → B(X(µ)), where B is defined as in (4.1), is
non increasing.

Proof. Suppose µ2 < µ1. We will prove that B(X(µ1)) ≤ B(X(µ2)). Since X(µ1)
minimizes φB(X, µ1) and X(µ2) minimizes φB(X, µ2), see (4.3), we have:

C • X(µ1) + µ1B(X(µ1)) ≤ C • X(µ2) + µ1B(X(µ2))

and
C • X(µ2) + µ2B(X(µ2)) ≤ C • X(µ1) + µ2B(X(µ1)).

Adding those inequalities gives

µ2B(X(µ2)) + µ1B(X(µ1)) ≤ µ2B(X(µ1)) + µ1B(X(µ2)),

that implies
(µ1 − µ2)B(X(µ1)) ≤ (µ1 − µ2)B(X(µ2))

as µ2 < µ1 we have
B(X(µ1)) ≤ B(X(µ2)). �

Lemma 4.2. If µ2 < µ1 then
i. φB(X(µ2), µ2) ≤ φB(X(µ1), µ1);
ii. C • X(µ2) ≤ C • X(µ1).

Proof. Since µ2 < µ1, X(µ2) minimizes φB(X, µ2) and B ≥ 0:

φB(X(µ2), µ2) = C • X(µ2) + µ2B(X(µ2))

≤ C • X(µ1) + µ2B(X(µ1))

≤ C • X(µ1) + µ1B(X(µ1))

= φB(X(µ1), µ1).

This shows i. Let us consider the following inequality

C • X(µ2) + µ2B(X(µ2)) ≤ C • X(µ1) + µ2B(X(µ1)).

Since B(X(µ2)) ≤ B(X(µ1)), the inequality above gives

C • X(µ2) ≤ C • X(µ1),

concluding the proof. �
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Lemma 4.3. If X∗ is an optimal solution to the problem (2.1), and µ > 0, then

C • X∗ ≤ C • X(µ) ≤ φB(X(µ), µ).

Proof. Since X∗ is a optimal solution of the primal problem, we have that C•X∗ ≤
C • X(µ). As B ≥ 0,

C • X(µ) ≤ C • X(µ) + µB(X(µ)),

that implies
C • X(µ) ≤ φB(X(µ), µ).

Then
C • X∗ ≤ C • X(µ) ≤ φB(X(µ), µ). �

Proposition 4.1. All cluster points of the primal path {X(µ)} are optimal solu-
tions of the problem (2.1).

Proof. Let X̄ be a cluster point of {X(µ)}. Note that AX̄ = b and 0 � X̄ � I.
Let {µk} be a sequence of positive numbers such that

lim
k→∞

µk = 0

and
lim

k→∞
X(µk) = X̄.

Fix X ∈ P , an arbitrary feasible solution of the problem (2.1). Due to assump-
tion 1, we can take X0 primal feasible. Note that, for all ε ∈ (0, 1),

X(ε) = (1 − ε)X + εX0 ∈ P0.

The optimality conditions for {X(µk)} give

C • X(µk) + µkB(X(µk)) ≤ C • X(ε) + µkB(X(ε)).

That implies

µk[B(X(µk)) − B(X(ε))] ≤ C • X(ε) − C • X(µk).

As B is convex, we get

µk[∇B(X(ε))(X(µk) − X(ε))] ≤ C • X(ε) − C • X(µk).

Taking limit when k → ∞, leads to

0 · [∇B(X(ε)) • (X̄ − X(ε))] ≤ C • X(ε) − C • X̄,

that is
0 ≤ C • X(ε) − C • X̄.
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Now, taking ε → 0, we obtain

C • X̄ ≤ C • X.

Since X is an arbitrary feasible solution, the last inequality implies that X̄ is an
optimal point of (2.1). �

Proposition 4.2. Let µk be a sequence of positive real numbers such that µk → 0
as k → 0. Then:

µkB(X(µk)) → 0, as k → ∞.

Proof. We simplify the notation, letting X(µk) for Xk. Now, suppose that X̄ is
an optimal point of the primal problem (2.1). Let Xk a sequence such that

Xk → X̄, as k → ∞.

By continuity we have

C • Xk → C • X̄, as k → ∞. (4.17)

From Lemma 4.3, we have

C • X̄ ≤ C • Xk ≤ φB(Xk, µk)

and therefore the sequence φB(Xk, µk) is lower bounded. Besides, by Lemma 4.2,
part ii, we know that φB is non increasing. So, there exists ζ∗ ∈ IRn such that

φB(Xk, µk) → ζ∗ as k → ∞, (4.18)

where C • X̄ ≤ ζ∗.
Now from (4.17) and (4.18) we have

C • Xk − φB(Xk, µk) → C • X̄ − ζ∗, as k → ∞.

Since φB(Xk, µk) = C • Xk + µkB(Xk), we have

µkB(Xk) → ζ∗ − C • X̄, as k → ∞.

As B ≥ 0 and non increasing we should have

µkB(Xk) → 0, as k → ∞

since µk → 0, as k → ∞. �

Corollary 4.1. Let (Xk) be a sequence of the primal central path. Then:

µk‖ lnXk − ln(I − Xk)‖F → 0, as k → ∞.
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Proof. From Proposition 4.2, we have

µkTr[(2Xk − I)(ln Xk − ln(I − Xk))] → 0, k → ∞.

From (4.2), this is equivalent to

µk

n∑
i=1

(2λi(Xk) − 1)(ln λi(Xk) − ln(1 − λi(Xk))) → 0, k → ∞,

where λi(Xk), i = 1, ..., n, are the eigenvalues of Xk.
As (2λi(Xk) − 1)(ln λi(Xk) − ln(1 − λi(Xk))) ≥ 0, that implies:

µk(2λk
i − 1)(ln λk

i − ln(1 − λk
i )) → 0, k → ∞, ∀i = 1, ..., n,

where we use the notation λi to mean λi(Xk). We rewrite the last limit as

2µk(λk
i ln λk

i +(1−λk
i ) ln(1−λk

i ))−µk ln λk
i −µk ln(1−λk

i ) → 0, k → ∞, i = 1, ..., n.
(4.19)

The sequence α(λk
i ) := λk

i ln λk
i + (1− λk

i ) ln(1−λk
i ) is bounded and since µk → 0

as k → ∞, we obtain

2µkα(λk
i ) → 0, k → ∞, i = 1, ..., n. (4.20)

Subtracting the expression (4.20) from (4.19), as both are convergent sequences,
it is true that

−µk ln λk
i − µk ln(1 − λk

i ) → 0, k → ∞, i = 1, ..., n.

Besides, as 0 < λk
i < 1 we have that ln λk

i < 0 and ln(1 − λk
i ) < 0, i = 1, ..., n, so,

−µk ln λk
i → 0, k → ∞, i = 1, ...n, (4.21)

and
−µk ln(1 − λk

i ) → 0, k → ∞, i = 1, ..., n. (4.22)
Therefore, adding (4.21) and (4.22) we conclude that

µk(ln λk
i − ln(1 − λk

i )) → 0, k → ∞, i = 1, ..., n.

It follows that
n∑

i=1

µ2
k(ln λi(Xk) − ln(1 − λi(Xk)))2 → 0, k → ∞,

and therefore

µ2
k

n∑
i=1

(ln λi(Xk) − ln(1 − λi(Xk)))2 → 0, k → ∞,
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which implies
µk‖(ln Xk − ln(1 − Xk))‖F → 0, k → ∞. �

4.5. The primal-dual central path

Proposition 4.3. For all r > 0 the set {(X(µ), S(µ), W (µ)) : µ ≤ r} is bounded.

Proof. As X(µ) ∈ Sn
(0,I), the set {X(µ)} is bounded, in particular, when µ ≤ r.

Now, we will prove that {(S(µ), W (µ)) : µ ≤ r} is also bounded. We know that
(X(µ), y(µ), S(µ), W (µ)) solves the equations:

A∗y + S − W = C + 2µ[ln X − ln(I − X)]

W = µ(I − X)−1

S = µX−1.

So, defining the function on Sn
(0,I) × IRm × Sn × Sn

L(X, y, S, W ) = C • X − yT (AX − b) − S • X − W • (I − X)+

2µTr[X ln X + (I − X) ln(I − X)]

we have
∇XL(X(µ), y(µ), S(µ), W (µ)) = 0, (4.23)

where ∇X denotes the gradient of L with respect to X . Now, observing that
L(. , y(µ), S(µ), W (µ)) is a strictly convex function on Sn

(0,I), (4.23) implies that
X(µ) is a unique minimum point of L(X, y(µ), S(µ), W (µ))) on Sn

(0,I). On the
other hand, we have:

C • X(µ) − L(X(µ), y(µ), S(µ), W (µ)) =

S(µ) •X(µ)−W (µ) • (I −X(µ))− 2µ[Tr[X(µ) ln X(µ)+ (I −X(µ)) ln(I −X(µ))]

= nµ + nµ − 2µTr[X(µ) ln X(µ) + (I − X(µ)) ln(I − X(µ))] ≤ 2nµ(1 + ln 2),

where the second equality comes from (4.5).
Then, due to assumption 1, we can take X0 primal feasible, getting:

C • X(µ) − 2nµ(1 + ln 2) ≤ L(X(µ), y(µ), S(µ), W (µ))

≤ L(X0, y(µ), S(µ), W (µ))

≤ C • X0 − S(µ) • X0 − W (µ) • (I − X0), (4.24)

where the last inequality is a consequence of the feasibility of X0, and the fact

that
n∑

i=1

[λi(X0) ln λi(X0) + (1 − λi(X0)) ln(1 − λi(X0))] ≤ 0.
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Now, apply λmin(X)TrS ≤ X•S and (1−λmin(X))TrW ≤ (I−X)•W in (4.24),
to get:

C • X(µ) − 2nµ(1 + ln 2) ≤ C • X0 − λmin(X0)TrS(µ) − (1 − λmin(X0))TrW (µ).

Thus

λmin(X0)TrS(µ) + (1 − λmin(X0))TrW (µ) ≤ C • X0 + 2nµ(1 + ln 2) − C • X(µ).
(4.25)

Since 0 < λi(X0) < 1 for all i = 1, ..., n, we have, in particular 0 < λmin(X0) < 1.
Thus the quantity ε defined by:

ε = min{λmin(X0), 1 − λmin(X0)}

is positive. Now, let X∗ be an optimal point of the problem (2.1). From (4.25),
and using µ ≤ r, we find:

TrS(µ) + TrW (µ) ≤ 1
ε
[C • X0 + 2nµ(1 + ln 2) − C • X(µ)]

≤ 1
ε
(C • X0 + 2n(1 + ln 2)r − C • X∗).

As ‖S‖F ≤ TrS and ‖W‖F ≤ TrW we have:

‖S(µ)‖F + ‖W (µ)‖F ≤ 1
ε
[C • X0 + 2nµ(1 + ln 2) − C • X∗].

Therefore, the set {(X(µ), S(µ), W (µ)) : µ ≤ r} is bounded. �

Although the function ln(X(µ)) − ln(I − X(µ)) is not bounded in Sn
(0,I), it is

possible to prove the existence of cluster point of the primal-dual central path.

Lemma 4.4. The cluster points set of the primal-dual central path {(X(µ), y(µ),
S(µ), W (µ))} is nonempty.

Proof. Because {(X(µ), S(µ), W (µ)) : µ ≤ r} is bounded, see previous proposi-
tion, there exists a sequence {(X(µj), S(µj), W (µj))} and a point (X̄, S̄, W̄ ) such
that:

(X(µj), S(µj), W (µj)) → (X̄, S̄, W̄ ), j → ∞, and

µj → 0, j → ∞.

From the first equation of the central path (4.5) we have:

y(µj) = (AA∗)−1A (C + 2µj [ln(X(µj) − ln(I − X(µj))] − S(µj) + W (µj)) .

Taking limit when j goes to ∞ and using the Corollary 4.1 we have

y(µj) → (AA∗)−1A (
C − S̄ + W̄

)
, j → ∞.
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Defining ȳ := (AA∗)−1A (
C − S̄ + W̄

)
, we obtain that (X̄, ȳ, S̄, W̄ ) is a cluster

point of the primal-dual central path. Therefore the proof is completed. �

Proposition 4.4. All cluster points of the primal-dual central path are optimal
solutions of the primal (2.1) and dual (2.2) pair of problems respectively.

Proof. Let (X̄, ȳ, S̄, W̄ ) be a cluster point of the primal-dual central path. Then
there exist sequences {µk} and (X(µk), y(µk), S(µk), W (µk)) such that

µk → 0, k → ∞, and

(X(µk), y(µk), S(µk), W (µk)) → (X̄, ȳ, S̄, W̄ ), k → ∞.

From Proposition 4.1, X̄ is an optimal point of the primal problem (2.1), so we
should prove that (ȳ, S̄, W̄ ) is an optimal point of the dual problem (2.2). From
KKT conditions

A∗yk + Sk − W k = C + 2µ[ln Xk − ln(I − Xk)],

taking limit when k goes to infinity, using continuity property and Corollary 4.1,
we have:

A∗ȳ + S̄ − W̄ = C. (4.26)

Clearly, as Sk � 0 and W k � 0 it holds:

S̄ � 0 and W̄ � 0. (4.27)

From (4.26) and (4.27) we conclude that (ȳ, S̄, W̄ ) is a feasible point of the problem
(2.2). To verify that (ȳ, S̄, W̄ ) is an optimal solution it is sufficient to show that
the complementarity property is satisfied, that is, W̄ • (X̄ − I) = 0 and S̄ • X̄ = 0.

We know that X(µk) • S(µk) = µk, from the KKT conditions. Now, taking
limit when k goes to infinity and using continuity of Xk and Sk as functions of µk

(see Th. 4.1), we arrive at:
X̄ • S̄ = 0.

In a similar way we obtain
W̄ • (I − X̄) = 0.

Therefore, the proof is complete. �

4.6. Convergence of the primal-dual central path

We show that the primal-dual central path converges. To obtain this result we
will use Lemma 1.1. The arguments are similar to those used for the logarithmic
barrier, in Halická et al. [4].

Theorem 4.2. The primal-dual Central Path (X(µ), y(µ), S(µ), W (µ)) converges
to a point (X∗, y∗, S∗, W ∗) ∈ P ∗ × D∗.
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Proof. Using the existence result of cluster points of the sequence
(X(µ), y(µ), S(µ), W (µ)) we have that there exists a point (X∗, y∗, S∗, W ∗) ∈
P ∗ × D∗ and a subsequence {µj} such that

lim
µj→0

(X(µj), y(µj), S(µj), W (µj)) = (X∗, y∗, S∗, W ∗).

Let us define the following set:

M =




AX̄ = 0
A∗ȳ + S̄ − W̄ = 2µ[ln(X̄ + X∗)

− ln(I − (X̄ + X∗))]
(X̄, ȳ, S̄, W̄ , µ) : (X̄ + X∗)(S̄ + S∗) = µI

(I − (X̄ + X∗))(W̄ + W ∗) = µI
(X̄ + X∗) � 0, (I − (X̄ + X∗)) � 0,

(S̄ + S∗) � 0, (W̄ + W ∗) � 0 and µ > 0.




.

It is easy to show that if there exists (X̄, ȳ, S̄, W̄ , µ) ∈ M then (X̄ +X∗, ȳ+y∗, S̄+
S∗, W̄ + W ∗) is a point on the primal-dual central path. Now we also have that
the zero element is in the closure of M . Indeed, as

lim
µj→0

(X(µj), y(µj), S(µj), W (µj)) = (X∗, y∗, S∗, W ∗), (4.28)

we can define the sequence

(X̄j , ȳj , S̄j, W̄j , µ̄j) := (X(µj) − X∗, y(µj) − y∗, S(µj) − S∗, W (µj) − W ∗, µj).

From (4.28) we have immediately that (X̄j , ȳj , S̄j , W̄j , µ̄j) ∈ M and

lim
j→∞

(X̄j , ȳj, S̄j , W̄j , µ̄j) = (0n×n, 0m, 0n×n, 0n×n, 0).

Therefore, 0 ∈ M .
Now, the result follows by applying the curve selection lemma. To see this,

observe that Lemma 1.1 implies the existence of an ε > 0 and an analytic function
γ : [0, ε) → Sn × IRm × Sn × Sn × IR such that

γ(t) = (X̄(t), ȳ(t), S̄(t), W̄ (t), µ(t)) → (0n×n, 0m, 0n×n, 0n×n, 0) as t → 0,
(4.29)
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and if t > 0, (X̄(t), ȳ(t), S̄(t), W̄ (t), µ(t)) ∈ M, that is,

AX̄(t) = 0,
A∗ȳ(t) + S̄(t) − W̄ (t) = 2µ[ln(X̄(t) + X∗) − ln(I − (X̄(t) + X∗))],

(X̄(t) + X∗)(S̄(t) + S∗) = µI,
(I − (X̄(t) + X∗))(W̄ (t) + W ∗) = µI,

X̄(t) + X∗ � 0,
I − (X̄(t) + X∗) � 0,

S̄(t) + S∗ � 0,
W̄ (t) + W ∗ � 0,

µ(t) > 0.
(4.30)

Since the system that defines the central path (4.5) has a unique solution, the
system (4.30) has also a unique solution, which is given by:

X(µ(t)) = X̄(t) + X∗, y(µ(t)) = ȳ(t) + y∗, S(µ(t)) = S̄(t) + S∗,

W (µ(t)) = W̄ (t) + W ∗,

for t > 0. Now, by applying limit as t → 0 and using (4.29), we obtain, for
lim
t→0

µ(t) = 0,

lim
t→0

X(µ(t)) = X∗, lim
t→0

y(µ(t)) = y∗, lim
t→0

S(µ(t)) = S∗, lim
t→0

W (µ(t)) = W ∗.

Since µ(t) > 0 on (0, ε), µ(0) = 0, and µ(t) is analytic on [0, ε), there exists
an interval, say (0, ε′) where µ′(t) > 0. So, the inverse function µ−1 : µ(t) → t
exists on the interval (0, µ(ε′)). Besides, µ−1(t) > 0 for all t ∈ (0, µ(ε′)), and
lim
t→0

µ−1(t) = 0. Therefore, it follows that

lim
t→0

X(t) = lim
t→0

X(µ(µ−1(t))) = lim
t→0

X̄(µ−1(t)) + X∗ = X∗.

Similarly, we get

lim
t→0

y(t) = y∗, lim
t→0

S(t) = S∗, lim
t→0

W (t) = W ∗.

Since that (X∗, y∗, S∗, W ∗) was arbitrary, it must be unique, concluding the
proof. �

5. A proximal point algorithm

Iusem et al. [6] show, for a certain class of barriers in linear optimization,
that the primal central path converges to the same point, as given by the proxi-
mal point method, associated with Bregman distances. This is a motivation for
this section, where we obtain a similar result in (SO), with the proposed barrier.
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We notice that Cruz Neto et al. [2] also develops that analysis in a framework
that contains a large set of barriers.

Let introduce the proximal point algorithm to solve the problem (2.1) based on
a Bregman “distance” induced by the barrier B, that is,

DB(Z, Y ) = B(Z) − B(Y ) − tr[∇B(Y )(Y − Z)]. (5.31)

The algorithm generates a sequence {Zk} ⊂ Sn
(0,I) defined as

Z0 ∈ Sn
(0,I) such that ∇B(Z0) ∈ Im(A∗), (5.32)

Zk+1 = arg min
Z∈Sn

{C • Z + λkDB(Z, Zk) : AZ = b, 0 � Z � I} (5.33)

where {λk} ⊂ IR++ satisfies
∞∑

k=0

λ−1
k = ∞. (5.34)

The sequence {Zk}, k = 1, 2, ... generated by the algorithm is well defined and
unique (for each k) due to the strict convexity of the objective function on P0 and
that it takes infinite values on the boundary of P . Thus for all k ≥ 1, Zk ∈ P0.
As Zk+1 is the solution of the problem (5.33) then there exists vk ∈ IRm such that

C + λk(∇B(Zk+1) −∇B(Zk)) = A∗vk. (5.35)

Now, it is easy to prove, using the assumption ∇B(Z0) ∈ Im(A∗), that the primal
central path X(µ), as defined in the previous section, is the unique solution of the
following problem

min
Z∈Sn

{C • Z + µDB(Z, Z0) : AZ = b, 0 � Z � I}.

Thus X(µ) satisfies

C + µ(∇B(X(µ)) −∇B(Z0)) = A∗w(µ) (5.36)

for some w(µ) ∈ IRm.
Now, the relation between the sequence µk and λk is given by

µk = (
∑k−1

j=0 λ−1
j )−1. As it will be clear in the proof of the next theorem, the

divergence condition on λk implies the convergence of µk to 0, leading to the
aimed result of an unique convergence point for both methods. The following re-
sult is obtained as a natural extension to semidefinite optimization from the results
obtained by Iusem et al. [6].

Theorem 5.1. The sequence {Xk} generated by (5.32)-(5.33) and the primal
central path converge to the same point.
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Proof. Let µk = (
∑k−1

j=0 λ−1
j )−1. Obviously {µk} is a decreasing sequence for each

k ≥ 1 and converges to zero when k goes to infinity. From (5.36) we have

C + µk(∇B(X(µk)) −∇B(Z0)) = A∗w(µk)

C + µk+1(∇B(X(µk+1)) −∇B(Z0)) = A∗w(µk+1),

for some sequence {w(µk)}.
Using the fact that µ−1

k+1 − µ−1
k = λ−1

k , the above equations imply that

C + λk(∇B(X(µk+1)) −∇B(X(µk))) = A∗vk,

where
vk = λk(µ−1

k+1w(µk+1) − µ−1
k w(µk)).

Now, due to the uniqueness of the minimum of (5.33), we get, from the last
equation and (5.35), that Zk = X(µk). Finally

lim
k→∞

Zk = lim
k→∞

X(µk) = X∗

where the last equality comes from Theorem 4.2. �

Remark 5.1. In both methods there is not a characterization of the convergence
point. Particularly, we cannot affirm that it is an analytic center.

6. Concluding remarks

In this paper we proved that the main properties of the central path induced
by the classical logarithmic barrier are also satisfied by the central path with
respect to the new barrier B(X) = Tr[(2X − I)(ln X − ln(I −X))]. Moreover, we
introduced a new proximal point algorithm for solving semidefinite optimization
problems with bounded variables, and we get the property that the convergence
point is the same for that method and the central path. We cannot assure that
property for a general proximal point algorithm. Nevertheless, there is a large
class of barriers where similar results were obtained, see Cruz Neto et al. [2].

We observe that the self-concordance property, that we got in the IRn case, see
[12], is an open question, consequently the polynomial complexity, too.

Furthermore, it is known that the main iteration of proximal algorithms is, in
general a computationally difficult problem. The usual inexact techniques would
need to be considered, in order to envisage a more tractable algorithm. We no-
tice that, besides the using of the proposed barrier in primal-dual algorithms, it
is worthwhile to verify its computational behavior, as a barrier that takes into
account the structure of the ”matrix hypercube” in an intrinsic way. Both are
current works.
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