SINGLE-MACHINE PAST-SEQUENCE-DEPENDENT SETUP TIMES
SCHEDULING WITH RESOURCE ALLOCATION AND LEARNING EFFECT

ZHANGUO ZHU\textsuperscript{1,2}, FENG CHU\textsuperscript{2}, YUGANG YU\textsuperscript{3} AND LINYAN SUN\textsuperscript{4}
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1. Introduction

Operation management (OM) is a multidisciplinary field investigating design, management, and improvement of operation systems that are devoted to the production and delivery of products and services \cite{16,42}. The operation systems generally include the material, machine, and consumable resources, as well as humans, processes that are used to realize the production and delivery. Planning and scheduling are important processes within this system since they define operational performance and productivity \cite{39}. However, most traditional research on scheduling mainly focuses on material and machines. The issues such as human behaviors, limited resources, and new form of setup times existing in realistic scheduling process that may bring great challenges to traditional scheduling results are involved relative little.

Human behaviors make operations systems increasingly difficult to handle in manufacturing and service industries. A new research domain called “Behavioral Operations Management” (BOM) that investigates how behavioral factors influence operations systems has been very attractive in recent years. A stream of research on
BOM is to analyze the influences of human behaviors on scheduling that is a specific sub-field of OM. Learning effect of workers, the repetition of same/similar tasks leading to production efficiency improvement, is one of the most important human behaviors. After Biskup [6] and Cheng and Wang [11] initiated to discuss scheduling problems with learning effect, many researchers have highlighted studies on them in different scheduling environments. Two kinds of models are usually used to describe learning effect, job-independent and job-dependent. For the first one, the actual processing time of job $J_j$ if it is scheduled in position $r$ in the sequence is $p_{jr} = pjr^a$, where $p_j$ is the nominal processing time of job $j$, and $a$ is the negative learning index [6, 30]. For the second one, the actual processing time is $p_{jr} = pjr^{a_j}$, where $a_j$ is the negative job-dependent learning index [23, 36]. In addition, there also exist other learning effect models in the literature such as time-dependent [27] and general learning functions [24]. Biskup [7] reviewed comprehensively related learning models and scheduling problems in his survey. In this work, we mainly discuss the learning models introduced above.

Another important issue in scheduling system is resource allocation which means that the actual job processing time is assumed to be a function of the amount of resource allocated such as financial budget, fuel, or additional manpower. Although two different resource functions including the linear one and the convex one are used to describe the combination between job processing time and the resource allocated, the linear function [15, 20] is not widely used as the convex one because of some marginal rules [21]. The convex function have the following specific form: $p_j^A(q_j) = (q_j/q_0)^k$, for $j = 1, 2, \ldots, n$, where $k$ is a positive constant, where $p_j^A(q_j)$ is the actual job processing time, $q_j$ is the amount of resource that can be allocated to job $J_j$. Monma et al. [35] were among the first to propose this kind of model. Kaspi and Shabtay [21, 22], and Shabtay et al. [40] continued to discussed this convex function in scheduling problems. Shabtay and Steiner [41] provided very detailed survey on scheduling problems with resource allocation. Yin et al. [47] contributed to resource allocation related scheduling problem in the context of due-date assignment and batch delivery. There also exists other closely related work on scheduling problems considering resource allocation from different perspectives, such as [10, 12, 13, 48]. In addition, a very new interesting direction of scheduling is the combination of resource allocation and learning effect. Wang et al. [43] investigated single scheduling problems with learning effect and resource allocation. Zhu et al. [54] studied these problems in group technology environment. However, it is necessary to develop more general form of resource function to describe more exactly the effect of resource on scheduling process. Leyvand et al. [32] provided a general resource function as introduced above.

Setup consideration is always a very important issue in scheduling research. Three types of setup times including sequence independent, sequence dependent, and past-sequence-dependent (p-s-d) have been investigated. The first two types are classical ones that depend on the current job or both of the current and the last preceding jobs. The related work is Liu and Cheng [33], Asano and Ohta [4], et al. More details on scheduling problems with such kind of setup times are provided in reviews by Allahverdi et al. [2] and Allahverdi et al. [3]. The third one motivated by some phenomenons in high tech manufacturing is just involved by researchers in very recent years. Koullamas and Kyparisis [25] initiated this form of setup times which depends on all already scheduled jobs from the current batch. They proved that many scheduling problems with p-s-d setup times and different objective functions are still solvable in polynomial time. Then scheduling problems with this kind of setup times attracted much attention, and a very important stream is to integrate learning effect. Kuo and Yang [28], Wang [44], Wang et al. [46], Cheng et al. [14], etc. discussed respectively scheduling problems with learning effect and p-s-d setup times for different scheduling environment. Other related problems include Biskup and Herrmann [8], Zhu et al. [54], and Zhao and Tang [51], etc.

The scheduling process is the concurrent effects of machines, consumable resources, workers (learning effect), and other practical settings (setup cost), etc. Most existing research just studied one and very few analyzed two above issues. Zhu et al. [54] discussed scheduling problem with learning effect and consumable resources from the view of group technology the essence of which is to increase production efficiency by grouping various parts and products with similar designs and/or production process, not involved p-s-d setup times. Wang and Li [45] dealt with scheduling problems with learning effect and psd setup times, however, they ignored consumable resources related decisions and cost. To the best of knowledge, there is still no published work on scheduling problems considering consumable resource allocation and the learning effect p-s-d setup times simultaneously,
although it make great practical significance. For example, in the electronic industry, some electronic components exposed to certain electromagnetic fields wait for processing in the machines related area. This kind of exposure usually brings the adverse effect to each electronic component. Prior to a components processing, a setup operation, proportional to the degree of the adverse effect, is needed to restore them to a readiness status (remove the waiting time-induced adverse effect before its main processing). Therefore the setup time of an electronic component is dependent on the waiting time in electromagnetic fields that is just the sum of the processing times of electronic components processed before it. Such a setup time that is dependent on the past processed jobs is the past-sequence-dependent setup times. In addition, the processing and set times of each electronic component is not constant and is usually dependent on the operators expediences (learning effect) and consumable resources (such as energy/power). The operators’ learning effect brings the reduction of setup time and job processing times. Larger amount of energy/power brings the change of production rate of machines (such as running at higher speeds reducing the processing times of electronic components) and consuming more energy/power (resulting in the increment of the total resources cost that is corresponding to the last item of the total cost function). In this paper we study scheduling problem integrating all above three issues. The objective is to determine the optimal job sequence and the optimal amount of resources allocated to each job jointly for minimizing the total cost function yielded by the combination of the total completion time, the total absolute differences in completion times, and the total resource consumption.

The remainder of this paper is organized as follows. In Section 2, the problem is described in details. Optimal analysis for scheduling problems with resource allocation, learning effect, and p-s-d setup times is stated in Section 3. Several extension and special cases are represented in Section 4. Numerical example is presented in Section 5. Some conclusions and future work are discussed in the last section.

2. Problem description

The problem investigated can be formally stated as follows. A set of n independent jobs (J_1, J_2, ..., J_n) are available for processing at time 0 on a single machine, and preemption is not allowed. J_{[r]} denotes the job scheduled in the rth job position in a sequence \( \pi = J_{[1]}, J_{[2]}, \ldots, J_{[r]}, \ldots, J_{[n]} \). Associated with each job J_j, there is a normal processing time \( p_j \), a job-dependent learning effect factor \( a_j \), and certain amount of resource allocated \( q_j \). In this work, for each job \( J_j \), the actual job processing time \( p_j^A \) is a function of normal job processing time, resources allocated, and learning effect, which is an extension of the general resource function proposed by Leyvand et al. (2010). Supposing job \( J_i \) is scheduled in the rth position, the actual job processing time \( p_{jr}^A \) has the following form.

\[
p_{jr}^A = p_j(q_j)r^{a_j}, \quad \text{for } j = 1, 2, \ldots, n; \ r = 1, 2, \ldots, n,
\]

where \( q_j \geq 0 \) is the amount of resource allocated to job \( J_j \), and \( p_j(q_j) \) is the general convex function of \( q_j \) which reflects the effect of resources on job processing times.

As assumptions in former research such as Koulamas and Kyparisis [25], Kuo and Yang [28], the p-s-d setup time \( s_{[r]} \) before processing each job \( J_j \) can be obtained as equations (2.2) if it is scheduled in rth position. The learning effect and resource related issues are integrated into the p-s-d setup time expressions together.

\[
s_{[r]} = \varepsilon \sum_{l=1}^{r-1} p_{[l]}^A = \varepsilon \sum_{l=1}^{r-1} p_{[l]}(q_{[l]})r^{a_{[l]}}, \ r = 2, \ldots, n, \ \text{and } s_{[1]} = 0,
\]

where \( \varepsilon \) is a nonnegative constant.

There exists many criterions in scheduling systems, such as makespan, total completion times, and total absolute differences in completion times usually regarded as a measurement of service level or of fairness towards consumers [38], etc. Most scheduling studies only focus on one of them. However, in practice the system usually needs to consider multiple criterions [5]. For example, the system concerns total completion times cost, service level to customers, and resources consumed. This paper discuss multiple objective combined by multi-criterions
including the total completion time, total absolute differences in completion times, and the total resource consumption as follows:

\[ Z(\pi, q) = \alpha_1 TC + \alpha_2 TADC + \alpha_3 \sum_{j=1}^{n} R_j q_j, \tag{2.3} \]

where \( C_j = C_j(\pi) \) is the completion time of job \( J_j \) for a schedule \( \pi \), \( TC = \sum_{j=1}^{n} C_j \) is the total completion times, \( TADC = \sum_{j=1}^{n} \sum_{i=1}^{n} | C_i - C_j | \) is the total absolute differences in completion times, and \( R_j \) is the unit resource cost, \( \alpha_1, \alpha_2, \) and \( \alpha_3 \) are given non-negative parameters.

As the three-field notation of Graham et al. [17] for scheduling problem, the problem considered can be denoted as \( 1|RALE,s_{psd}|\alpha_1 TC + \alpha_2 TADC + \alpha_3 \sum_{j=1}^{n} R_j q_j \), where RALE means “resource allocation and learning effect”, and \( s_{psd} \) denotes “past-sequence-dependent setup times”.

### 3. Problem analysis

In this section we analyze the optimal solutions for problem \( 1|RALE,s_{psd}|\alpha_1 TC + \alpha_2 TADC + \alpha_3 \sum_{j=1}^{n} R_j q_j \). We provide some useful preliminary results first. Then some properties of it are provided, based on which an optimal algorithm is developed to find the optimal job sequence \( \pi^* \), and resource allocation \( q^* \).

To overcome disadvantages of previous two forms of resource allocation functions in accurately modelling the resource consumption, there are some studies such as Leyvand et al. [32] which use more general resource consumption functions. This type of function can vary not only between but also within jobs and only have to satisfy some not very restrictive properties. The adoption of it makes the problem under study more practical. Before using it, we present several properties of \( p_j(q_j) \). If we denote the first derivative \( dp_j(q_j)/dq_j \) and the second derivative \( d^2 p_j(q_j)/d(q_j)^2 \) as \( p_j'(q_j) \) and \( p_j''(q_j) \) respectively, the properties can be presented as follows:

\[ p_j'(q_j) \leq 0, \quad p_j''(q_j) \geq 0, \quad \text{for} \quad q_j \in [q_j^\text{min}, q_j^\text{max}], \]

where \( q_j^\text{min} \) and \( q_j^\text{max} \) are the lower and upper bound of the amount of resource allocated to job \( j \). In addition, there exists only one point \( q_j \) such that \( p_j'(q_j) = v \), for \( v \in [p_j'(q_j^\text{min}), p_j'(q_j^\text{max})] \), which can be obtained in constant time.

Based on the expressions of TC and TADC in Koulamas and Kyparisis [25], we have the following new forms under the settings in this problem.

\[
TC = \sum_{j=1}^{n} (n - j + 1) \left( s_{[j]} + p_{[j]}^A \right) = \sum_{j=1}^{n} (n - j + 1) \left( 1 + \varepsilon \frac{n - j}{2} \right) p_{[j]}(q_{[j]}) j^{a_{[j]}}
\]

\[
TADC = \sum_{j=1}^{n} (j - 1)(n - j + 1) \left( s_{[j]} + p_{[j]}^A \right) = \sum_{j=1}^{n} (j - 1)(n - j + 1) + \varepsilon \sum_{l=j+1}^{n} (l - 1)(n - l + 1) p_{[j]}(q_{[j]}) j^{a_{[j]}}.
\]

The first part of total cost function (2.3), \( \alpha_1 TC + \alpha_2 TADC \) (set \( \alpha_1 + \alpha_2 = 1 \)), can be given as

\[
\alpha_1 TC + \alpha_2 TADC = \alpha_1 \sum_{j=1}^{n} (n - j + 1) \left( 1 + \varepsilon \frac{n - j}{2} \right) p_{[j]}(q_{[j]}) j^{a_{[j]}}
\]

\[
+ \alpha_2 \sum_{j=1}^{n} (j - 1)(n - j + 1) + \varepsilon \sum_{l=j+1}^{n} (l - 1)(n - l + 1) p_{[j]}(q_{[j]}) j^{a_{[j]}}, \tag{3.1}
\]
Considering equations (2.3) and (3.1), the total cost function \(Z(\pi, q)\) has the following form:

\[
Z(\pi, q) = \alpha_1 TC + \alpha_2 TADC + \alpha_3 \sum_{j=1}^{n} \mathcal{R}_j q_j
\]

\[
= \alpha_1 \sum_{j=1}^{n} (n - j + 1) \left( 1 + \varepsilon \frac{n - j}{2} \right) p_{[j]}(q_{[j]}) \lambda_j^{\pi,q}
\]

\[
+ \alpha_2 \sum_{j=1}^{n} (j - 1)(n - j + 1) + \varepsilon \sum_{l=j+1}^{n} (l - 1)(n - l + 1) \right) p_{[j]}(q_{[j]}) \lambda_j^{\pi,q}
\]

\[
+ \alpha_3 \sum_{j=1}^{n} \mathcal{R}_j q_j
\]

\[
= \sum_{j=1}^{n} \lambda_j p_{[j]}(q_{[j]}) \lambda_j^{\pi,q} + \sum_{j=1}^{n} \alpha_3 \mathcal{R}_j q_j,
\]

where

\[
\lambda_j = \alpha_1 (n - j + 1) \left( 1 + \varepsilon \frac{n - j}{2} \right) + \alpha_2 \left( (j - 1)(n - j + 1) + \varepsilon \sum_{l=j+1}^{n} (l - 1)(n - l + 1) \right).
\]

We present the following lemma to show that the resource allocation is a function of certain job sequence, which could provide important information to predetermine optimal resource allocation for every job in certain sequence.

**Lemma 3.1.** As a function of any given job sequence, the optimal resource allocation \(q^*_j(\pi)\) for job \(J_j\) is

\[
q^*_j = \begin{cases} 
q_{[j]}^\text{min}, & \text{if } p_{[j]}'(q_{[j]}^\text{min}) \geq -\frac{\alpha_3 \mathcal{R}_j}{\lambda_j}, \\
\hat{q}_{[j]}, & \text{if } p_{[j]}'(q_{[j]}^\text{min}) < -\frac{\alpha_3 \mathcal{R}_j}{\lambda_j} < p_{[j]}'(q_{[j]}^\text{max}), \\
q_{[j]}^\text{max}, & \text{if } p_{[j]}'(q_{[j]}^\text{max}) \leq -\frac{\alpha_3 \mathcal{R}_j}{\lambda_j}.
\end{cases}
\]

**Proof.** The equation (3.2) indicates that the cost function is the function of job sequences and resources allocated to each job. Therefore, for each given job sequence \(\pi\), take the derivative of (3.2) with respect to \(q_{[j]}^*\), let it be equal to 0, and solve it.

For \(j = 1, 2, \ldots, n\),

\[
\frac{dZ_{[j]}(\pi, q)}{dq_{[j]}} = d \left( \lambda_j p_{[j]}(q_{[j]}) \lambda_j^{\pi,q} + \alpha_3 \mathcal{R}_j q_{[j]} \right)
\]

\[
= \lambda_j p_{[j]}'(q_{[j]}) \lambda_j^{\pi,q} + \alpha_3 \mathcal{R}_j.
\]

Let \(\lambda_j p_{[j]}'(q_{[j]}) \lambda_j^{\pi,q} + \alpha_3 \mathcal{R}_j = 0\), we obtain \(p_{[j]}'(q_{[j]}) = \frac{-\alpha_3 \mathcal{R}_j}{\lambda_j^{\pi,q}}\), and the solution of this equation is \(\hat{q}_{[j]}\).

If \(p_{[j]}'(q_{[j]}^\text{min}) \geq -\frac{\alpha_3 \mathcal{R}_j}{\lambda_j}, \) we obtain \(\frac{dZ_{[j]}(\pi, q)}{dq_{[j]}} \geq 0\) which indicates \(Z_{[j]}(\pi, q)\) is a non-decreasing function. For \(q_{[j]} \in [q_{[j]}^\text{min}, q_{[j]}^\text{max}]\), the value \(q_{[j]}^* = q_{[j]}^\text{min}\) minimizes value of \(Z_{[j]}(\pi, q)\).

If \(p_{[j]}'(q_{[j]}^\text{max}) \leq -\frac{\alpha_3 \mathcal{R}_j}{\lambda_j}\), we obtain \(\frac{dZ_{[j]}(\pi, q)}{dq_{[j]}} \leq 0\) which indicates and \(Z_{[j]}(\pi, q)\) is a non-increasing function.

For \(q_{[j]} \in [q_{[j]}^\text{min}, q_{[j]}^\text{max}]\), the value \(q_{[j]}^* = q_{[j]}^\text{max}\) minimizes the value of \(Z_{[j]}(\pi, q)\).

If \(p_{[j]}'(q_{[j]}^\text{min}) < -\frac{\alpha_3 \mathcal{R}_j}{\lambda_j} < p_{[j]}'(q_{[j]}^\text{max})\), based on the properties of \(p_{[j]}(q_{[j]}), \) it is concluded that \(q_{[j]}^* = \hat{q}_{[j]}\) minimizes \(Z_{[j]}(\pi, q)\). \(\square\)
Lemma 3.1 implies that the optimal resource allocation for a job is dependent only on its position in the job sequence and is independent on the jobs predecessors or successors in the sequence. In other words, the amount of resource allocated can be obtained according to (3.3)–(3.5) once the optimal job sequence is determined. Now we show the optimal job sequence decision method.

We define the binary variables \( x_{jr} \) such that \( x_{jr} = 1 \) if job \( J_j \) is scheduled in position \( r \) and otherwise \( x_{jr} = 0 \), for \( j = 1, 2, \ldots, n \) and \( r = 1, 2, \ldots, n \). Let \( H_{jr} \) denote the cost incurred by job \( J_j \) scheduled in position \( r \) which can be obtained as follows:

\[
H_{jr} = \begin{cases} 
\lambda_r p_j q_{j_{\text{min}}}^r a_{jr} + R_j q_{j_{\text{min}}}, & \text{if } p_j q_{j_{\text{min}}}^r > \frac{\alpha_3 R_j}{\lambda_r p_j q_{j_{\text{min}}}}, \\
\lambda_r p_j q_{j_{\text{mid}}}^r a_{jr} + R_j q_{j_{\text{mid}}}, & \text{if } p_j q_{j_{\text{mid}}}^r < \frac{\alpha_3 R_j}{\lambda_r p_j q_{j_{\text{mid}}}} < p_j q_{j_{\text{max}}}^r, \\
\lambda_r p_j q_{j_{\text{max}}}^r a_{jr} + R_j q_{j_{\text{max}}}, & \text{if } p_j q_{j_{\text{max}}}^r \leq \frac{\alpha_3 R_j}{\lambda_r p_j q_{j_{\text{max}}}}.
\end{cases}
\]

(3.6)

(3.7)

(3.8)

Consequently, the optimal job sequence determining problem can be formulated as the following binary assignment problem:

\[
\text{(P1)} \quad \min \sum_{j=1}^{n} \sum_{r=1}^{n} H_{jr} x_{jr}
\]

subject to

\[
\sum_{r=1}^{n} x_{jr} = 1, \quad j = 1, 2, \ldots, n, \\
\sum_{j=1}^{n} x_{jr} = 1, \quad r = 1, 2, \ldots, n, \\
\quad x_{jr} = 0 \text{ or } 1, \quad j = 1, 2, \ldots, n; \quad r = 1, 2, \ldots, n.
\]

The constraints ensure each job is scheduled in one position and each position is taken by only one job.

The preceding analysis for the 1|RALE, \( s_{\text{psd}}|\alpha_1 TC + \alpha_2 TADC + \alpha_3 \sum_{j=1}^{n} R_j q_j \) problem can be summarized with the following optimization algorithm.

Algorithm 1

**Step 1.** For \( j = 1, 2, \ldots, n \) and \( r = 1, 2, \ldots, n \), calculate all values \( H_{jr} \) with equations (3.6)–(3.8).

**Step 2.** Solve the linear assignment problem (P1) to determine the optimal job sequence \( \pi^* \).

**Step 3.** Calculate the optimal amount of resources allocated \( q_j^* (\pi^*) \) using equation (3.3)–(3.5).

**Step 4.** Obtain the actual job processing times and p-s-d setup times with equations (2.1) and (2.2).

**Theorem 3.2.** For the 1|RALE, \( s_{\text{psd}}|\alpha_1 TC + \alpha_2 TADC + \alpha_3 \sum_{j=1}^{n} R_j q_j \) problem, the optimal job sequence \( \pi^* \) and resource allocation \( q^* (\pi^*) \) can be obtained in \( O(n^3) \) time.

**Proof.** Step 1 takes \( O(n^2) \) time, Step 2 requires \( O(n^3) \) [9], Step 3 takes \( O(n) \) time, and Step 4 takes \( O(n) \) time. Therefore, the overall complexity of Algorithm 1 is \( O(\max(n^2, n^3, n)) \), that is at most \( O(n^3) \).

4. EXTENSION AND SPECIAL CASES

In this section, we discuss some extension and special cases of the problem under study. The extension is the consideration of deteriorating rate-modifying activity (RMA) meaning that the actual duration of RMA may deteriorate over time during the scheduling of jobs and resource allocation. The special case is to discuss job-independent learning effect and specific resource consumption function. In this case, each job has the same learning factor and the resource allocation function has a specific form. We show that the extension and special case are still polynomially solvable while the complexity is different.
4.1. Extension

It is assumed that there exists a linear deteriorating RMA during the scheduling of jobs and resource allocation. In addition to the optimal job sequence $\pi^*$ and resource allocation $q^*(\pi^*)$, the optimal position to schedule the deteriorating RMA is also an important decision to be made.

A rate-modifying activity affects the scheduling process much by changing the production rate of the equipments under consideration. Lee and Leon [29] first introduce this concept to the scheduling field, initiating a new type of scheduling problem in the context of realistic application. Then more excellent work focused on this interesting theme. He et al. [19] discussed a restricted rate-modifying activity. Lodree and Geiger [34] addressed scheduling problem with rate-modifying activity considering simple linear deterioration. Gordon et al. [18] analyzed scheduling problem with a rate-modifying activity in the context of common due date. Zhao et al. [52] integrated it to a two-parallel machines environment. Most papers above assumed that the duration of the rate-modifying activity is fixed. Considering this assumption may be invalid in many realistic life, several recent papers concentrated on deteriorating rate-modifying activity [26, 37, 49, 50].

When a deteriorating RMA, the position of which is $i$, if it is scheduled immediately after the completion of job $i$, is introduced, the actual processing time and p-s-d setup time can be represented as equations (4.1)–(4.4), where $i = 0, \ldots, n - 1$, and $i = 0$ means the RMA is scheduled prior to the first job:

$$p_{[j]}^A = \left\{ \begin{array}{ll}
p_{[j]}(q_{[j]})j^{a_{[j]}}, & j = 1, 2, \ldots, i, \\
\beta_{[j]}p_{[j]}(q_{[j]})j^{a_{[j]}}, & j = i + 1, i + 2, \ldots, n, \end{array} \right. (4.1)$$

$$s_{[j]} = \left\{ \begin{array}{ll}
\varepsilon \sum_{l=1}^{j-1} p_{[l]}(q_{[l]})j^{a_{[l]}}, & j = 1, 2, \ldots, i, \\
\varepsilon \sum_{l=1}^{i} p_{[l]}(q_{[l]})j^{a_{[l]}} + \varepsilon \sum_{l=i+1}^{j-1} \beta_{[l]}p_{[l]}(q_{[l]})j^{a_{[l]}}, & j = i + 1, \ldots, n, \end{array} \right. (4.2)$$

where $\beta_j$ is the improvement rate after the RMA for job $J_j$. Equations (4.1) denote the actual processing times of jobs scheduled before the RMA, while equations (4.2) mean the actual processing times of jobs scheduled after the RMA. As in Yang et al. [50], the RMA duration is $g(t) = \varphi + \gamma t$, where $\varphi$ denotes the normal RMA time, $\gamma$ denotes a deterioration factor of the RMA, and $t$ denotes the starting time of the RMA. We denote this problem as 1|$RALE, s_{p-d}, DRM|\alpha_1 TC + \alpha_2 TADC + \alpha_3 \sum_{j=1}^{n} R_j q_j$, where DRM denotes “a deteriorating RMA”.

4.1.1. Preliminary results

The introduction of the deteriorating RMA brings new characteristics to the actual job processing times, p-s-d setup times, the total completion time, and the total absolute difference in completion times. Therefore, the total completion time and the total absolute difference in completion times can be expressed as follows by induction:

$$TC = \sum_{j=1}^{i} \left( (n - j + 1) + \varepsilon \frac{(n - j)(n - j + 1)}{2} \right) p_{[j]}(q_{[j]})j^{a_{[j]}}$$

$$+ \sum_{j=i+1}^{n} \left( (n - j + 1) + \varepsilon \frac{(n - j)(n - j + 1)}{2} \right) \beta_{[j]}p_{[j]}(q_{[j]})j^{a_{[j]}}$$

$$+ (n - i)\varphi + (n - i) \sum_{j=1}^{i} ((i - j)\varepsilon + 1) \gamma p_{[j]}(q_{[j]})j^{a_{[j]}}$$
The inclusions are referred to Appendix A.

4.1.2. An optimal solution

In this subsection, we show how to solve the scheduling problem $1|\text{RALE}, s_{\text{psd}}, \text{DRM}|\sum_{j=1}^{n} R_j q_j$ involving resource allocation and deteriorating RMA decisions. In such a practical scheduling environment, the resource allocation, the position of deteriorating RMA, feasibility of schedules and associated execution costs are all taken into consideration concurrently.

Considering the above preliminary results, we have that

$$Z(\pi, q) = \alpha_1 T C + \alpha_2 T A D C + \alpha_3 \sum_{j=1}^{n} R_j q_j$$

$$= \alpha_1 \left[ \sum_{j=1}^{i} \left( (n - j + 1) + \varepsilon \frac{(n - j)(n - j + 1)}{2} \right) p_{ij} q_{ij} j^{a_{ij}} \right]$$

$$+ \sum_{j=i+1}^{n} \left( (n - j + 1) + \varepsilon \frac{(n - j)(n - j + 1)}{2} \right) \beta_{ij} p_{ij} q_{ij} j^{a_{ij}}$$

$$+ i(n - i) \varphi + (n - i) \sum_{j=1}^{i} ((i - j) \varepsilon + 1) \gamma p_{ij} q_{ij} j^{a_{ij}}$$

$$+ \alpha_2 \left[ \sum_{j=1}^{i} \left( (j - 1)(n - j + 1) + \varepsilon \sum_{l=j+1}^{n} (l - 1)(n - l + 1) \right) p_{ij} q_{ij} j^{a_{ij}} \right]$$

$$+ \sum_{j=i+1}^{n} \left( (j - 1)(n - j + 1) + \varepsilon \sum_{l=j+1}^{n} (l - 1)(n - l + 1) \right) \beta_{ij} p_{ij} q_{ij} j^{a_{ij}}$$

$$+ i(n - i) \varphi + i(n - i) \sum_{j=1}^{i} ((i - j) \varepsilon + 1) \gamma p_{ij} q_{ij} j^{a_{ij}}$$

$$+ \alpha_3 \sum_{j=1}^{n} R_j q_j.$$

where

$$\phi_j = \alpha_1 \left( (n - j + 1) + \varepsilon \frac{(n - j)(n - j + 1)}{2} + (n - i)((i - j) \varepsilon + 1) \gamma \right)$$
Lemma 4.1. The difference is that the resource allocation is also dependent on the position of the RMA. Therefore, for each given job sequence $\pi$, the equation (4.5) indicates that the cost function is the function of job sequences and resources allocated. If $q^*_{j}(\pi, q)$ is the optimal solution of (4.7), let it be equal to 0, and solve it.

For $j = 1, 2, \ldots, i$,

$$
\frac{dZ_{ij}(\pi, q)}{dq_{ij}} = \frac{d(\phi_j p_{ij}(q_{ij}) j^{a_{ij}} + \alpha_3 R_{ij} q_{ij})}{dq_{ij}} = \phi_j p'_{ij}(q_{ij}) j^{a_{ij}} + \alpha_3 R_{ij} = 0.
$$

We have $p'_{ij}(q_{ij}) = \frac{-\alpha_3 R_{ij}}{\phi_j q_{ij}}$ and assume the solution of this equation is $q_{ij}$.

If $p'_{ij}(q^*_{ij}) \geq \frac{-\alpha_3 R_{ij}}{\phi_j q^*_{ij}}$, we obtain $\frac{dZ_{ij}(\pi, q)}{dq_{ij}} \geq 0$ which indicates that $Z_{ij}(\pi, q)$ is a non-decreasing function. For $q_{ij} \in [q^*_{ij}^*, q^*_{ij}^\text{max}]$, the value $q^*_{ij} = q^*_{ij}^\text{min}$ minimizes the value of $Z_{ij}(\pi, q)$.

If $p'_{ij}(q^*_{ij}^\text{max}) \leq \frac{-\alpha_3 R_{ij}}{\phi_j q^*_{ij}^\text{max}}$, we obtain $\frac{dZ_{ij}(\pi, q)}{dq_{ij}} \leq 0$ which indicates $Z_{ij}(\pi, q)$ is a non-increasing function. For $q_{ij} \in [q^*_{ij}^\text{min}, q^*_{ij}^\text{max}]$, the value $q^*_{ij} = q^*_{ij}^\text{max}$ minimizes the value of $Z_{ij}(\pi, q)$.

If $p'_{ij}(q^*_{ij}^\text{min}) < \frac{-\alpha_3 R_{ij}}{\phi_j q^*_{ij}^\text{min}} < p'_{ij}(q^*_{ij}^\text{max})$, based on the properties of $p_j(q_j)$, it is concluded that $q^*_{ij} = q_{ij}$ is the optimal value to minimize the value of $Z_{ij}(\pi, q)$.

For $j = 1, 2, \ldots, n$,

$$
\frac{dZ_{ij}(\pi, q)}{dq_{ij}} = \frac{d(\delta_j \beta_{ij} p_{ij}(q_{ij}) j^{a_{ij}} + \alpha_3 R_{ij} q_{ij})}{dq_{ij}} = \delta_j \beta_{ij} p'_{ij}(q_{ij}) j^{a_{ij}} + \alpha_3 R_{ij} = 0.
$$

If $p'_{ij}(q^*_{ij}^\text{min}) \geq \frac{-\alpha_3 R_{ij}}{\delta_j q^*_{ij}^\text{min}}$, we obtain $\frac{dZ_{ij}(\pi, q)}{dq_{ij}} \geq 0$ which indicates $Z_{ij}(\pi, q)$ is a non-decreasing function. For $q_{ij} \in [q^*_{ij}^\text{min}, q^*_{ij}^\text{max}]$, the value $q^*_{ij} = q^*_{ij}^\text{min}$ minimizes $Z_{ij}(\pi, q)$.
If \( p'_{ij} (q^\text{max}_{ij}) \leq \frac{-\alpha_3 R_{ij}}{\delta_{ij} \beta_{ij}} \), we obtain \( \frac{dZ_{ij}(\pi,q)}{dq_{ij}} \leq 0 \) which indicates \( Z_{ij}(\pi,q) \) is a non-increasing function. For \( q_{ij} \in [q_{ij}^\text{min}, q_{ij}^\text{max}] \), the value \( q_{ij}^* \) minimizes \( Z_{ij}(\pi,q) \).

If \( p'_{ij} (q_{ij}^\text{min}) < \frac{-\alpha_3 R_{ij}}{\delta_{ij} \beta_{ij}} < p'_{ij} (q_{ij}^\text{max}) \), based on the properties of \( p_j(q_j) \), it is concluded that \( q_{ij}^* = \hat{q}_{ij} \) minimizes \( Z_{ij}(\pi,q) \).

Similarly, Lemma 4.1 implies that the amount of resource allocated to a job can be obtained according to (4.6)–(4.11) once the optimal job sequence and the position of the RMA are determined. The optimal job sequence and the position of the RMA decision methods are presented as follows.

We define the binary variables \( y_{jr} \) such that \( y_{jr} = 1 \) if job \( J_j \) is scheduled in position \( r \) and otherwise \( y_{jr} = 0 \), for \( j = 1, 2, \ldots, n \) and \( r = 1, 2, \ldots, n \). Let \( Q_{jr} \) denote the cost incurred by job \( J_j \) scheduled in position \( r \).

\[
\begin{align*}
Q_{jr} = & \begin{cases} 
\phi_r p_j(q_j^\text{min}) r^a_{ij} + R_j q_j^\text{min}, & \text{if } p_j'(q_j^\text{min}) \geq \frac{-\alpha_3 R_{ij}}{\phi_j r^a_{ij}}, \text{ for } r = 1, 2, \ldots, i, \\
\phi_r p_j(\hat{q}_{ij}) r^a_{ij} + R_j \hat{q}_{ij}, & \text{if } p_j'(\hat{q}_{ij}) < \frac{-\alpha_3 R_{ij}}{\phi_j r^a_{ij}} < p_j'(q_j^\text{max}), \text{ for } r = 1, 2, \ldots, i, \\
\delta_r p_j(q_j^\text{min}) r^a_{ij} + R_j q_j^\text{min}, & \text{if } p_j'(q_j^\text{min}) \geq \frac{-\alpha_3 R_{ij}}{\delta_j r^a_{ij}}, \text{ for } r = 1, 2, \ldots, i, \\
\delta_r p_j(\hat{q}_{ij}) r^a_{ij} + R_j \hat{q}_{ij}, & \text{if } p_j'(\hat{q}_{ij}) < \frac{-\alpha_3 R_{ij}}{\delta_j r^a_{ij}} < p_j'(q_j^\text{max}), \text{ for } r = i + 1, i + 2, \ldots, n, \\
\delta_r p_j(q_j^\text{max}) r^a_{ij} + R_j q_j^\text{max}, & \text{if } p_j'(q_j^\text{max}) \leq \frac{-\alpha_3 R_{ij}}{\delta_j r^a_{ij}}, \text{ for } r = i + 1, i + 2, \ldots, n.
\end{cases}
\end{align*}
\]

The optimal job sequence and the position of the RMA determining problem can be formulated as the following linear programming problem.

\[
(P2) \min \sum_{j=1}^{n} \sum_{r=1}^{n} Q_{jr} y_{jr} + (\alpha_1 (n - i) + \alpha_2 i (n - i)) \varphi
\]

subject to

\[
\begin{align*}
\sum_{r=1}^{n} y_{jr} &= 1, j = 1, 2, \ldots, n, \\
\sum_{j=1}^{n} y_{jr} &= 1, r = 1, 2, \ldots, n, \\
y_{jr} &= 0 \text{ or } 1, j = 1, 2, \ldots, n; r = 1, 2, \ldots, n.
\end{align*}
\]

The constraints guarantee each job is scheduled in only one position and each position is taken by only one job.

The objective function \((P2)\) comprises job sequence and deteriorating RMA related costs. Once the position of the deteriorating RMA is provided, the last two parts are constants and the job sequence determining problem is converted to solve the following binary assignment problem.

\[
(P3) \min \sum_{j=1}^{n} \sum_{r=1}^{n} Q_{jr} y_{jr}
\]

subject to

\[
\sum_{r=1}^{n} y_{jr} = 1, j = 1, 2, \ldots, n,
\]

The objective function \((P3)\) comprises job sequence and deteriorating RMA related costs.
4.2. Special cases

Theorem 4.2. For the problem $1|\text{RALE}, s_{psd}, DRM|\alpha_1 TC + \alpha_2 TADC + \alpha_3 \sum_{j=1}^{n} R_j q_j$, we propose the following algorithm to summarize the preceding analysis.

**Algorithm 2**

1. Set $i = 0$.
2. Calculate each value $2_{jr}$ with equations (4.12)–(4.17), for $j = 1, 2, \ldots, n$ and $r = 1, 2, \ldots, n$.
3. Determine a local optimal job sequence $\pi_i^*$ and record the total cost $Z(\pi_i^*)$ by solving the corresponding linear assignment problem (P3).
4. Set $i = i + 1$. If $i < n$, then go to Step 2. Otherwise go to Step 5.
5. Order the total cost of all local optimal job sequence $\pi_i^*$, and the one with the minimal total cost $Z^*$ is denoted as the global optimal job sequence ($\pi^*$).
6. Calculate the optimal amount of resources allocated $q_j^*(\pi^*)$ by equations (4.6)–(4.11).
7. Calculate the actual job processing times $p_{jr}$ and p-s-d setup times with equations (4.1)–(4.4).

**Theorem 4.2.** For the problem $1|\text{RALE}, s_{psd}, DRM|\alpha_1 TC + \alpha_2 TADC + \alpha_3 \sum_{j=1}^{n} R_j q_j$ problem, the optimal job sequence $\pi^*$ and resource allocation $q_j^*(\pi^*)$ can be obtained in $O(n^4)$ time.

**Proof.** The position of the deteriorating RMA may be $1, 2, \ldots, n$, so the problem $1|\text{RALE}, s_{psd}, DRM|\alpha_1 TC + \alpha_2 TADC + \alpha_3 \sum_{j=1}^{n} R_j q_j$ is solvable in $O(n^4)$ time. \qed

4.2. Special cases

In this subsection, we discuss special cases of $1|\text{RALE}, s_{psd}|\alpha_1 TC + \alpha_2 TADC + \alpha_3 \sum_{j=1}^{n} R_j q_j$ and $1|\text{RALE}, s_{psd}, DRM|\alpha_1 TC + \alpha_2 TADC + \alpha_3 \sum_{j=1}^{n} R_j q_j$ with the consideration of job independent learning effect and specific convex function (JileConv). In this case, each job has the same learning factor $a$, and the specific form of convex function is $p_j^A(q_j) = \left(\frac{p_j}{q_j}\right)^k$, for $j = 1, 2, \ldots, n$, as introduced in Section 1. Therefore, the actual processing time influenced by learning effect and resource allocation can be expressed as

$$p_{jr}^A = \left(\frac{p_j}{q_j}\right)^k r^a, \text{ for } j = 1, 2, \ldots, n; r = 1, 2, \ldots, n. \quad (4.18)$$

Based on the above function and previous results, the total cost function of the problem $1|\text{RALE}, s_{psd}, JileConv|\alpha_1 TC + \alpha_2 TADC + \alpha_3 \sum_{j=1}^{n} R_j q_j$ is

$$Z(\pi, q) = \alpha_1 TC + \alpha_2 TADC + \alpha_3 \sum_{j=1}^{n} R_j q_j$$

$$= \sum_{j=1}^{n} \lambda_j \left(\frac{p_j}{q_j}\right)^k r^a + \sum_{j=1}^{n} \alpha_3 R_j q_j, \quad (4.19)$$

The complexity is $O(n\log n)$, and the proof is similar to Wang et al. [43].
The total cost function of the problem 1 $|RAME, s_{psd}, DRM, JileConv| \alpha_1 TC + \alpha_2 TADC + \alpha_3 \sum_{j=1}^{n} R_j q_j$ is

$$Z(\pi, q) = \alpha_1 TC + \alpha_2 TADC + \alpha_3 \sum_{j=1}^{n} R_j q_j$$

$$= \sum_{j=1}^{i} \phi_j \left( \frac{p_j}{q_j} \right)^k r^a + \sum_{j=i+1}^{n} \delta_j \beta_{ij} \left( \frac{p_j}{q_j} \right)^k r^a + (\alpha_1 (n - i) + \alpha_2 (n - i)) \varphi$$  \hspace{1cm} (4.20)

$$+ \sum_{j=1}^{n} \alpha_3 R[j] q[j].$$

The complexity is $O(n^2 \log n)$, and the proof is similar to Zhu et al. [55].

5. Numerical example

In this section, we provide two numerical examples to illustrate the problem and algorithms. To present the examples more clearly, a specific form of resource allocation function, $(\frac{p_j}{q_j})^{k}, k > 0$, is used in the numerical experiment. The analysis of other forms of resource allocation function is similar.

Example 1. It is assumed a set of 10 jobs are available for processing. The normal job processing times, learning effect factors, unit resource costs, and the lower and upper bound of the amount of resource allocated to each job are showed in Table 2. Other parameters are set as $\alpha_1 = 3, \alpha_2 = 2, \alpha_3 = 1, k = 2, \varepsilon = 1.2$.

According to Algorithm 1, the $1|RAME, s_{psd}| \alpha_1 TC + \alpha_2 TADC + \alpha_3 \sum_{j=1}^{n} R_j q_j$ problem can be solved as follows:

First, the value $H_{jr}$ is obtained with equations (3.6)–(3.8) for $j = 1, 2, \ldots, 10$ and $r = 1, 2, \ldots, 10$.

<table>
<thead>
<tr>
<th>$rj$</th>
<th>$H_{jr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>338.60</td>
</tr>
<tr>
<td>2</td>
<td>305.24</td>
</tr>
<tr>
<td>3</td>
<td>280.84</td>
</tr>
<tr>
<td>4</td>
<td>258.33</td>
</tr>
<tr>
<td>5</td>
<td>235.62</td>
</tr>
<tr>
<td>6</td>
<td>211.69</td>
</tr>
<tr>
<td>7</td>
<td>185.81</td>
</tr>
<tr>
<td>8</td>
<td>157.19</td>
</tr>
<tr>
<td>9</td>
<td>124.74</td>
</tr>
<tr>
<td>10</td>
<td>98.41</td>
</tr>
</tbody>
</table>

Secondly, by solving the assignment problem (P1), the optimal job sequence $\pi^*$ can be determined, which is $\pi^* = (J_3, J_7, J_5, J_6, J_{10}, J_4, J_2, J_1, J_9)$.

Thirdly, the optimal resource allocation is as follows: $q_1^* = 50.98, q_2^* = 14.76, q_3^* = 23.33, q_4^* = 44.04, q_5^* = 65.00, q_{10}^* = 28.06, q_9^* = 40.38, q_8^* = 52.96, q_7^* = 20, q_6^* = 16.20$.

Finally, the actual job processing times and p-s-d setup times can be calculated, and the optimal total cost is 1328.44.

Example 2. $\beta_1 = 0.49, \beta_2 = 0.35, \beta_3 = 0.34, \beta_4 = 0.68, \beta_5 = 0.44, \beta_6 = 0.13, \beta_7 = 0.14, \beta_8 = 0.56, \beta_9 = 0.27, \beta_{10} = 0.21, \varphi = 7, \gamma = 0.015$. Other input data is the same as in Example 1.

According to Algorithm 2, for each possible position of RMA, $i = 0, \ldots, 9$, we obtain the local optimal job sequence $\pi^*_i$ and the corresponding total cost $Z(\pi^*_i)$ by solving the linear assignment problem (P3). The results are showed in Table 3.
TABLE 1. Complexity of different problems.

<table>
<thead>
<tr>
<th>Problems</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>RALE, s_{pad}</td>
</tr>
<tr>
<td>1</td>
<td>RA, s_{pad}, DRM</td>
</tr>
<tr>
<td>1</td>
<td>RALE, s_{pad}, JileConv</td>
</tr>
<tr>
<td>1</td>
<td>RALE, s_{pad}, DRM, JileConv</td>
</tr>
</tbody>
</table>

TABLE 2. Input data associated with each job.

<table>
<thead>
<tr>
<th>j</th>
<th>p_j</th>
<th>α_j</th>
<th>R_j</th>
<th>q_{min}^j</th>
<th>q_{max}^j</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23</td>
<td>-0.35</td>
<td>4.3</td>
<td>20</td>
<td>55</td>
</tr>
<tr>
<td>2</td>
<td>43</td>
<td>-0.2</td>
<td>1.5</td>
<td>5</td>
<td>85</td>
</tr>
<tr>
<td>3</td>
<td>13</td>
<td>-0.32</td>
<td>2.5</td>
<td>15</td>
<td>60</td>
</tr>
<tr>
<td>4</td>
<td>25</td>
<td>-0.1</td>
<td>3</td>
<td>22</td>
<td>80</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>-0.4</td>
<td>2.5</td>
<td>16</td>
<td>40</td>
</tr>
<tr>
<td>6</td>
<td>19</td>
<td>-0.26</td>
<td>4</td>
<td>15</td>
<td>50</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>-0.45</td>
<td>1</td>
<td>15</td>
<td>35</td>
</tr>
<tr>
<td>8</td>
<td>31</td>
<td>-0.3</td>
<td>5</td>
<td>18</td>
<td>65</td>
</tr>
<tr>
<td>9</td>
<td>40</td>
<td>-0.5</td>
<td>3.5</td>
<td>7</td>
<td>90</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
<td>-0.25</td>
<td>7</td>
<td>30</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 3. Local optimal job sequence and corresponding total cost for all possible positions of RMA.

<table>
<thead>
<tr>
<th>Position of RMA (i)</th>
<th>Local optimal job sequence (π_i)</th>
<th>Total cost Z(π_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not scheduled</td>
<td>(J_1,J_2,J_3,J_4,J_5,J_6,J_7,J_8,J_9,J_10,J_11,J_12,J_13)</td>
<td>1328.44</td>
</tr>
<tr>
<td>0</td>
<td>(J_2,J_3,J_4,J_5,J_6,J_7,J_8,J_9,J_10,J_11,J_12,J_13)</td>
<td>1237.00</td>
</tr>
<tr>
<td>1</td>
<td>(J_3,J_4,J_5,J_6,J_7,J_8,J_9,J_10,J_11,J_12,J_13)</td>
<td>1287.94</td>
</tr>
<tr>
<td>2</td>
<td>(J_4,J_5,J_6,J_7,J_8,J_9,J_10,J_11,J_12,J_13)</td>
<td>1394.51</td>
</tr>
<tr>
<td>3</td>
<td>(J_5,J_6,J_7,J_8,J_9,J_10,J_11,J_12,J_13)</td>
<td>1479.98</td>
</tr>
<tr>
<td>4</td>
<td>(J_6,J_7,J_8,J_9,J_10,J_11,J_12,J_13)</td>
<td>1531.14</td>
</tr>
<tr>
<td>5</td>
<td>(J_7,J_8,J_9,J_10,J_11,J_12,J_13)</td>
<td>1574.64</td>
</tr>
<tr>
<td>6</td>
<td>(J_8,J_9,J_10,J_11,J_12,J_13)</td>
<td>1598.32</td>
</tr>
<tr>
<td>7</td>
<td>(J_9,J_10,J_11,J_12,J_13)</td>
<td>1586.31</td>
</tr>
<tr>
<td>8</td>
<td>(J_10,J_11,J_12,J_13)</td>
<td>1528.68</td>
</tr>
<tr>
<td>9</td>
<td>(J_11,J_12,J_13)</td>
<td>1455.00</td>
</tr>
</tbody>
</table>

Thus, the global optimal job sequence is (J_7,J_3,J_5,J_6,J_8,J_10,J_2,J_1,J_9,J_4) with the minimal total cost. The optimal resource allocation is as follows: q_1^* = 5.70, q_3^* = 32.30, q_4^* = 22.00, q_5^* = 22.31, q_6^* = 61.37, q_{10}^* = 16.68, q_{2}^* = 43.83, q_1^* = 20, q_9^* = 18, q_2^* = 25, and the optimal total cost is 1237.00.

6. Conclusions

Classical scheduling models have mainly focused on machines or materials. In practical scheduling environment, it does not suffice since the scheduling process is usually the concurrent effects of machines, consumable resources, workers (learning effect), and other practical settings (setup cost), etc and may bring great challenges to traditional scheduling results. Thus, this work fills the gap by studying a single-machine scheduling problem with learning effect and resource allocation in the context of past-sequence-dependent setup times. In such problem, the actual job processing times are dependent on learning effect and the amount of resource allocated, and the setup times are proportional to the length of the already processed jobs. The objective is to determine the optimal job sequence and the optimal amount of resources allocated to each job jointly which minimize a combination of the total completion time, the total absolute differences in completion times, and the total resource consumption. We show that the optimal job sequence and resource allocation can be obtained in \(O(n^3)\) time. Then we discuss some extension and special cases of this problem including a deteriorating RMA, job-independent learning effect and a specific convex resource function. It is showed that the special cases are solvable in \(O(n^4)\), \(O(n \log n)\), and \(O(n^2 \log n)\) time respectively, as showed in Table 1.
Most studies on scheduling problems including this paper only involve one agent which has a set of jobs to be processed on a processor. However, scheduling problems consists of multiple agents who compete on the use of the same machine have many practical applications [1, 31]. In multiple agents compete systems, different agents interact to perform their respective tasks, negotiating among each other for the usage of common resources over time. Therefore, competing agents related environment will be our future research directions.

7. APPENDIX A

The p-s-d setup time and actual processing time for job $J_j$, $j = 1, 2, \ldots, i, i + 1, \ldots$, are given by

$$P'_i = s_{[i]} + p_{m}^A = \varepsilon p_{[1]}^A + \varepsilon p_{[2]}^A + \varepsilon p_{[3]}^A + \ldots + \varepsilon p_{[i-1]}^A + p_{[i]}^A,$$

$$P'_{[n]} = s_{[n]} + p_{[n]}^A = \varepsilon p_{[1]}^A + \varepsilon p_{[2]}^A + \varepsilon p_{[3]}^A + \ldots + \varepsilon p_{[i-1]}^A + \varepsilon \beta_{[i+1]} p_{[i+1]}^A + \varepsilon \beta_{[i+2]} p_{[i+2]}^A$$

$$+ \varepsilon \beta_{[i+3]} p_{[i+3]}^A + \ldots + \varepsilon \beta_{[n-1]} p_{[n-1]}^A + \beta_{[n]} p_{[n]}^A.$$

The completion time of each job ($j = 1, 2, \ldots, i, i + 1, \ldots, n$) can be denoted as

$$C_{[i]} = p_{[1]}^A + (\varepsilon p_{[1]}^A + p_{[2]}^A) + (\varepsilon p_{[1]}^A + \varepsilon p_{[2]}^A + p_{[3]}^A) + (\varepsilon p_{[1]}^A + \varepsilon p_{[2]}^A + \varepsilon p_{[3]}^A + p_{[4]}^A) + \ldots$$

$$+ (\varepsilon p_{[1]}^A + \varepsilon p_{[2]}^A + \varepsilon p_{[3]}^A \ldots + \varepsilon p_{[i-1]}^A + \varepsilon p_{[i]}^A + \varepsilon p_{[i+1]}^A + p_{[i]}^A)$$

$$\ldots$$

$$C_{[n]} = p_{[1]}^A + (\varepsilon p_{[1]}^A + p_{[2]}^A) + (\varepsilon p_{[1]}^A + \varepsilon p_{[2]}^A + p_{[3]}^A) + (\varepsilon p_{[1]}^A + \varepsilon p_{[2]}^A + \varepsilon p_{[3]}^A + p_{[4]}^A) + \ldots$$

$$+ \left(\varepsilon p_{[1]}^A + \varepsilon p_{[2]}^A + \varepsilon p_{[3]}^A + \ldots + \varepsilon p_{[i-1]}^A + \varepsilon p_{[i]}^A + \beta_{[i+1]} p_{[i+1]}^A + \beta_{[i+2]} p_{[i+2]}^A\right)$$

$$+ \left(\varepsilon p_{[1]}^A + \varepsilon p_{[2]}^A + \varepsilon p_{[3]}^A + \ldots + \varepsilon p_{[i-1]}^A + \varepsilon p_{[i]}^A + \beta_{[i+1]} p_{[i+1]}^A + \beta_{[i+2]} p_{[i+2]}^A + \beta_{[i+3]} p_{[i+3]}^A\right) + \ldots$$

$$+ \varepsilon \beta_{[n-1]} p_{[n-1]}^A + \beta_{[n]} p_{[n]}^A.$$
\[ + \sum_{j=i+1}^{n} \left( (j-1)(n-j+1) + \varepsilon \sum_{l=j+1}^{n} (l-1)(n-l+1) \right) \beta_{ij} p_{ij} (q_{ij})^{a_{ij}} \\
+ i(n-i)\varphi + i(n-i) \sum_{j=1}^{i} ((i-j)\varepsilon + 1) \gamma p_{ij} (q_{ij})^{a_{ij}}. \]
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