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SECURITY MODELING OF AN AD HOC NETWORK UNDER
THE CONSTRAINT OF ENERGY BY AN APPROACH IN TWO STEPS:

CLUSTERING-EVOLUTIONARY GAME
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Abstract. Ad hoc networks are subject to multiple challenges, particularly the problem of limited
resources such as energy and vulnerability in terms of security. Indeed, the nodes are subject to various
attacks and malicious actions. Thus, each mobile is confronted with a dilemma: cooperate to ensure
security, in this case the node spend a part of its energy, or not cooperate which allows it to save energy
but making the security of the network more vulnerable. In this work, we develop an approach which
takes into account two conflicting objectives: contribute to network security while reducing energy
consumption. The approach is based on alternating two steps: Clustering-Evolutionary game. The
clustering step is performed by an algorithm that takes into account the energy constraint in election
of cluster-heads. The interactions between each pair of cluster-heads, when exchanging data, in their
contribution to the security of the network, are modeled as an evolutionary game which is the second
step of the proposed approach.
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1. Introduction

In recent years, the need for more mobility and share or exchanging information at any time have given
rise to new technology of mobile wireless networks called Ad hoc networks. These networks are composed of a
set of mobile nodes, which move and communicate autonomously by radio waves and are self-organizing and
self-administering without a fixed infrastructure [1, 6].

When the number of nodes is very important, the management of the network becomes very difficult. One
solution is to divide the network to subsets called clusters. Each cluster will then be identified by its cluster-head,
which will act as a local coordinator in the cluster. The cluster-head election is according to a given criterion.

Several clustering algorithms have been proposed in the literature and they are distinguished by the selection
criteria of cluster-heads. Some algorithms chose simple criteria, such as identifying (ID) [5], the connectivity
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degree [12]. Other approaches adopted more sophisticated selections based on a combination of criteria such as
(WCA) [8]. In [2], the authors summarize works about clustering algorithms in Ad hoc networks.

The clustering has also the effect of preserving the nodes energy which is a key in the network life time and
several works were made in this direction [11, 20].

Ad hoc networks can be targets for many attacks that can cause damage and thus degrade their performance.
The mobility of nodes and the absence of centralized infrastructure make the use of security mechanisms,
developed for wired networks, impossible. All these constraints make the security of Ad hoc networks very
complex and difficult to guarantee. In the literature, we can find different approaches to modeling and solving
these problems, among which we find those using game theory [3, 4, 10, 16, 19, 21, 22].

To counter the attacks against network, all its composing nodes must be equipped with an IDS2. Thus, a
situation of interaction is created between the IDS, whose purpose is to protect the network, and the attacker
which tries to compromise the network security.

The authors in [10, 21] modeled the interactions between an attacker and an IDS as a Bayesian game. The
attacker tries to create the most damage in the network without being detected, while the defender tries to
maximize its defense capabilities. The authors in [10] considered both the static and the dynamic game. In the
static game, results are mixed and pure Bayesian Nash equilibria, and in the dynamic one, it is the perfect
Bayesian equilibrium in mixed strategies. In [21], the authors’ aim is to reduce energy consumption caused by
the continuous activation of the IDS. The analysis of the results given by the model show that the activation of
the IDS may be done intermittently without compromising its effectiveness.

As the attacks and defenses change the state of the network, another modeling was presented in [22] as a
non-zero-sum stochastic game. The authors in [22] calculated the Nash equilibrium and explained how to use
these results to improve network security. In [19], unlike other works, the attacker is formed by a collaborative
group of malicious nodes called malicious coalition. The authors in [3] presented a comparison between different
approaches to the problem of security in an Ad hoc network based on game theory. They thus presented the
advantages and disadvantages of each of them.

In all these models, the main goal of the attacker is to choose strategies causing more damage to the network
while the defender tries to minimize them. The goal of the attacker and the defender are strictly opposed. Thus,
in [4], the zero-sum game is used to model the security of the network. Other models [16] relax the hypothesis
of rationality of players assumed in the classical game theory, and use evolutionary game theory for modeling
the security.

In most of these studies, it is assumed that all nodes are control nodes, i.e. the IDS of each node is activated,
which is not very judicious in terms of energy consumption which is a key factor in the network lifetime. To deal
with the security problem in Ad hoc network while reducing the energy consumption of all the nodes, we provide
in this paper a fundamentally cooperative approach. The idea is to activate the IDS only on a limited number of
nodes as it was done in [7, 15]. We consider the set of cluster-heads which were elected according to a criterion
that takes into account the energy level. Thus, the role of cluster-heads is to ensure the safety of their cluster,
taking into consideration that some of them may not accomplish their control task by not activating their IDS.
To see the state evolution of the network resulting from the behavior of nodes selected to ensure the control
of traffic in the network, we develop an approach based on evolutionary game theory by referring to the model
proposed in [16]. This class of games is chosen because of the low rationality of nodes. This category of games
also allows to model the dynamic evolution of a population of interacting individuals using two fundamental
concepts: the evolutionary stable strategy (ESS) and the replicator dynamic.

The rest of this paper is organized as follows: in Section 2, we present the problem setting and modeling. We
give the main algorithm in section 3. Section 4 is devoted to present simulation results, performance evaluation
and comparative study of our model. We give concluding remarks in Section 5.

2IDS (Intrusion Detection System): Process of monitoring events within a network, it allows to detect in real-time and in continuous
way the intrusion attempts.
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2. The model

We consider the problem of security of an Ad hoc network composed of a number of nodes. The approach
that we develop in this paper is based on the alternation of two steps:
• clustering, in order to distribute the nodes into clusters and to elect for each one the cluster-head;
• modeling the interactions between cluster-heads by an evolutionary game, in which players strategies are to

contribute or not to the network security by activating or deactivating their IDS.

2.1. Step of clustering

Besides energy and security, the connectivity is an important characteristic of an Ad hoc network which
should not neglect in a study. In this kind of networks, each node contributes to the connectivity of the entire
network. Indeed, when the number of nodes is important, maintain this connectivity becomes a hard problem.
The clustering is one of solutions adopted in the literature. High-Connectivity Clustering (HCC) [12] is one of
algorithms using connectivity criteria for the election of the cluster-heads. In our work, we take the same idea
but modifying the election procedure.

The first step in our approach is to choose the cluster-heads that will ensure the protection of their respective
cluster. Indeed, a cluster-head supports the monitoring of its cluster members traffic. In other words, when a
packet is directed to one node, the cluster-head intercepts it, tests it and retransmits it to its destination if the
packet is not a threat.

Clustering algorithm
Gerla and Tsai proposed in [12] a clustering algorithm, called High-Connectivity Clustering (HCC), where the
election of cluster-heads is based on the higher degree criteria. The node’s degree is calculated as a function of
its distance from the others. The different steps of this algorithm are as follows:
(1) Each node broadcasts its ID to the nodes that are in its transmission range (its neighbors) and the node with

a maximum number of neighbors, i.e. with a maximum degree, is chosen as a cluster-head and its neighbors
become members of this cluster and can’t participate in the following election process.

(2) The process continues until there are no more nodes to affiliate to the cluster.
The advantage of this algorithm is that it generates a reduced number of cluster-heads and provides a low rate
cluster-head changes, but it does not take into consideration the energy constraint which is an important factor
for the network. For this, we added a preliminary phase that takes into account the energy level of nodes in the
election procedure of cluster-head. The proposed clustering algorithm takes the following form:

Proposed algorithm
(0). Initialization: Initialization step consists on:

• Assign to each node an initial position and fix its initial load energy. In this work, the initial nodes
positions are random and all the nodes have the same initial load energy. But it is very easy to consider
the initial load energy is also random.

• Fix the required energy threshold for a node to be in priority in the election process of the cluster-head.
In Ad hoc networks, most of the energy are wasted in retransmission [13], for this reason, define an energy
threshold for a cluster-head ensures the improvement of the network lifetime and reduces the problem of
immediately link brakeage.

(1). Calculating degree: Calculate the degree of each node which corresponds to the number of its neighbors
at 1-hop;

(2). Energy test: This step consists on selecting a set S, which contains the nodes satisfying the threshold
fixed in the initialization step;

(3). Selection of cluster-heads: In this stage, the set S can be empty or contains at least a single element:
• If S �= ∅:
(3.1) The principle of HCC algorithm will be applied: select the node of highest degree in the set S, that

will be noted CH,
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(3.2) S=S\{CH};
• Else (S = ∅): Apply the HCC algorithm on the set of the remaining nodes;

(4). Attachment to the cluster-heads: Once the cluster-head is elected, all its neighbors at 1-hop join him
and they form a cluster.

Steps (3) and (4) are repeated until all nodes are affiliated to the clusters either as a cluster-head or a
member.

Since Ad hoc network nodes are dynamic with limited energy, it would be indispensable to update the clustering
procedure. Thus, each node is potentially able to be elected as cluster-head. It is therefore necessary to install
IDS on all nodes of the network and keep them on standby until they are elected as cluster-heads.

2.2. Evolutionary game

In this second step, we propose a game model describing the strategic behavior of cluster-heads in evolutionary
game form. In [16], the authors considered that the population is constituted of all network nodes, while in our
approach we limit ourselves only to cluster-heads. On the other hand, unlike [16], in the definition of players
utility, we consider the damage and loss caused in the case where the network is not secure. Once the network
is partitioned into clusters and the cluster-heads are elected, we consider the game between the cluster-heads.
Each cluster-head has two pure strategies:

(1) Protect (P), which results by activating of its IDS.
(2) Not Protect (NP) by deactivating its IDS.

A cluster-head, which contributes to his cluster security in choosing the strategy (P), supports a cost c corre-
sponding to the energy expenditure when it ensures the safety of its cluster when activating its IDS. In this
case, the cluster-head obtains a reward r for the safety of its cluster which coincides to the preservation of
confidentiality, integrity and availability of its data. When a cluster-head chooses not to activate its IDS, it
becomes not safe as well as its cluster members, because they are supposed to be constantly exposed to attacks.
So, loss of security when the attacks are successful can generate the loss of reputation or data integrity. The cost
of damage control will be denoted l. In practice, the security assets are evaluated in the risk analysis/assessment
phase using formal analysis or specific tools before the IDS deployment [9].

The cluster-heads choose simultaneously their strategies. The players’ utilities are based on the following
observations:

• If the both players choose to protect and active their IDS, each of the two-players receives the reward r
which will be reduced by the activation cost c.

• In the case where only one of them chooses to active its IDS, the cluster-head who chooses to protect will
pay cost of damage control, furthermore, it will also have to spend a cost corresponding to the activation of
its IDS, thus its utility is ( − c − l), and one who does not activate its IDS, will have to pay only cost of
damage control ( − l).

• In the last case, where no one of the players chooses to protect, their safety will be compromised and both
have losses equivalent to l.

Thus, the game between two cluster-heads can be represented in strategic form, Table 1 below where: r, c and
l > 0.

In order to encourage the cluster-heads to activate their IDS, we suppose

r > c and l > c. (2.1)

As the considered game is symmetric, we consider only one payoff matrix

A =
( P NP

P r − c −c − l
NP −l −l

)
. (2.2)
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Table 1. Strategic form.

P NP
P (r − c, r − c) ( − c − l, − l)
NP ( − l, − c − l) ( − l, − l)

A Pareto efficient equilibrium is a state in which it is no longer possible to improve the gain of a player
without decreasing that of another. Therefore, the equilibrium (P, P), the two players choose to activate their
IDS, is Pareto efficient giving both players a reward equivalent to (r − c). The other equilibrium (NP, NP) is
less efficient, no cluster-head contributes to the security of the network, which generates for each one a loss l.

Let u1 the utility function of player 1. The resistance [16,18] of the equilibrium (NP, NP) against equilibrium
(P, P) is the largest number α ∈ [0, 1] such that:

αu1(NP, P ) + (1 − α)u1(NP, NP ) ≥ αu1(P, P ) + (1 − α)u1(P, NP )

⇒ α(−l) + (1 − α)(−l) ≥ α(r − c) + (1 − α)(−c − l)

⇒ −α(r + l) ≥ −c

⇒ α ≤ c

r + l

The resistance of equilibrium (NP, NP) against (P, P) is α = c
r+l . Thus, the resistance of equilibrium (P, P)

against (NP, NP) is 1 - α = r+l−c
r+l .

The equilibrium (NP, NP) risk dominates the equilibrium (P, P) if and only if the resistance of (NP, NP)
against (P, P) is greater than the resistance of (P, P) against (NP, NP). i.e., if α > 1 − α ⇒ c

r+l > 1
2 . Thus,

c
r+l is called the risk factor for the equilibrium (P, P) [16].

The considered game is symmetrical, so, the results of the second player are the same as those obtained
above.

In evolutionary games, the probability α that the strategy P is selected corresponds to the initial proportion
of the population choosing the strategy P. Hence, according to the resistance calculation, we deduce that for
initial proportions of the population less than c

r+l , the (NP,NP) equilibrium provides a better gain than the
(P,P) equilibrium. This implies an increasing of the population proportion which chooses the NP strategy.

The evolutionary games allow to model the dynamic evolution of a population of interacting individuals using
two fundamental concepts: the evolutionary stable strategy (ESS) and the replicator dynamic.

Definition 2.1. [17] A strategy p ∈ Δ is an evolutionary stable strategy (ESS), if: ∀q ∈ Δ, ∃ ε̄ = ε̄(q) ∈
(0, 1), ∀ε ∈ (0, ε̄),

u(p, (1 − ε)p + εq) > u(q, (1 − ε)p + εq), (2.3)

where Δ is the set mixed strategies of a player.

Proposition 2.2.

(1) p ∈ Δ is an ESS ⇒ p is a Nash equilibrium;
(2) p ∈ Δ is a strict Nash equilibrium ⇒ p is an ESS.

The matrix game (2.2) admits two strict Nash equilibria: (P,P) and (NP,NP), and thus, according to the
Proposition 2.2, the corresponding evolutionary game admits two ESS.

The matrix game (2.2) admits a Nash equilibrium in mixed strategies (p∗, q∗), with p∗ = q∗ = ( c
r+l ,

r+l−c
r+l ).

In adopting this strategy, each cluster-head plays P with probability c
r+l .
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Figure 1. Convergence of replicator dynamic.

2.3. Replicator dynamic

The replicator dynamic is selection process specifying how a population is associated with various pure
strategies in a game which evolves in time, it is governed by the following system of differential equations [14]:

ṗi = pi[(Ap)i − pT Ap], i = 1, 2. (2.4)

With the payoff matrix (2.2), the system (2.4) takes the following form:

ṗ1 = p1(1 − p1)[p1(l + r) − c] , ṗ2 = −ṗ1,

where p1 is the proportion of population playing the strategy (P) and p2 the proportion of population playing
the strategy (NP).

In order to study the evolution of population, we implemented the replicator dynamic, with game parameters:
r = 3, c = 1 et l = 2. Figure 1 illustrates results for different initial proportion of population that choose the
strategy (P). The proportion is varying between 0 and 1.

We remark from the Figure 1 that:

• With initial rate of population choosing a strategy (P) strictly less than 0.2= c
r+l , the number of cluster-heads

which participate for security decreases until all cluster-heads decide not to participate.
• With initial rate of population choosing a strategy (P) strictly greater than 0.2, the number of cluster-heads

which participate for security increases until all cluster-heads decide to participate.
• With initial rate of population choosing a strategy (P) equal to 0.2, the number of cluster-heads which

participate for security remains the same.

Thus, the results that give us the implementation of the replicator dynamic, validate the theoretical results
obtained in Section 2.2.

3. Main algorithm

Here, we give a general description of our approach, integrating the energy constraint for the cluster-heads
election procedure and the evolutionary game to determine the cluster-heads proportion who activate their
IDS.

(1) Initialization
(a) Insert the r safety benefit, the IDS activation cost c and cost of damage control l.
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Table 2. Simulation parameters.

(X, Y ) 1000 m × 1000 m

N 20
R 250 m
[vmin, vmax] [0, 15]
Mobility Model Random Walk
Einitial 100 J
Threshold 25 J
T 150 s
h 15 s

(b) Insert the initial participation rate, energy level of each node, the energy threshold, nodes positions ,
speeds, and other network parameters.

(2) Clustering
Apply the clustering algorithm presented in Section 2.1 and get the list of clusters-heads.

(3) The game
Set up the game and the replicator dynamic is used to obtain the cluster-heads proportion who must
participate in security by enabling their IDS;

(4) Update
Update the energy level of nodes.
If there are at least one node with a positif energy level then calculate the new positions of active nodes, go
to step (2);
Else End.

4. Simulation

In this section, we evaluate the performances of our approach in two steps: clustering-evolutionary game.

4.1. Simulation parameters

The implemented Ad hoc network is defined by its area3 and the number of nodes that it contains. The area
of network is 1000 m × 1000 m containing N = 20 nodes. Initially, we assign Einitial = 100 J to each node
which decreases with quantity equal to 10 J [7] in the case of activation of the IDS, and with randomly quantity
selected in the interval [5 J, 15 J] during a reception or transmission of packets. The mobility model is the
Random Walk with speed v ∈ [0, 15 m/s] and a movement direction θ ∈ [0, 2π]. We set the transmission range
of each node to R = 250 m.

The simulation time is T = 150 s. The nodes change position every h = 15 s with different directions and
speeds. For a node, the necessary threshold to become priority for being cluster-head is Threshold = 25 J.
Table 2 summarizes our simulation parameters:

4.2. Simulation results

The simulation which lasts 150 s, was made according to the parameters listed in Table 2. The graphical
representation of the last positions of nodes is shown in Figure 2 below.

3Size in X and Y coordinates.
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Figure 2. Nodes positions.

Figure 3. Evolution in the time of the number of active nodes.

The inactive nodes4 may be considered as isolated nodes5 although they are geographically in one cluster or
more, because they are invisible to other nodes and can’t maintain network connectivity.

4.3. Clustering evaluation

The aim of clustering is to manage better energy consumption of nodes while keeping up the security of
the network by activating only the IDS of cluster-heads. We made a comparative study between the approach
we developed in this paper (step with clustering) and an approach that does not use this step (step without
clustering). The comparison of these two approaches is based on the following criteria: the average number of
inactive nodes and the average number of isolated nodes.

For the same simulation parameters, we will represent the number of active nodes according to time for the
two models, with clustering and without clustering, see Figure 3.

4An inactive node is a node whose energy is equal to 0.
5An isolated node is a node whose set of 1-hop neighbors is empty.
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Table 3. Comparison between two approaches with/without clustering for different values of
N and T .

1st instant where the Number of nodes
1st node becomes inactive still active at T

With Without With Without
clustering clustering clustering clustering

T = 300, 200 53 141 0
N = 150
T = 250, 243 60 298 0
N = 300
T = 1000, 240 50 0 0
N = 500

Table 4. Connectivity of the network.

With Without
clustering clustering

N = 20, T = 150 Mean number of isolated nodes 9 20
Mean probability of connectivity 0.4 0

N = 300, T = 250 Mean number of isolated nodes 2 300
Mean probability of connectivity 0.99 0

From Figure 3, we remark:

• The moments when the first node becomes inactive for the two models, with clustering and without clustering,
are respectively 120 and 80 s;

• The number of active nodes in the model without clustering rapidly decreases until it becomes 0 at the end
of the simulation. In contrast, the number of active nodes in the model with clustering decreases slowly and
at the end of the simulation we find only three inactive nodes.

By making other simulations with a larger number of nodes and different simulation times, we obtain the
Table 3.

According to Table 3, we note that the increasing of the number of nodes and simulation time give as good
results as in the case where the number of nodes is only 20. This shows further the clustering effectiveness
in energy conservation, which allows for nodes to remain active longer and hence to participate more in the
network security mechanism.

In sum, the results concerning the number of active nodes given by the model with clustering are significantly
better than those obtained by the model without clustering. This difference clearly shows how the clustering
and activation of IDS only on cluster-heads affect the number of active nodes in a network.

The average number of isolated nodes and the average probability of connectivity of the network during the
simulation are given in Table 4.

We see from the Table 4 that a clustered network is more connected than a non-clustered network. Indeed,
in a clustered network, the energy of nodes decreases more slowly compared to a non-clustered network because
the activation of the IDS is only made by the cluster-heads. Therefore, the number of inactive nodes in a
clustered network is increasing slowly. Thus, the network remains connected for long time. So, we can say that
the clustering maintains the network connectivity.
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Figure 4. The impact of the initial rate of participation to the security on attacks detection rate.

4.4. Impact of the initial rate of participation to the security on the attacks detection
rate

During the simulation, we generated attacks, and in order to observe the impact of the initial rate of partic-
ipation to the security on the detection rate of these attacks, we have implemented the dynamic replicator in
the simulator. Thus, given the set of cluster-heads which chose the strategy (P) and the set of nodes attacked,
we could obtain the detection rate at each attacks generation. We consider the game parameters: r = 3, l = 2
et c = 1, the evolution of rate detection as a function of the initial rate of participation is illustrated in the
Figure 4:

According to Figure 4, we notice that:

• For initial rates lower than 0.2 (p1(0) < 0.2), the detection rate is not very important because the cluster-
heads end up not to participate and therefore all attacks generated from this moment will not be detected.

• When the initial rates surpass 0.2 (p1(0) > 0.2), the associated rates of detection are high because such
states always end up reaching the evolutionary stable strategy p∗1 = 1 which means that all cluster-heads
choose to participate and all the attacks generated will be detected.

4.5. Comparative study

Figure 5 represents a comparison between HCC and our proposed algorithm (HCC-Energy) in term of network
lifetime. According to the simulation results, we see that with basic HCC there are 30% more inactive nodes
than in the HCC-energy algorithm that we have proposed which take into account energy and promotes the
election of nodes whose residual energy is above the threshold.

The HCC-energy algorithm allows to not fully exhaust the energy resources of the nodes and thus the network
remains more connected and more secure.

Unlike to our game model, the one proposed in [16] does not take into account the security losses caused
when the cluster-heads choose not protect (NP) and consequently the authors set l = 0. In order to highlight
the impact of the security losses on the population evolution, we will make a comparison between our replicator
dynamic which considers l = 2 and the replicator dynamic associated to the case l = 0. Figure 6 shows the
implementation of the two replicators dynamic.

From Figure 6, we notice that:

• In our model, l > 0, the required initial proportion for that all the cluster-heads end up participating in
security is c

r+l = 0.2 and it is small than c
r = 1

3 which corresponds to the case when l = 0.
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Figure 5. Lifetime comparison.

Figure 6. Replicator dynamic comparison.

• For the same initial rates, the replicator dynamic associated to our model, l > 0, converges faster towards
1, so all the cluster-heads end up participate in security more quickly when we assume losses (l > 0) than
when l = 0. For example, with an initial proportion p1(0) = 0.4, all cluster-heads activate their IDS at time
t = 2 in our model and at time t = 5.2 in the model proposed in [16]. So, our proposal encourages more
cluster-heads to participate to the network security.
In the other hand, when the replicator dynamic converges to 0, this happens less quickly when we put l > 0.
In conclusion, putting l > 0, cluster-heads are effectively incited to participate in the security.

5. Conclusion

In this work, we have treated the problem of security in Ad hoc networks by a two-steps approach: clustering
and modeling by evolutionary game. We have optimized the utilization of nodes energy resources through a
clustering. We also highlighted the evolutionary aspect of the network to monitor the interactions between the
cluster-heads of the network in their participation in security process.

We have identified the convergence conditions of the replicator dynamic, which describes the evolution of
cluster-heads population playing strategy (P), to the ESS. These conditions were confirmed in the implementa-
tion of the replicator dynamic. The integration of the replicator dynamic in the simulator allowed us to see that
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the detection rate is an increasing function of the initial population rate playing (P). The comparison between
our model and a without-clustering model enabled us to confirm that the clustering technique is effective for
reducing the number of inactive nodes, therefore the number of isolated nodes, which makes the network more
connected while maintaining its security.

Our simulations also showed that introducing an energy criterion in the cluster-heads selection in our clus-
tering algorithm would distribute more evenly the energy expenditure among the network nodes and improves
the network lifetime.

The replicator dynamic implementation results show that introducing a cost for a cluster-head that does not
activate its IDS, encourages more cluster-heads to participate to the network security.

As an outlook, we can use a more realistic energy consumption model, which distinguishes between the energy
consumed during transmission and the energy consumed when receiving a message.

Acknowledgements. The authors are grateful to the anonymous referees for their remarks and comments which have
helped to improve and clarify the paper.
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