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#### Abstract

In this paper, we compare a biomechanics empirical model of the heart fibrous structure to two models obtained by a non-periodic homogenization process. To this end, the two homogenized models are simplified using the small amplitude homogenization procedure of Tartar, both in conduction and in elasticity. A new small amplitude homogenization expansion formula for a mixture of anisotropic elastic materials is also derived and allows us to obtain a third simplified model.
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## Introduction

The left ventricle of the heart is composed of oriented fibers. Anatomic studies show that the cardiac fibers have an orientation that varies continuously from an angle $\gamma_{0}$ at the endocardium to $-\gamma_{0}$ at the epicardium. Several biomechanics empirical models were derived (see e.g. Arts [3], Chadwick [10], Feit [11], Peskin [17] and Streeter [20]) considering the fibers as an oriented elastic material embedded in a homogeneous medium. In particular, Peskin [17] deduced this fiber architecture of the heart from the starting assumption that the stress matrix reads as

$$
\begin{equation*}
\sigma:=\sigma_{m}+\sigma_{f}, \quad \text { with } \quad \sigma_{f}:=T\left(e_{f}\right)(\tau \otimes \tau), \tag{0.1}
\end{equation*}
$$

where $\sigma_{m}$ is the isotropic medium stress matrix, $\sigma_{f}$ is the stress matrix in the fiber direction, $\tau$ is the fiber direction, $T\left(e_{f}\right)$ the fiber tension and $e_{f}$ the strain coefficients in the fiber direction. Then, in linear elasticity this general biomechanics model leads us to a stress matrix of the type

$$
\begin{equation*}
\sigma:=\lambda \operatorname{tr}(e) I_{3}+2 \mu e+T\left(e_{f}\right)(\tau \otimes \tau), \tag{0.2}
\end{equation*}
$$

where $\lambda, \mu$ are the Lamé coefficients of the medium and $e$ is the strain matrix.
In conduction, the strain matrix $e$ of $(0.2)$ is replaced by the electric field $\nabla u$, and the stress matrix $\sigma$ by the electrical current $A \nabla u$, where $A$ is the conductivity matrix of the composite material. Then, the analogue

[^0]of (0.2) in conduction leads us to the conductivity matrix
\[

$$
\begin{equation*}
A:=\alpha I_{3}+\beta(\tau \otimes \tau) \tag{0.3}
\end{equation*}
$$

\]

This model is based on the two following assumptions: the interaction between the fibers and the medium is neglected, and the fibers are dimensionless.

To avoid these defaults, Briane [5, 6] proposed two new models which are rigorously deduced from the homogenization of non-periodic fibrous microstructures. In the two models, the fibers are small radius cylinders periodically distributed in layers. Moreover, the fiber orientation is constant in each layer. In the first model (Sect. 1.2.1, Fig. 1), the layer width tends to zero but is large with respect to the fiber radius. In the second one (Sect. 1.2.1, Fig. 2), layers are replaced by rows whose width is of the same order as the fiber radius. So, the fiber orientation varies in a more realistic way in this second model. In both cases, the homogenization formula is far from being explicit since one needs to solve an auxiliary problem which is parametrized at each point of the domain (see Thm. 1.7). Therefore, it seems difficult to compare directly these models with the biomechanics one without additional hypothesis. Let us mention that another homogenization approach of the modeling of the myocardium was performed by Caillerie et al. in $[8,9]$. Their approach differs from Briane's one since they consider a large displacement framework and use a discrete homogenization process.

In this paper, our aim is to derive simplified homogenized models assuming small amplitude between the physical characteristics of the medium and the fibers. The small amplitude (or low contrast) homogenization theory was developed by Tartar [21,22] and, in particular, was applied by Allaire [1] and Allaire and Gutiérrez [2] in another context. First of all, we prove a new expansion formula (see Thm. 2.7) which extends to the anisotropic elasticity case the small amplitude homogenization formula obtained by Tartar [21] in the isotropic case. Then, we propose two models ( $I$ and $I I$ ) in conduction, which differ from each other by their geometry, and three in elasticity ( $I, I I$ and $I I I$ ). These models simplify the homogenized ones of $[5,6]$, taking into account the small amplitude assumption. Our approach allows us to validate or to refute the biomechanics heuristic model. Moreover, in some particular cases (model $I$ in conduction and model $I I I$ in elasticity) we obtain simple models of reinforcement by fibers of varying orientation. We only consider the linear case, both in conduction and in elasticity, although the nonlinear case seems more relevant for applications. Indeed, the biomechanics of the heart involves a large deformation approach, but this goes out of the present study (see the third point of Rem. 4.2). We restrict ourselves to a linear framework in order to focus on the non-periodic homogenization setting combined with the small amplitude assumption.

The three models are described in the sequel, where the parameter $\delta>0$ measures the low contrast between the fiber characteristics and the medium ones:

- In isotropic conduction, model $I$ in small amplitude gives (see Thm. 3.1) the following effective conductivity

$$
A_{\mathrm{eff}}^{I}=\alpha I_{3}+\beta(\tau \otimes \tau)+o\left(\delta^{2}\right)
$$

where $\tau$ is the fiber direction and $\alpha, \beta$ are explicit constants depending on $\delta$. Therefore, the biomechanics model coincides with this first homogenized model under the small amplitude assumption (neglecting the terms of order greater than 2).

- Model II (see Thm. 3.4) leads us to the following different homogenized conductivity

$$
A_{\mathrm{eff}}^{I I}=A_{\mathrm{eff}}^{I} \oplus D_{\mathrm{eff}}+o\left(\delta^{2}\right)
$$

The extra matrix $D_{\text {eff }}$ is zero where the fiber angle is constant. It is remarkable that the effective conductivity $A_{\text {eff }}^{I}$ of the first model is equal to the orthogonal projection of $A_{\text {eff }}^{I I}$ in the matrix space spanned by $I_{3}$ and $(\tau \otimes \tau)$.

- In linear elasticity, model $I$ gives (see Thm. 4.1) the following effective stress matrix

$$
\begin{aligned}
\sigma_{\mathrm{eff}}^{I}= & \mathbf{A}^{1} e+c_{1}\left(\mathbf{A}^{2} e-\mathbf{A}^{1} e\right)+\left[\mathbf{A}^{3} e+c_{2} \operatorname{tr}(e)(\tau \otimes \tau)+c_{3}(e \tau \cdot \tau) I_{3}+c_{4}(e(\tau \otimes \tau)+\tau \otimes e \tau)\right] \\
& +\delta^{2} \mathbf{N}^{I} e+o\left(\delta^{2}\right)
\end{aligned}
$$

where $\mathbf{A}^{1}, \mathbf{A}^{2}$ are, respectively, the Hooke's laws of the medium and of the fibers, $c_{i}$ are constants, $\mathbf{A}^{3}, \mathbf{N}^{I}$ are fourth order tensors and $\mathbf{A}^{3}$ is isotropic. Furthermore, models $I$ and $I I$ agree where the fiber angle is constant (see Thm. 4.3). Therefore, the biomechanics model does not coincide with the homogenized ones even under the small amplitude assumption.

- Due to the complexity of models $I$ and $I I$ in elasticity we consider model $I I I$ in which the fiber tensor $\mathbf{A}^{2}$ is deduced from the isotropic medium tensor $\mathbf{A}^{1}$ by a small anisotropic perturbation acting only in the fiber direction in the spirit of the biomechanics law (0.1), namely

$$
\mathbf{A}^{2} e:=\mathbf{A}^{1} e+\delta(e \tau \cdot \tau)(\tau \otimes \tau), \quad \text { with } \quad \mathbf{A}^{1} e:=\lambda_{1} \operatorname{tr}(e)+2 \mu_{1} e
$$

Thanks to the anisotropic small amplitude formula of Theorem 2.7, we obtain (see Thm. 4.5) the following expansion

$$
\sigma_{\mathrm{eff}}^{I I I}=\mathbf{A}^{1} e+c\left(\mathbf{A}^{2} e-\mathbf{A}^{1} e\right)-\kappa_{\nu, \tau} \delta^{2} \frac{\mu_{1}+\lambda_{1}}{\mu_{1}\left(2 \mu_{1}+\lambda_{1}\right)}(e \tau \cdot \tau)(\tau \otimes \tau)+o\left(\delta^{2}\right)
$$

where $c$ and $\kappa_{\nu, \tau}$ are constants. Therefore, this model rigorously validates the biomechanics one at the second order, and provides a simple effective tensor.

The paper is organized as follows. In Section 1, we recall the notion of $H$-convergence and Briane homogenization results for the fibrous microstructures. In Section 2, we introduce the notion of $H$-measure and the small amplitude homogenization procedure due to Tartar. We conclude this section by a new small amplitude homogenization formula in anisotropic elasticity (Thm. 2.7). Section 3 is devoted to simplified models obtained in conduction under the small amplitude assumption. In Section 4 we derive the simplified models in linearized elasticity.

Along the paper, we will use the following basic notations:

## Notations

- $N \in \mathbb{N}, N:=2$ or 3 in the Sections 3 and $4, N \geq 1$ in Sections 1 and 2.3.
- $Y_{N}$ is the cube $\left(-\frac{1}{2}, \frac{1}{2}\right)^{N}$ of $\mathbb{R}^{N}, N \geq 2$.
- For any subset $E$ of $\mathbb{R}^{N},|E|$ denotes the Lebesgue measure of $E$.
- $\mathcal{B}:=\left\{e_{1}, \ldots, e_{N}\right\}$ is the canonical basis of $\mathbb{R}^{N}$.
- If $x \in \mathbb{R}^{N}$, we denote by $x_{i}$ its coordinates: $x=\sum_{i=1}^{N} x_{i} e_{i}$.
- For $x, y \in \mathbb{R}^{N}, x \cdot y:=\sum_{i=1}^{N} x_{i} y_{i}$.
- We provide $\mathbb{R}^{N \times N}$ with the scalar product ":" defined by $A: B:=\operatorname{tr}\left(A^{T} B\right)$.
- For a parallelepiped $Z$ of $\mathbb{R}^{N}, H_{\#}^{1}(Z)$ (resp. $\left.L_{\#}^{2}(Z)\right)$ denotes the space of the $Z$-periodic functions which belong to $H_{\text {loc }}^{1}\left(\mathbb{R}^{N}\right)$ (resp. which belong to $L_{\text {loc }}^{2}\left(\mathbb{R}^{N}\right)$ ).
- For $f \in L_{\#}^{2}(Z),\langle f\rangle:=\frac{1}{|Z|} \int_{Z} f(x) \mathrm{d} x$ denotes the mean value.


## 1. Reviews of homogenization results

### 1.1. A few recalls of $H$-convergence

### 1.1.1. $H$-convergence in conduction

We recall the definition and the "compactness theorem" of the $H$-convergence theory for second-order elliptic scalar equations introduced by Murat and Tartar [15] in the general case and by Spagnolo [18] (under the name of $G$-convergence) in the symmetric case.
Definition 1.1 (Murat and Tartar [15]). Let $\Omega$ be a bounded open set of $\mathbb{R}^{N}$.
(i) The space $\mathcal{M}(\alpha, \beta ; \Omega)$ is the set of matrix-valued functions $A: x \mapsto A(x)$ defined on $\Omega$ such that

$$
\forall \xi \in \mathbb{R}^{N}, \quad A(x) \xi \cdot \xi \geq \alpha|\xi|^{2} \quad \text { and } \quad A^{-1}(x) \xi \cdot \xi \geq \beta^{-1}|\xi|^{2} \quad \text { a.e. } x \in \Omega
$$

(ii) A sequence $A^{\varepsilon}$ of $\mathcal{M}(\alpha, \beta ; \Omega)$ is said to $H$-converge to $A_{\text {eff }}$ if $A_{\text {eff }} \in \mathcal{M}(\alpha, \beta ; \Omega)$ and if for any open set $\omega \Subset \Omega, f \in H^{-1}(\omega)$, the solution $u_{\varepsilon}$ of

$$
\left\{\begin{array}{l}
-\operatorname{div}\left(A_{\varepsilon} \nabla u_{\varepsilon}\right)=f \quad \text { in } \omega \\
u_{\varepsilon} \in H_{0}^{1}(\omega),
\end{array}\right.
$$

satisfies the weak convergences

$$
\left\{\begin{array}{cll}
u_{\varepsilon} & \longrightarrow u_{0} & \\
H^{1}(\Omega) \text { weak } \\
A_{\varepsilon} \nabla u_{\varepsilon} & A_{\mathrm{eff}} \nabla u_{0} & L^{2}\left(\Omega ; \mathbb{R}^{N}\right) \text { weak }
\end{array}\right.
$$

where $u_{0}$ is the solution of

$$
\left\{\begin{array}{l}
-\operatorname{div}\left(A_{\mathrm{eff}} \nabla u_{0}\right)=f \quad \text { in } \omega \\
u_{0} \in H_{0}^{1}(\omega)
\end{array}\right.
$$

The $H$-convergence of $A_{\varepsilon}$ to $A_{\text {eff }}$ is denoted by $A_{\varepsilon} \xrightarrow{H} A_{\text {eff }}$.
The most important result of the $H$-convergence is the following "compactness theorem" due to Murat and Tartar:

Theorem 1.2 (Murat and Tartar [15]). If $A_{\varepsilon}$ is a sequence of $\mathcal{M}(\alpha, \beta ; \Omega)$ then there exists a subsequence, still denoted by $\varepsilon$, and $A_{\mathrm{eff}} \in \mathcal{M}(\alpha, \beta ; \Omega)$ such that $A_{\varepsilon} \xrightarrow{H} A_{\mathrm{eff}}$.
1.1.2. $H$-convergence in linearized elasticity

We recall some basic definitions about elasticity and the definition of the $H$-convergence in linearized elasticity (see e.g. $[1,12]$ for a more complete presentation).

Let $\mathbb{R}_{s}^{N \times N}$ be the subset of $\mathbb{R}^{N \times N}$ of symmetric matrices and $\mathbf{M}_{N}^{4}$ be the set of symmetric fourth order tensors, i.e.

$$
\mathbf{M}_{N}^{4}:=\left\{\mathbf{A}:=\left(A_{i j k l}\right)_{1 \leq i, j, k, l \leq N} \mid A_{i j k l}=A_{k l i j}=A_{j i k l}=A_{i j l k}\right\}
$$

For $u \in H^{1}\left(\Omega ; \mathbb{R}^{N}\right)$, we denote by $e(u)$ the strain matrix whose coefficients $e_{i j}(u)$ are given by

$$
e_{i j}(u)=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right) .
$$

Definition 1.3. Let $\Omega$ be a bounded open set of $\mathbb{R}^{N}$.
(i) We define the space $\mathcal{M}^{4}(\alpha, \beta ; \Omega)$ as the set of symmetric fourth order tensor valued functions $\mathbf{A}: x \rightarrow$ $\mathbf{A}(x)$ defined from $\Omega$ to $\mathbf{M}_{N}^{4}$ such that

$$
\forall e \in \mathbb{R}_{s}^{N \times N}, \quad \mathbf{A}(x) e: e \geq \alpha|e|^{2} \quad \text { and } \quad \mathbf{A}(x)^{-1} e: e \geq \beta^{-1}|e|^{2} \quad \text { a.e. } x \in \Omega .
$$

(ii) A sequence $\mathbf{A}_{\varepsilon}$ of $\mathcal{M}^{4}(\alpha, \beta ; \Omega)$ is said to $H$-converge to $\mathbf{A}_{\text {eff }}$ if $\mathbf{A}_{\text {eff }} \in \mathcal{M}^{4}(\alpha, \beta ; \Omega)$ and if for any open set $\omega \Subset \Omega, f \in H^{-1}\left(\omega ; \mathbb{R}^{N}\right)$, the solution $u_{\varepsilon}$ of the Dirichlet problem

$$
\left\{\begin{array}{l}
-\operatorname{div}\left(\mathbf{A}_{\varepsilon} e\left(u_{\varepsilon}\right)\right)=f \quad \text { in } \omega \\
u_{\varepsilon} \in H_{0}^{1}\left(\omega ; \mathbb{R}^{N}\right),
\end{array}\right.
$$

satisfies the weak convergences

$$
\left\{\begin{array}{cl}
u_{\varepsilon} \longrightarrow u_{0} & H_{0}^{1}\left(\Omega ; \mathbb{R}^{N}\right) \text { weak } \\
\mathbf{A}_{\varepsilon} e\left(u_{\varepsilon}\right) \longrightarrow \mathbf{A}_{\mathrm{eff}} e\left(u_{0}\right) & L^{2}\left(\Omega ; \mathbb{R}_{s}^{N \times N}\right) \text { weak }
\end{array}\right.
$$

where $u_{0}$ is the solution of

$$
\left\{\begin{array}{l}
-\operatorname{div}\left(\mathbf{A}_{\mathrm{eff}}(x) e\left(u_{0}\right)\right)=f \quad \text { in } \omega, \\
u_{0} \in H_{0}^{1}\left(\omega ; \mathbb{R}^{N}\right) .
\end{array}\right.
$$

We denoted the $H$-convergence of $\mathbf{A}_{\varepsilon}$ to $\mathbf{A}_{\text {eff }}$ by $\mathbf{A}_{\varepsilon} \xrightarrow{H} \mathbf{A}_{\text {eff }}$.
Remark 1.4. Theorem 1.2 established in the conduction case still holds true for the linearized elasticity case.
In the general case, there is no explicit formula for the homogenized law (neither in conduction and nor in linearized elasticity). Nevertheless, in the periodic case, i.e. $A_{\varepsilon}(x):=A\left(\frac{x}{\varepsilon}\right)$ p.p. $x \in \Omega$ where $A$ is periodic, the homogenized law can be explicitly computed (not totally explicit since one needs to solve a cell problem), see for example [4].

In the non-periodic case there is some particular microstructures for which the homogenized law can be explicitly obtained. For instance, in the next section we present two non-periodic microstructures due to Briane.

### 1.2. The non-periodic fibrous microstructures

In this section we briefly describe the geometries of the two fibrous microstructures studied in $[5,6]$ and we recall the homogenization results related to these microstructures.
1.2.1. Geometries of the fibrous microstructures

Let $\gamma \in C^{2}(\mathbb{R})$ with $|\gamma|<\frac{\pi}{2}$ and set

$$
\begin{equation*}
\tau\left(x_{1}\right):=\cos \gamma\left(x_{1}\right) e_{2}+\sin \gamma\left(x_{1}\right) e_{3} \tag{1.1}
\end{equation*}
$$

We consider the following two microstructures:

- First microstructure: we consider layers $\Omega_{\varepsilon}^{n}$ orthogonal to the $x_{1}$-axis of width $\varepsilon^{\alpha}$ where $0<\alpha<1$ in order to obtain layers of small width but large with respect to the fiber radius $\varepsilon r, r>0$ (see Fig. 1). In each layer we have a periodic lattice of fibers of period $\varepsilon$ with a constant orientation which depends only on the layer. Each fiber makes an angle $\gamma\left(x_{1}^{n}\right)$ with the $x_{2}$-axis in the layer $\Omega_{\varepsilon}^{n}$ where $x^{n}$ is any point of $\Omega_{\varepsilon}^{n}$.
We denote by $\chi_{\varepsilon}^{I}$ the characteristic function of this fiber lattice.
- Second microstructure: in the first microstructure, the fibers have a locally constant orientation. In order to avoid this assumption, we consider rows orthogonal to the $x_{1}$-axis of width of order $\varepsilon$. In each row we have a periodic lattice of fibers of radius $\varepsilon r, r>0$ with a constant orientation which depends only on the row (see Fig. 2). Each fiber makes an angle $\gamma\left(x_{1}\right)$ with the $x_{2}$-axis where $x$ is any point of the fiber.
We denote by $\chi_{\varepsilon}^{I I}$ the characteristic function of this fiber lattice.
The difference between the two microstructures is that in the first one we consider layers and in the second one, the layers are replaced by rows. So, in the second microstructure, the fiber orientation varies in a more realistic way.


### 1.2.2. $H$-convergence results for the fibrous microstructures

Let $\chi_{C}^{\#}$ be the $Y_{3}$-periodic function defined on $Y_{3}$ as the characteristic function of the cylinder

$$
\begin{equation*}
C:=\left\{x \in Y_{3} \mid x_{1}^{2}+x_{3}^{2} \leq r^{2}\right\} . \tag{1.2}
\end{equation*}
$$

Let $a, b \in] 0,+\infty[$ and set

$$
B_{\varepsilon}(x):=B\left(\frac{x}{\varepsilon}\right), \quad \text { where } \quad B:=\left(a\left(1-\chi_{C}^{\#}\right)+b \chi_{C}^{\#}\right) I_{3} .
$$

Let $B_{\text {eff }}$ be the constant $H$-limit of $B_{\varepsilon}$ which is given (due to the symmetry) by the classical formula (see e.g. [4])

$$
\begin{equation*}
\forall \xi \in \mathbb{R}^{3}, \quad B_{\mathrm{eff}} \xi: \xi=\min \left\{f_{Y_{3}} B(y)(\xi+\nabla \varphi(y)) \cdot(\xi+\nabla \varphi(y)) \mathrm{d} y \mid \varphi \in H_{\#}^{1}\left(Y_{3}\right)\right\} \tag{1.3}
\end{equation*}
$$

We set

$$
A_{\varepsilon}^{I}:=\left(a\left(1-\chi_{\varepsilon}^{I}\right)+b \chi_{\varepsilon}^{I}\right) I_{3} .
$$

Then, one has the following homogenization result:
Theorem 1.5 (Briane [5, 6]). The sequence $A_{\varepsilon}^{I} H$-converges to $A_{\text {eff }}^{I}$ which satisfies

$$
\begin{equation*}
A_{\mathrm{eff}}^{I}(x)=R\left(x_{1}\right)^{T} B_{\mathrm{eff}} R\left(x_{1}\right), \tag{1.4}
\end{equation*}
$$

where $B_{\text {eff }}$ is given by (1.3) and $R\left(x_{1}\right)$ is the orthogonal matrix defined by

$$
R\left(x_{1}\right):=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{1.5}\\
0 & \cos \gamma\left(x_{1}\right) & \sin \gamma\left(x_{1}\right) \\
0 & -\sin \gamma\left(x_{1}\right) & \cos \gamma\left(x_{1}\right)
\end{array}\right) .
$$

Remark 1.6. In [5, 6], formula (1.4) was obtained using a locally periodic homogenization procedure. This is due to the fact that, in this microstructure, the number of fiber rows in each layer is very large.

Fix $z \in \mathbb{R}^{3}$ and let $\chi^{z}$ be the periodic characteristic function of the set composed of cylinders of radius $r$ parallel to the $x_{2}$-axis, the period of which is

$$
\left\{\begin{array}{l}
Y(z):=\left\{t_{1} e_{1}+t_{2} e_{2}+\left(t_{3}+t_{1} d(z)\right) e_{3} \mid 0 \leq t_{i} \leq 1,1 \leq i \leq 3\right\}  \tag{1.6}\\
\text { where } d(z):=\gamma^{\prime}\left(z_{1}\right)\left(\cos \gamma\left(z_{1}\right) z_{2}+\sin \gamma\left(z_{1}\right) z_{3}\right)
\end{array}\right.
$$

represented in Figure 3.
We set

$$
B_{\varepsilon}^{z}(x):=B^{z}\left(\frac{x}{\varepsilon}\right), \quad \text { where } \quad B^{z}:=\left(a\left(1-\chi^{z}\right)+b \chi^{z}\right) I_{3} .
$$



Figure 1. Lattice of fibers of constant orientation by layer.
Let $B_{\text {eff }}^{z}$ be the constant $H$-limit of $B_{\varepsilon}^{z}$ which is given (due to the symmetry) by the classical formula (see e.g. [4])

$$
\begin{equation*}
\forall \xi \in \mathbb{R}^{3}, \quad B_{\text {eff }}^{z} \xi: \xi=\min \left\{f_{Y(z)} B^{z}(y)(\xi+\nabla \varphi(y)) \cdot(\xi+\nabla \varphi(y)) \mathrm{d} y \mid \varphi \in H_{\#}^{1}(Y(z))\right\} \tag{1.7}
\end{equation*}
$$



Figure 2. Lattice of fibers of constant orientation by row.

We set

$$
A_{\varepsilon}^{I I}:=\left(a\left(1-\chi_{\varepsilon}^{I I}\right)+b \chi_{\varepsilon}^{I I}\right) I_{3}
$$

Then, one has the following homogenization result:


Figure 3. Section of $Y(z)$ in the plane $x_{1} O x_{3}$.

Theorem 1.7 (Briane [5-7]). The sequence $A_{\varepsilon}^{I I} H$-converges to the matrix-valued function $A_{\text {eff }}^{I I}$ where, for any fixed $x, A_{\text {eff }}^{I I}(x)$ is given by

$$
\begin{equation*}
A_{\mathrm{eff}}^{I I}(x)=R\left(x_{1}\right)^{T} B_{\mathrm{eff}}^{x} R\left(x_{1}\right), \tag{1.8}
\end{equation*}
$$

with $B_{\mathrm{eff}}^{x}$ given by (1.7) and $R\left(x_{1}\right)$ the rotation matrix defined by (1.5).
Remark 1.8. Contrary to the first one, the second microstructure is no more locally periodic. Theorem 1.7 was obtained by an approximation of the microstructure on each point $z$ by a locally periodic material parametrized by $z$. The fiber lattice which approximates the one of Figure 2 is periodic up to a meso scale $\varepsilon^{s}$ with $0<s<1$. It can be regarded as the tangent lattice of the original one. Its construction is then linear and based on a first-order Taylor expansion of the angle $\gamma$; it follows the appearance of the derivative of $\gamma$ in the period cell $Y(z)$.

## 2. $H$-MEASURES AND SMALL AMPLITUDE HOMOGENIZATION

### 2.1. Reviews on $H$-measures and small amplitude homogenization

The notion of $H$-measure has been developed independently by Gérard [13] and Tartar [22]. Here, we will consider its application to explicit formulas in small amplitude homogenization introduced by Tartar. We recall the definition of the $H$-measures, the expression of the $H$-measure of a periodic function and the small amplitude homogenization formula in conduction. We refer to [22] for the proof of these results.

For all subset $\Omega$ of $\mathbb{R}^{N}$, we denote by $C(\Omega)$ the space of continuous real-valued functions on $\Omega$ and $C_{c}(\Omega)$ the subspace of $C(\Omega)$ formed of functions with compact support. Furthermore, we denote by $C_{0}\left(\mathbb{R}^{N}\right)$ the space of continuous complex-valued functions decreasing to 0 at infinity. We define the Fourier transform $\mathcal{F}$ on the space of rapidly decreasing functions $\mathcal{S}\left(\mathbb{R}^{N}\right)$ by

$$
\forall u \in \mathcal{S}\left(\mathbb{R}^{N}\right), \quad \mathcal{F} u(\xi):=\int_{\mathbb{R}^{N}} u(x) \mathrm{e}^{-2 \mathrm{i} \pi x \cdot \xi} \mathrm{~d} x
$$

Theorem 2.1 (Tartar [22]. Existence of $H$-measures). Let $U^{\varepsilon}$ be a sequence converging weakly to 0 in $L^{2}\left(\mathbb{R}^{N} ; \mathbb{R}^{p}\right)$. Then, up to a subsequence, there exists a family $\mu_{i, j}, i, j \in\{1, \ldots, p\}$, of complex-valued Radon measures on $\mathbb{R}^{N} \times S^{N-1}$ such that for every $\phi_{1}, \phi_{2} \in C_{0}\left(\mathbb{R}^{N}\right)$ and for all $\psi \in C\left(S^{N-1}\right)$, we have

$$
\begin{equation*}
\left\langle\mu_{i, j}, \phi_{1} \overline{\phi_{2}} \otimes \psi\right\rangle=\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{N}}\left[\mathcal{F}\left(\phi_{1} U_{i}^{\varepsilon}\right)(\xi)\right] \overline{\left[\mathcal{F}\left(\phi_{2} U_{j}^{\varepsilon}\right)(\xi)\right]} \psi\left(\frac{\xi}{|\xi|}\right) \mathrm{d} \xi . \tag{2.1}
\end{equation*}
$$

The matrix-valued measure $\mu$ of coefficients $\mu_{i, j}$ given by (2.1) is called the $H$-measure associated with the extracted subsequence of $U^{\varepsilon}$.

## Remark 2.2.

1. Taking into account oscillation directions, the $H$-measure quantifies the lack of compactness of weakly converging sequences. This is due to the fact that, taking $\psi \equiv 1$ (see Cor. 1.4 of [22]), the sequence $U_{i}^{\varepsilon} U_{j}^{\varepsilon}$ weakly converges in the distribution sense to the measure $\nu$ given by

$$
\forall \phi \in C_{0}\left(\mathbb{R}^{N}\right), \quad\langle\nu, \phi\rangle:=\left\langle\mu_{i, j}, \phi \otimes 1\right\rangle
$$

2. In equality (2.1), the right hand-side only depends on the product $\phi_{1} \bar{\phi}_{2}$ instead of the couple $\left(\phi_{1}, \phi_{2}\right)$ (see [22] for details).
3. The $H$-measures are hermitian, i.e. $\bar{\mu}_{i, j}=\mu_{j, i} \quad \forall i, j \in\{1, \ldots, p\}$.

Let $u \in L_{\#}^{2}\left(Y_{N}\right)$, denote by $\langle u\rangle$ the mean value of $u$ on $Y_{N}$ and set $u_{\varepsilon}(x):=u\left(\frac{x}{\varepsilon}\right)$. Then the sequence $u_{\varepsilon}-\langle u\rangle$ converges to zero in $L^{2}\left(\mathbb{R}^{N}\right)$ weak. A formula for the $H$-measure associated with the sequence $u_{\varepsilon}-\langle u\rangle$ was obtained in [22] (Ex. 2.1). The proof of this result can be easily generalized to the case of any period.

Let $Y_{f}$ be the parallelepiped of $\mathbb{R}^{N}$ defined by

$$
Y_{f}:=\left\{\sum_{i=1}^{N} \lambda_{i} f_{i} \left\lvert\,-\frac{1}{2} \leq \lambda_{i} \leq \frac{1}{2}\right., \forall i=1, \ldots, N\right\}
$$

where $\mathcal{B}^{\prime}:=\left\{f_{1}, \ldots, f_{N}\right\}$ is a basis of $\mathbb{R}^{N}$. Let $P$ be the matrix of $\mathbb{R}^{N}$ such that $P \mathcal{B}=\mathcal{B}^{\prime}$, where $\mathcal{B}$ is the canonical basis of $\mathbb{R}^{N}$. In the general case of a periodic function of period $Y_{f}$ we have the following result:
Proposition 2.3. Let $\Omega$ be a smooth bounded open set (with Lipschitz boundary) of $\mathbb{R}^{N}$. Let $u \in L_{\#}^{2}\left(Y_{f}\right)$. We set $u_{\varepsilon}(x):=u\left(\frac{x}{\varepsilon}\right)$ and we denote by $\mu$ the $H$-measure associated with the sequence $\left(u_{\varepsilon}-\langle u\rangle\right)$. Then, we have

$$
\mu=\sum_{\omega \in \mathbb{Z}_{f}^{3} \backslash\{0\}}\left|\hat{u}_{\omega}\right|^{2} \otimes \delta_{\frac{\omega}{|\omega|}} \quad \text { in } \Omega \times S^{N-1}
$$

where

$$
\begin{equation*}
\hat{u}_{\omega}=\frac{1}{\left|Y_{f}\right|} \int_{Y_{f}} u(y) \mathrm{e}^{-2 i \pi \omega \cdot y} \mathrm{~d} y \quad \text { and } \quad \mathbb{Z}_{f}^{3}:=\left\{\left(P^{-1}\right)^{T} k \mid k \in \mathbb{Z}^{N}\right\} \tag{2.2}
\end{equation*}
$$

Now, we recall the small amplitude homogenization formula in conduction.
Let $\Omega$ be an open set of $\mathbb{R}^{N}$ and $A_{0}, B_{\varepsilon}, C_{\varepsilon} \in L^{\infty}\left(\Omega ; \mathbb{R}^{N \times N}\right)$. We assume:
(i) $A_{0}$ is continuous and equi-coercive, i.e. $\exists \alpha>0, \forall \xi \in \mathbb{R}^{N}, \quad A_{0}(x) \xi \cdot \xi \geq \alpha|\xi|^{2} \quad$ a.e. $x \in \Omega$,
(ii) $B_{\varepsilon} \longrightarrow B_{0} L^{\infty}\left(\Omega ; \mathbb{R}^{N \times N}\right)$ weak*,
(iii) $C_{\varepsilon} \longrightarrow C_{0} L^{\infty}\left(\Omega ; \mathbb{R}^{N \times N}\right)$ weak*.

Let $\mu$ be the $H$-measure associated with the sequence $\left(B_{\varepsilon}-B_{0}\right) ; \mu=\left(\mu_{i j, k l}\right)_{i, j, k, l \in\{1, \ldots, N\}}$. We set

$$
A_{\varepsilon}(x ; \delta):=A_{0}(x)+\delta B_{\varepsilon}(x)+\delta^{2} C_{\varepsilon}(x)
$$

Theorem 2.4 (Tartar [22]). There exists a subsequence, still denoted by $\varepsilon$, such that for all $\delta>0$ small enough, we have

$$
A_{\varepsilon}(\cdot, \delta) \stackrel{H}{\longrightarrow} A_{\mathrm{eff}}(\cdot, \delta) \quad \text { on } \Omega,
$$

with

$$
\begin{equation*}
A_{\mathrm{eff}}(x ; \delta)=A_{0}(x)+\delta B_{0}(x)+\delta^{2}\left(C_{0}(x)-M(x)\right)+o\left(\delta^{2}\right) \tag{2.3}
\end{equation*}
$$

where the matrix-valued measure $M$, called $H$-correction, associated with the expansion of the effective matrix has its coefficients given by

$$
\begin{equation*}
\forall \phi \in C_{c}(\Omega), \quad \int_{\Omega} M_{i j}(x) \phi(x) \mathrm{d} x:=\sum_{k, l=1}^{N}\left\langle\mu_{i k, l j}, \frac{\phi(x) \xi_{k} \xi_{l}}{A_{0}(x) \xi \cdot \xi}\right\rangle \tag{2.4}
\end{equation*}
$$

for any $i, j \in\{1, \ldots, N\}$.
Notation 2.5. Let $\mu$ be an $H$-measure and $\psi \in C\left(S^{N-1}\right), \varphi \in C(\Omega)$, then we define a measure denoted by $\psi(\xi) \varphi(x) \nu$ on $\Omega$ by

$$
\forall \phi \in C_{c}(\Omega), \quad\langle\psi(\xi) \varphi(x) \nu, \phi\rangle:=\langle\mu, \phi \varphi \otimes \psi\rangle .
$$

If the measure $\psi(\xi) \varphi(x) \nu$ admits a density with respect to the Lebesgue measure, the density will also be denoted by $\psi(\xi) \varphi(x) \nu$.

Example 2.6. Consider $A_{\varepsilon}$ satisfying the conditions of Theorem 2.4. By the previous notation, the $H$ correction $M$ is given by

$$
M_{i j}(x)=\sum_{k, l=1}^{N} \frac{\xi_{k} \xi_{l}}{A_{0}(x) \xi \cdot \xi} \mu_{i k, l j} \quad i, j \in\{1, \ldots, N\}
$$

Furthermore, if $A_{0}:=a I_{N}$, since the $H$-measure has its support included in $\mathbb{R}^{N} \times S^{N-1}$, we obtain for any $i, j \in\{1, \ldots, N\}$

$$
M_{i j}(x)=\sum_{k, l=1}^{N} \frac{\xi_{k} \xi_{l}}{a(x)|\xi|^{2}} \mu_{i k, l j}=\sum_{k, l=1}^{N} \frac{\xi_{k} \xi_{l}}{a(x)} \mu_{i k, l j}
$$

### 2.2. Small amplitude homogenization in elasticity

We give a new small amplitude homogenization formula which extends to anisotropic elasticity the one of Tartar [21]. Here, we only assume the isotropy of the zero-order term in the expansion of $\mathbf{A}_{\varepsilon}$.

Let $\Omega$ be an open set of $\mathbb{R}^{N}$ and $\mathbf{A}_{0}, \mathbf{B}_{\varepsilon}, \mathbf{C}_{\varepsilon} \in L^{\infty}\left(\Omega ; \mathbf{M}_{N}^{4}\right)$. We assume:
(i) $\mathbf{A}_{0}$ is continuous and equi-coercive i.e. $\exists \alpha>0, \forall e \in \mathbb{R}_{s}^{N \times N}, \quad \mathbf{A}_{0}(x) e: e \geq \alpha|e|^{2} \quad$ a.e. $x \in \Omega$,
(ii) $\mathbf{B}_{\varepsilon} \longrightarrow \mathbf{B}_{0} L^{\infty}\left(\Omega ; \mathbf{M}_{N}^{4}\right)$ weak*,
(iii) $\mathbf{C}_{\varepsilon} \longrightarrow \mathbf{C}_{0} L^{\infty}\left(\Omega ; \mathbf{M}_{N}^{4}\right)$ weak*.

Let $\mu$ be the $H$-measure associated with the sequence $\left(\mathbf{B}_{\varepsilon}-\mathbf{B}_{0}\right) ; \mu=\left(\mu_{i j k l, m n p q}\right)_{i, j, k, l, m, n, p, q \in\{1, \ldots, N\}}$. We set

$$
\begin{equation*}
\mathbf{A}_{\varepsilon}(x ; \delta):=\mathbf{A}_{0}(x)+\delta \mathbf{B}_{\varepsilon}(x)+\delta^{2} \mathbf{C}_{\varepsilon}(x) . \tag{2.5}
\end{equation*}
$$

The new small amplitude formula is given by the following result:
Theorem 2.7. Assume that $\mathbf{A}_{0}$ is isotropic and denote by $\lambda_{0}$ and $\mu_{0}$ the Lamé coefficients of $\mathbf{A}_{0}$ (which are continuous functions on $\Omega$ ). Then there exists a subsequence, still denoted by $\varepsilon$, such that for all $\delta>0$ small enough, we have

$$
\mathbf{A}_{\varepsilon}(\cdot, \delta) \xrightarrow{H} \mathbf{A}_{\mathrm{eff}}(\cdot, \delta) \quad \text { on } \Omega,
$$

with

$$
\mathbf{A}_{\mathrm{eff}}(x ; \delta)=\mathbf{A}_{0}(x)+\delta \mathbf{B}_{0}(x)+\delta^{2}\left(\mathbf{C}_{0}(x)-\mathbf{M}(x)\right)+o\left(\delta^{2}\right)
$$

where the fourth-order tensor valued measure $\mathbf{M}$, called H-correction, associated with the expansion of the effective tensor has its coefficients given by

$$
\begin{align*}
\forall \phi \in C_{c}(\Omega), \int_{\Omega} M_{i j k l}(x) \phi(x) \mathrm{d} x & =\sum_{m, p, q=1}^{N}\left\langle\mu_{i j p q, q m k l}, \frac{\xi_{m} \xi_{p} \phi}{\mu_{0}}\right\rangle  \tag{2.6}\\
& -\sum_{m, n, p, q=1}^{N}\left\langle\mu_{i j p q, m n k l}, \frac{\mu_{0}+\lambda_{0}}{\mu_{0}\left(2 \mu_{0}+\lambda_{0}\right)} \xi_{m} \xi_{n} \xi_{p} \xi_{q} \phi\right\rangle
\end{align*}
$$

for any $i, j, k, l \in\{1, \ldots, N\}$.
Remark 2.8. In the case of an isotropic Hooke's law $\mathbf{A}_{\varepsilon}$ with expansion of the type (2.5), the Lamé coefficients $\mu^{\varepsilon}$ and $\lambda^{\varepsilon}$ of $\mathbf{A}_{\varepsilon}$ read as

$$
\mu^{\varepsilon}=\mu_{0}+\mu_{1}^{\varepsilon} \delta+\mu_{2}^{\varepsilon} \delta^{2} \quad \text { and } \quad \lambda^{\varepsilon}=\lambda_{0}+\lambda_{1}^{\varepsilon} \delta+\lambda_{2}^{\varepsilon} \delta^{2}
$$

where

$$
\mu_{i}^{\varepsilon} \longrightarrow \mu_{i} \quad L^{\infty}(\Omega) \text { weak }^{*} \quad \text { and } \quad \lambda_{i}^{\varepsilon} \longrightarrow \lambda_{i} \quad L^{\infty}(\Omega) \text { weak }^{*} \quad \text { for } i=1,2
$$

Let $\nu$ be the $H$-measure associated with the sequence $\left(\mu_{1}^{\varepsilon}-\mu_{1}, \lambda_{1}^{\varepsilon}-\lambda_{1}\right)$. We set (with Notation 2.5):

$$
a_{i j}:=\xi_{i} \xi_{j} \nu_{11}, \quad b_{i j}:=\xi_{i} \xi_{j} \operatorname{Re}\left(\nu_{12}\right) \quad \text { and } \quad a_{i j k l}:=\xi_{i} \xi_{j} \xi_{k} \xi_{l} \nu_{11}, \quad i, j, k, l \in\{1, \ldots, N\}
$$

We also note $\operatorname{tr}\left(\nu_{22}\right)$ the measure defined on $\Omega$ by

$$
\forall \phi \in C_{c}(\Omega),\left\langle\operatorname{tr}\left(\nu_{22}\right), \phi\right\rangle:=\left\langle\nu_{22}, \phi \otimes 1\right\rangle
$$

Then formula (2.6) reads as, for all $i, j, k, l \in\{1, \ldots, N\}$,

$$
\begin{align*}
M_{i j k l}= & \frac{1}{\mu_{0}}\left(\delta_{j k} a_{i l}+\delta_{i k} a_{j l}+\delta_{j l} a_{i k}+\delta_{i l} a_{j k}\right)-\frac{4\left(\mu_{0}+\lambda_{0}\right)}{\mu_{0}\left(2 \mu_{0}+\lambda_{0}\right)} a_{i j k l} \\
& +\frac{2}{2 \mu_{0}+\lambda_{0}}\left(\delta_{k l} b_{i j}+\delta_{i j} b_{k l}\right)+\frac{1}{2 \mu_{0}+\lambda_{0}} \delta_{i j} \delta_{k l} \operatorname{tr}\left(\nu_{22}\right) \tag{2.7}
\end{align*}
$$

which is the formula established in [21] and also in [1] for the periodic case. See Section 2.3.2 for the proof of (2.7).

### 2.3. Proofs in the anisotropic case

### 2.3.1. Proof of Theorem 2.7

We follow the same procedure as Tartar [22]. Here, the difficulty comes from delicate algebraic computations due to the anisotropy of $\mathbf{A}_{\varepsilon}$.

By Proposition 17 of [23], we have that there exists a subsequence, still denoted by $\varepsilon$, such that, for any $\delta$ small enough, $\mathbf{A}_{\varepsilon}(\cdot, \delta) H$-converges to $\mathbf{A}_{\text {eff }}(\cdot, \delta)$, where $\mathbf{A}_{\text {eff }}(\cdot, \delta)$ is analytic in $\delta$.
Remark 2.9. For any $\mathbf{A} \in \mathbf{M}_{N}^{4}$ and $u \in H^{1}\left(\Omega ; \mathbb{R}^{N}\right)$, we have

$$
\mathbf{A} e(u)=\mathbf{A} \nabla u, \quad \text { where } \quad(\nabla u)_{i j}=\frac{\partial u_{j}}{\partial x_{i}} \quad i, j \in\{1, \ldots, N\}
$$

since $\mathbf{A}$ is symmetric. Thus, in Definition 1.3 we can replace $e\left(u_{\varepsilon}\right)$ by $\nabla u_{\varepsilon}$.

Let $u \in H_{0}^{1}\left(\Omega ; \mathbb{R}^{N}\right), \omega \Subset \Omega$ and $u_{\varepsilon}^{\delta}$ be the solution of

$$
\left\{\begin{array}{l}
-\operatorname{div}\left(\mathbf{A}_{\varepsilon}(x, \delta) \nabla u_{\varepsilon}^{\delta}\right)=-\operatorname{div}\left(\mathbf{A}_{\mathrm{eff}}(x, \delta) \nabla u\right) \quad \text { in } \omega \\
u_{\varepsilon}^{\delta} \in H_{0}^{1}\left(\omega ; \mathbb{R}^{N}\right)
\end{array}\right.
$$

As usual in $H$-convergence theory, it is enough to compute $\mathbf{A}_{\text {eff }} \nabla u$ in $\omega$ to obtain $\mathbf{A}_{\text {eff }}$ on $\Omega$. Furthermore, by definition of the $H$-convergence, $\mathbf{A}_{\text {eff }} \nabla u$ is obtained as the limit in $L^{2}\left(\omega ; \mathbb{R}^{N}\right)$ weak of $\mathbf{A}_{\varepsilon} \nabla u_{\varepsilon}^{\delta}$.
Preliminary. By Definition 1.3 of the $H$-convergence, we have

$$
\left\{\begin{array}{cl}
u_{\varepsilon}^{\delta} \longrightarrow u & H^{1}\left(\omega ; \mathbb{R}^{N}\right) \text { weak } \\
\mathbf{A}_{\varepsilon}(., \delta) \nabla u_{\varepsilon}^{\delta} \longrightarrow \mathbf{A}_{\mathrm{eff}}(., \delta) \nabla u & L^{2}\left(\omega ; \mathbb{R}^{N \times N}\right) \text { weak. }
\end{array}\right.
$$

Let $\varphi \in C_{c}^{\infty}(\Omega)$ such that $\varphi \equiv 1$ on $\omega$, and define

$$
\begin{equation*}
E_{\varepsilon}(x, \delta):=\nabla\left(\varphi u_{\varepsilon}^{\delta}\right) \quad \text { and } \quad D_{\varepsilon}(x, \delta):=\mathbf{A}_{\varepsilon}(x, \delta) E_{\varepsilon}(x, \delta) \tag{2.8}
\end{equation*}
$$

We have

$$
\left\{\begin{align*}
\partial_{k}\left(E_{\varepsilon}\right)_{i, j}=\partial_{i}\left(E_{\varepsilon}\right)_{k, j} & & \text { in } H^{-1}\left(\mathbb{R}^{N}\right)  \tag{2.9}\\
E_{\varepsilon} & \longrightarrow \nabla u & L^{2}\left(\omega ; \mathbb{R}^{N \times N}\right) \text { weak }
\end{align*}\right.
$$

for any $1 \leq i, j, k \leq N$. Moreover

$$
\left\{\begin{array}{cl}
\operatorname{div}\left(D_{\varepsilon}\right)=\operatorname{div}\left(\mathbf{A}_{\mathrm{eff}} \nabla u\right) & \text { in } \omega  \tag{2.10}\\
D_{\varepsilon} \longrightarrow \mathbf{A}_{\mathrm{eff}} \nabla u & L^{2}\left(\omega ; \mathbb{R}^{N \times N}\right) \text { weak. }
\end{array}\right.
$$

The functions $E_{\varepsilon}$ and $D_{\varepsilon}$ are analytic in $\delta$. From (2.5), combined with (2.8) and considering the case $\delta=0$, we obtain the following asymptotic expansions

$$
\begin{equation*}
E_{\varepsilon}(x, \delta)=\nabla u(x)+\delta E_{\varepsilon}^{1}(x)+\delta^{2} E_{\varepsilon}^{2}(x)+o\left(\delta^{2}\right) \tag{2.11}
\end{equation*}
$$

where $E_{\varepsilon}^{1}, E_{\varepsilon}^{2} \longrightarrow 0 \quad$ in $L^{2}\left(\Omega ; \mathbb{R}^{N \times N}\right)$ weak, and

$$
\begin{align*}
D_{\varepsilon}(x ; \delta)= & \mathbf{A}_{0}(x) \nabla u(x)+\delta\left(\mathbf{A}_{0}(x) E_{\varepsilon}^{1}(x)+\mathbf{B}_{\varepsilon} \nabla u(x)\right) \\
& +\delta^{2}\left(\mathbf{A}_{0}(x) E_{\varepsilon}^{2}(x)+\mathbf{B}_{\varepsilon}(x) E_{\varepsilon}^{1}(x)+\mathbf{C}_{\varepsilon}(x) \nabla u(x)\right)+o\left(\delta^{2}\right) \tag{2.12}
\end{align*}
$$

Since $\mathbf{A}_{\text {eff }}$ is analytic in $\delta$, it admits an expansion of the type

$$
\begin{equation*}
\mathbf{A}_{\mathrm{eff}}(x, \delta)=\mathbf{A}^{*}(x)+\mathbf{B}^{*}(x) \delta+\mathbf{C}^{*}(x) \delta^{2}+o\left(\delta^{2}\right) \tag{2.13}
\end{equation*}
$$

Then, if we denote by $\lim _{L^{2}-w}$ the weak limit in $L^{2}\left(\omega ; \mathbb{R}^{N \times N}\right)$, from (2.10) and (2.12) we obtain

$$
\begin{align*}
& \mathbf{A}^{*} \nabla u=\mathbf{A}_{0} \nabla u,  \tag{2.14}\\
& \mathbf{B}^{*} \nabla u=\lim _{L^{2}-w}\left(\mathbf{A}_{0} E_{\varepsilon}^{1}+\mathbf{B}_{\varepsilon} \nabla u\right)=\mathbf{B}_{0} \nabla u  \tag{2.15}\\
& \mathbf{C}^{*} \nabla u=\lim _{L^{2}-w}\left(\mathbf{A}_{0} E_{\varepsilon}^{2}+\mathbf{B}_{\varepsilon} E_{\varepsilon}^{1}+\mathbf{C}_{\varepsilon} \nabla u\right)=\lim _{L^{2}-w}\left(\mathbf{B}_{\varepsilon}-\mathbf{B}_{0}\right) E_{\varepsilon}^{1}+\mathbf{C}_{0} \nabla u, \tag{2.16}
\end{align*}
$$

since $\lim _{L^{2}-w} \mathbf{B}_{0} E_{\varepsilon}^{1}=\lim _{L^{2}-w} \mathbf{A}_{0} E_{\varepsilon}^{2}=0$.
It remains to compute the weak limit of $\left(\mathbf{B}_{\varepsilon}-\mathbf{B}_{0}\right) E_{\varepsilon}^{1}$. In order to compute this limit we proceed in three steps.

1. In the first step, we compute the $L^{2}\left(\omega ; \mathbb{R}^{N \times N}\right)$ weak limit of $\left(\mathbf{B}_{\varepsilon}-\mathbf{B}_{0}\right) E_{\varepsilon}^{1}$ in terms of the $H$-measure $\mu^{\prime}$ associated with the tensor-valued function $\mathbf{K}_{\varepsilon}:=\left(\mathbf{B}_{\varepsilon}-\mathbf{B}_{0}, E_{\varepsilon}^{1}\right)\left(\mathbf{K}_{\varepsilon}\right.$ has for coefficients $\left(K_{\varepsilon}\right)_{i j k l}$, with $1 \leq i, j \leq N$ and $1 \leq k, l \leq N+1$, see (2.18)).
2. In the second step, from Theorem 1.6 of [22], we express the sum $\sum_{p, q} \mu_{i j p q, p q(N+1)(N+1)}^{\prime}$ for $m, n, p, q \in$ $\{1, \ldots, N\}$ in terms of the $H$-measure $\mu$ associated with $\left(\mathbf{B}_{\varepsilon}-\mathbf{B}_{0}\right)$ using three algebraic computations.
3. Combining the results of steps 1 and 2 we determine the $L^{2}\left(\omega ; \mathbb{R}^{N \times N}\right)$ weak limit of $\left(\mathbf{B}_{\varepsilon}-\mathbf{B}_{0}\right) E_{\varepsilon}^{1}$ in terms of the $H$-measure $\mu$ and we obtain the formula for $\mathbf{A}_{\text {eff }}$.

First step. From (2.10), (2.12) and (2.15), we have

$$
\begin{equation*}
\operatorname{div}\left(\mathbf{A}_{0} E_{\varepsilon}^{1}+\left(\mathbf{B}_{\varepsilon}-\mathbf{B}_{0}\right) \nabla u\right)=0 \quad \text { in } H^{-1}(\omega) \tag{2.17}
\end{equation*}
$$

In the sequel, we choose $u$ such that $\nabla u$ is continuous. Denote by $\mathbf{K}_{\varepsilon}:=\left(\mathbf{B}_{\varepsilon}-\mathbf{B}_{0}, E_{\varepsilon}^{1}\right)$ the tensor-valued function defined on $\omega$ by

$$
\left(K_{\varepsilon}\right)_{i j k l}:= \begin{cases}\left(B_{\varepsilon}-B_{0}\right)_{i j k l} & \text { if } 1 \leq i, j, k, l \leq N  \tag{2.18}\\ \left(E_{\varepsilon}^{1}\right)_{i j} & \text { if } k=l=N+1\end{cases}
$$

Then

$$
\begin{equation*}
\left(\left(\mathbf{B}_{\varepsilon}-\mathbf{B}_{0}\right) E_{\varepsilon}^{1}\right)_{i j}=\sum_{k, l=1}^{N}\left(K_{\varepsilon}\right)_{i j k l}\left(K_{\varepsilon}\right)_{k l(N+1)(N+1)} \tag{2.19}
\end{equation*}
$$

We denote by $\mu^{\prime}$ the $H$-measure associated with $\mathbf{K}_{\varepsilon}$ (the coefficients of $\mu^{\prime}$ are the measures $\mu_{i j k l, m n p q}^{\prime}$ with $1 \leq i, j, m, n \leq N$ and $1 \leq k, l, p, q \leq N+1$ ). We have from (2.19), thanks to Corollary 1.4 of [22], for all $\phi \in C_{c}(\omega)$,

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left(\left(\mathbf{B}_{\varepsilon}-\mathbf{B}_{0}\right)(x) E_{\varepsilon}^{1}(x)\right)_{i j} \phi(x) \mathrm{d} x \underset{\varepsilon \rightarrow 0}{\longrightarrow} \sum_{k, l=1}^{N}\left\langle\mu_{i j k l, k l(N+1)(N+1)}^{\prime}, \phi \otimes 1\right\rangle . \tag{2.20}
\end{equation*}
$$

Note that $\mu_{i j k l, m n p q}^{\prime}=\mu_{i j k l, m n p q}$, for all $i, j, k, l, m, n, p, q \in\{1, \ldots, N\}$. Therefore, to obtain the $L^{2}\left(\omega ; \mathbb{R}^{N \times N}\right)$ weak limit of $\left(\mathbf{B}_{\varepsilon}-\mathbf{B}_{0}\right) E_{\varepsilon}^{1}$ in terms of the $H$-measure $\mu$, it is enough to express the right hand-side of (2.20) in term of $\mu_{i j k l, m n p q}^{\prime}$, with $i, j, k, l, m, n, p, q \in\{1, \ldots, N\}$. This is the goal of the next step.
Second step. We express the right hand-side of (2.20) in terms of the $H$-measure $\mu$ by using Theorem 1.6 (localisation principle) of [22] and algebraic computations. Since the coefficients $\left(A_{0}\right)_{i j k l}, \partial_{k} u_{l}$ are continuous in $\Omega$, by the localisation principle, (2.17) yields

$$
\sum_{j, k, l=1}^{N} \xi_{j}\left(\left(A_{0}\right)_{i j k l}(x) \mu_{k l(N+1)(N+1), m n p q}^{\prime}+\partial_{k} u_{l}(x) \mu_{i j k l, m n p q}^{\prime}\right)=0 \quad \text { in } \omega \times S^{N-1},
$$

for all $p, q \in\{1, \ldots, N+1\}$ and $i, m, n \in\{1, \ldots, N\}$. The isotropy of $\mathbf{A}_{0}$ gives

$$
\left(A_{0}\right)_{i j k l}=\lambda_{0} \delta_{i j} \delta_{k l}+\mu_{0}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right),
$$

which implies

$$
\begin{align*}
& \mu_{0}(x)\left(\sum_{j=1}^{N} \xi_{j} \mu_{i j(N+1)(N+1), m n p q}^{\prime}+\sum_{j=1}^{N} \xi_{j} \mu_{j i(N+1)(N+1), m n p q}^{\prime}\right)+\lambda_{0}(x) \sum_{k=1}^{N} \xi_{i} \mu_{k k(N+1)(N+1), m n p q}^{\prime} \\
&=-\sum_{j, k, l=1}^{N} \xi_{j} \partial_{k} u_{l}(x) \mu_{i j k l, m n p q}^{\prime} \tag{2.21}
\end{align*}
$$

for all $p, q \in\{1, \ldots, N+1\}$ and $i, m, n \in\{1, \ldots, N\}$. In the same way, by (2.9) we obtain

$$
\begin{equation*}
\xi_{k} \mu_{i j(N+1)(N+1), m n p q}^{\prime}=\xi_{i} \mu_{k j(N+1)(N+1), m n p q}^{\prime} \quad \text { on } \omega \times S^{N-1} \tag{2.22}
\end{equation*}
$$

for all $1 \leq i, j, k, m, n \leq N$ and $1 \leq p, q \leq N+1$.
Now, in order to obtain

$$
\sum_{p, q=1}^{N} \mu_{i j p q, p q(N+1)(N+1)}^{\prime}
$$

in terms of the $H$-measure $\mu$, we transform equality (2.21) twice by using (2.22). These computations are based on the fact that the $H$-measures have their supports included in $\mathbb{R}^{N} \times S^{N-1}$, and that equality (2.21) is satisfied for all $p, q \in\{1, \ldots, N+1\}$ and $i, m, n \in\{1, \ldots, N\}$.
First computation. By (2.22) and since the $H$-measure $\mu^{\prime}$ has its support included in $\mathbb{R}^{N} \times S^{N-1}$, we have

$$
\left\{\begin{aligned}
\sum_{j, p=1}^{N} \xi_{j} \xi_{p} \mu_{j i(N+1)(N+1), m n p q}^{\prime} & =\sum_{j, p=1}^{N} \xi_{j}^{2} \mu_{p i(N+1)(N+1), m n p q}^{\prime}=\sum_{p=1}^{N} \mu_{p i(N+1)(N+1), m n p q}^{\prime} \\
\sum_{j, p=1}^{N} \xi_{p} \xi_{j} \mu_{i j(N+1)(N+1), m n p q}^{\prime} & =\sum_{j, p=1}^{N} \xi_{p} \xi_{i} \mu_{j j(N+1)(N+1), m n p q}^{\prime}
\end{aligned}\right.
$$

for all $q \in\{1, \ldots, N+1\}$ and $i, m, n \in\{1, \ldots, N\}$. Multiplying (2.21) by $\xi_{p}$ and summing over $p \in\{1, \ldots, N\}$, the previous two equalities yield

$$
\begin{array}{r}
\mu_{0}\left(\sum_{j, p=1}^{N} \xi_{p} \xi_{i} \mu_{j j(N+1)(N+1), m n p q}^{\prime}+\sum_{p=1}^{N} \mu_{p i(N+1)(N+1), m n p q}^{\prime}\right)+\lambda_{0} \sum_{k, p=1}^{N} \xi_{i} \xi_{p} \mu_{k k(N+1)(N+1), m n p q}^{\prime} \\
=-\sum_{j, k, l, p=1}^{N} \xi_{j} \xi_{p} \partial_{k} u_{l}(x) \mu_{i j k l, m n p q}^{\prime} \tag{2.23}
\end{array}
$$

for all $q \in\{1, \ldots, N+1\}$ and $i, m, n \in\{1, \ldots, N\}$. Choosing $i=q$ and summing on $q$, equality (2.23) gives

$$
\begin{array}{r}
\mu_{0}\left(\sum_{j, p, q=1}^{N} \xi_{p} \xi_{q} \mu_{j j(N+1)(N+1), m n p q}^{\prime}+\sum_{p, q=1}^{N} \mu_{p q(N+1)(N+1), m n p q}^{\prime}\right)+\lambda_{0} \sum_{k, p, q=1}^{N} \xi_{q} \xi_{p} \mu_{k k(N+1)(N+1), m n p q}^{\prime} \\
=-\sum_{j, k, l, p, q=1}^{N} \xi_{j} \xi_{p} \partial_{k} u_{l}(x) \mu_{q j k l, m n p q}^{\prime},
\end{array}
$$

for all $m, n \in\{1, \ldots, N\}$. Since $\mu_{i j k l, m n p q}^{\prime}=\mu_{i j k l, m n p q}$, for all $i, j, k, l, m, n, p, q \in\{1, \ldots, N\}$, we obtain

$$
\begin{align*}
\sum_{p, q=1}^{N} \mu_{p q(N+1)(N+1), m n p q}^{\prime}= & -\frac{\lambda_{0}+\mu_{0}}{\mu_{0}} \sum_{j, p, q=1}^{N} \xi_{p} \xi_{q} \mu_{j j(N+1)(N+1), m n p q}^{\prime} \\
& -\frac{1}{\mu_{0}} \sum_{j, k, l, p, q=1}^{N} \xi_{j} \xi_{p} \partial_{k} u_{l}(x) \mu_{q j k l, m n p q} \tag{2.24}
\end{align*}
$$

for all $m, n \in\{1, \ldots, N\}$. Now, in the previous equality, it remains to determine the first term of the right hand-side in terms of the $H$-measure $\mu$.

Second computation. As in the previous computation, we have

$$
\left\{\begin{aligned}
\sum_{i, j=1}^{N} \xi_{j} \xi_{i} \mu_{j i(N+1)(N+1), m n p q}^{\prime} & =\sum_{i=1}^{N} \mu_{i i(N+1)(N+1), m n p q}^{\prime} \\
\sum_{i, j=1}^{N} \xi_{j} \xi_{i} \mu_{i j(N+1)(N+1), m n p q}^{\prime} & =\sum_{j=1}^{N} \mu_{j j(N+1)(N+1), m n p q}^{\prime}
\end{aligned}\right.
$$

for all $m, n \in\{1, \ldots, N\}$ and $p, q \in\{1, \ldots, N+1\}$. Multiplying equality (2.21) by $\xi_{i}$ and summing on $i$, this gives

$$
\begin{aligned}
& \mu_{0}\left(\sum_{j=1}^{N} \mu_{j j(N+1)(N+1), m n p q}^{\prime}+\sum_{i=1}^{N} \mu_{i i(N+1)(N+1), m n p q}^{\prime}\right)+\lambda_{0} \sum_{i, k=1}^{N} \xi_{i}^{2} \mu_{k k(N+1)(N+1), m n p q}^{\prime} \\
&=-\sum_{i, j, k, l=1}^{N} \xi_{i} \xi_{j} \partial_{k} u_{l}(x) \mu_{i j k l, m n p q}^{\prime}
\end{aligned}
$$

for all $m, n \in\{1, \ldots, N\}$ and $p, q \in\{1, \ldots, N+1\}$. Therefore

$$
\left(2 \mu_{0}+\lambda_{0}\right) \sum_{k=1}^{N} \mu_{k k(N+1)(N+1), m n p q}^{\prime}=-\sum_{i, j, k, l=1}^{N} \xi_{i} \xi_{j} \partial_{k} u_{l}(x) \mu_{i j k l, m n p q}^{\prime}
$$

for all $m, n \in\{1, \ldots, N\}$ and $p, q \in\{1, \ldots, N+1\}$. Multiplying the previous equality by $\xi_{p} \xi_{q}$ and summing on $p$ and $q$, we obtain

$$
\begin{equation*}
\left(2 \mu_{0}+\lambda_{0}\right) \sum_{k, p, q=1}^{N} \xi_{p} \xi_{q} \mu_{k k(N+1)(N+1), m n p q}^{\prime}=-\sum_{i, j, k, l, p, q=1}^{N} \xi_{i} \xi_{j} \xi_{p} \xi_{q} \partial_{k} u_{l}(x) \mu_{i j k l, m n p q}^{\prime} \tag{2.25}
\end{equation*}
$$

for all $m, n \in\{1, \ldots, N\}$.
Third computation. From equalities (2.24) and (2.25) we deduce

$$
\begin{align*}
\sum_{p, q=1}^{N} \mu_{p q(N+1)(N+1), m n p q}^{\prime}= & \frac{\mu_{0}+\lambda_{0}}{\mu_{0}\left(2 \mu_{0}+\lambda_{0}\right)} \sum_{i, j, k, l, p, q=1}^{N} \xi_{i} \xi_{j} \xi_{p} \xi_{q} \partial_{k} u_{l}(x) \mu_{i j k l, m n p q} \\
& -\frac{1}{\mu_{0}} \sum_{j, k, l, p, q=1}^{N} \xi_{j} \xi_{p} \partial_{k} u_{l}(x) \mu_{q j k l, m n p q} \tag{2.26}
\end{align*}
$$

for all $m, n \in\{1, \ldots, N\}$. Since the $H$-measures are hermitian (see Rem. 2.2), equality (2.26) can be written

$$
\begin{aligned}
\sum_{p, q=1}^{N} \mu_{m n p q, p q(N+1)(N+1)}^{\prime}= & \frac{\mu_{0}+\lambda_{0}}{\mu_{0}\left(2 \mu_{0}+\lambda_{0}\right)} \sum_{i, j, k, l, p, q=1}^{N} \xi_{i} \xi_{j} \xi_{p} \xi_{q} \partial_{k} u_{l}(x) \mu_{m n p q, i j k l} \\
& -\frac{1}{\mu_{0}} \sum_{j, k, l, p, q=1}^{N} \xi_{j} \xi_{p} \partial_{k} u_{l}(x) \mu_{m n p q, q j k l}
\end{aligned}
$$

for all $m, n \in\{1, \ldots, N\}$. A suitable permutation of indices gives

$$
\begin{align*}
\sum_{p, q=1}^{N} \mu_{i j p q, p q(N+1)(N+1)}^{\prime}= & \frac{\mu_{0}+\lambda_{0}}{\mu_{0}\left(2 \mu_{0}+\lambda_{0}\right)} \sum_{k, l, m, n, p, q=1}^{N} \xi_{m} \xi_{n} \xi_{p} \xi_{q} \partial_{k} u_{l} \mu_{i j p q, m n k l} \\
& -\frac{1}{\mu_{0}} \sum_{k, l, m, p, q=1}^{N} \xi_{m} \xi_{p} \partial_{k} u_{l} \mu_{i j p q, q m k l} \tag{2.27}
\end{align*}
$$

for all $i, j \in\{1, \ldots, N\}$.
Third step. From (2.20) and (2.27) we deduce

$$
\begin{aligned}
\int_{\mathbb{R}^{N}}\left(\left(\mathbf{B}_{\varepsilon}-\mathbf{B}_{0}\right)(x) E_{\varepsilon}^{1}(x)\right)_{i j} \phi(x) \mathrm{d} x \underset{\varepsilon \rightarrow 0}{\longrightarrow} & \sum_{k, l, m, n, p, q=1}^{N}\left\langle\mu_{i j p q, m n k l}, \frac{\mu_{0}+\lambda_{0}}{\mu_{0}\left(2 \mu_{0}+\lambda_{0}\right)} \xi_{m} \xi_{n} \xi_{p} \xi_{q} \partial_{k} u_{l} \phi\right\rangle \\
& -\sum_{k, l, m, p, q=1}^{N}\left\langle\mu_{i j p q, q m k l}, \xi_{m} \xi_{p} \frac{\partial_{k} u_{l} \phi}{\mu_{0}}\right\rangle .
\end{aligned}
$$

Moreover, by (2.16) we have for all $\phi \in C_{c}(\omega)$,

$$
\begin{align*}
\left\langle\left(\left(\mathbf{C}_{0}-\mathbf{C}^{*}\right) \nabla u\right)_{i j}, \phi\right\rangle= & \sum_{k, l, m, n, p, q=1}^{N}\left\langle\mu_{i j p q, m n k l}, \frac{\mu_{0}+\lambda_{0}}{\mu_{0}\left(2 \mu_{0}+\lambda_{0}\right)} \xi_{m} \xi_{n} \xi_{p} \xi_{q} \partial_{k} u_{l} \phi\right\rangle  \tag{2.28}\\
& -\sum_{k, l, m, p, q=1}^{N}\left\langle\mu_{i j p q, q m k l}, \xi_{m} \xi_{p} \frac{\partial_{k} u_{l} \phi}{\mu_{0}}\right\rangle .
\end{align*}
$$

Fix $k, l \in\{1, \ldots, N\}$. Let $\lambda$ be the matrix of coefficients defined by $\lambda_{i j}=0$ if $i \neq k$ or $j \neq l$, and $\lambda_{k l}=1$. We choose $u$ such that $\nabla u=\lambda$ on $\operatorname{supp}(\phi)$. Then, (2.28) reads

$$
\begin{aligned}
\left\langle\left(C^{*}-C_{0}\right)_{i j k l}, \phi\right\rangle= & -\sum_{m, n, p, q=1}^{N}\left\langle\mu_{i j p q, m n k l}, \xi_{m} \xi_{n} \xi_{p} \xi_{q} \frac{\mu_{0}+\lambda_{0}}{\mu_{0}\left(2 \mu_{0}+\lambda_{0}\right)} \phi\right\rangle \\
& +\sum_{m, p, q=1}^{N}\left\langle\mu_{i j p q, q m k l}, \frac{\phi}{\mu_{0}} \xi_{m} \xi_{p}\right\rangle
\end{aligned}
$$

Finally, $\mathbf{C}^{*}=\mathbf{C}_{0}-\mathbf{M}$, where $\mathbf{M}$ has its coefficients given by

$$
\begin{align*}
\left\langle M_{i j k l}, \phi\right\rangle= & -\sum_{m, n, p, q=1}^{N}\left\langle\mu_{i j p q, m n k l}, \xi_{m} \xi_{n} \xi_{p} \xi_{q} \frac{\mu_{0}+\lambda_{0}}{\mu_{0}\left(2 \mu_{0}+\lambda_{0}\right)} \phi\right\rangle \\
& +\sum_{m, p, q=1}^{N}\left\langle\mu_{i j p q, q m k l}, \xi_{m} \xi_{p} \frac{\phi}{\mu_{0}}\right\rangle \tag{2.29}
\end{align*}
$$

for all $i, j, k, l \in\{1, \ldots, N\}$ and all $\phi \in C_{c}(\Omega)$.
2.3.2. Proof of formula (2.7)

To prove formula (2.7), we first note that the coefficients of $\mathbf{B}_{\varepsilon}-\mathbf{B}_{0}$ are given by

$$
\begin{equation*}
\left(B_{\varepsilon}-B_{0}\right)_{i j p q}=\left(\mu_{1}^{\varepsilon}-\mu_{1}\right)\left(\delta_{i p} \delta_{j q}+\delta_{i q} \delta_{j p}\right)+\left(\lambda_{1}^{\varepsilon}-\lambda_{1}\right) \delta_{i j} \delta_{p q}, \tag{2.30}
\end{equation*}
$$

for all $i, j, p, q \in\{1, \ldots, N\}$. Then, if $\mu$ denotes the $H$-measure associated with the sequence $\left(\mathbf{B}_{\varepsilon}-\mathbf{B}_{0}\right)$ and $\nu$ the $H$-measure associated with the sequence $\left(\mu_{1}^{\varepsilon}-\mu_{1}, \lambda_{1}^{\varepsilon}-\lambda_{1}\right)$, we have

$$
\begin{align*}
\mu_{i j p q, m n k l}= & \left(\delta_{i p} \delta_{j q} \delta_{m k} \delta_{n l}+\delta_{i q} \delta_{j p} \delta_{m k} \delta_{n l}+\delta_{i p} \delta_{j q} \delta_{m l} \delta_{n k}+\delta_{i q} \delta_{j p} \delta_{m l} \delta_{n k}\right) \nu_{11} \\
& +\left(\delta_{i j} \delta_{p q} \delta_{m n} \delta_{k l}\right) \nu_{22}+\left(\delta_{i p} \delta_{j q} \delta_{m n} \delta_{k l}+\delta_{i q} \delta_{j p} \delta_{m n} \delta_{k l}\right) \nu_{12}  \tag{2.31}\\
& +\left(\delta_{m k} \delta_{n l} \delta_{i j} \delta_{p q}+\delta_{m l} \delta_{n k} \delta_{i j} \delta_{p q}\right) \nu_{21}
\end{align*}
$$

for all $i, j, k, l, m, n, p, q \in\{1, \ldots, N\}$. Indeed, from (2.1) we have for any $\phi_{1}, \phi_{2} \in C_{c}(\Omega), \psi \in C\left(S^{N-1}\right)$

$$
\left\langle\mu_{i j p q, m n k l}, \phi_{1} \bar{\phi}_{2} \otimes \psi\right\rangle=\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{N}} \mathcal{F}\left(\left(B_{\varepsilon}-B_{0}\right)_{i j p q} \phi_{1}\right) \overline{\mathcal{F}\left(\left(B_{\varepsilon}-B_{0}\right)_{m n k l} \phi_{2}\right)} \psi\left(\frac{\xi}{|\xi|}\right) \mathrm{d} \xi
$$

for all $i, j, k, l, m, n, p, q \in\{1, \ldots, N\}$, which by (2.30) gives, for example, for the last term

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{N}} \mathcal{F}\left(\left(\lambda_{1}^{\varepsilon}-\lambda_{1}\right) \delta_{i j} \delta_{p q} \phi_{1}\right) \overline{\mathcal{F}\left(\left(\lambda_{1}^{\varepsilon}-\lambda_{1}\right) \delta_{m n} \delta_{k l} \phi_{2}\right)} \psi\left(\frac{\xi}{|\xi|}\right) \mathrm{d} \xi \\
& \quad=\delta_{i j} \delta_{p q} \delta_{m n} \delta_{k l} \lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{N}} \mathcal{F}\left(\left(\lambda_{1}^{\varepsilon}-\lambda_{1}\right) \phi_{1}\right) \overline{\mathcal{F}\left(\left(\lambda_{1}^{\varepsilon}-\lambda_{1}\right) \phi_{2}\right)} \psi\left(\frac{\xi}{|\xi|}\right) \mathrm{d} \xi \\
& \quad=\delta_{i j} \delta_{p q} \delta_{m n} \delta_{k l}\left\langle\nu_{22}, \phi_{1} \bar{\phi}_{2} \otimes \psi\right\rangle .
\end{aligned}
$$

Moreover, using the change of variable $\xi^{\prime}=-\xi$, we also have

$$
\begin{aligned}
\left\langle\xi_{i} \xi_{j} \nu_{12}, \phi_{1} \overline{\phi_{2}}\right\rangle & =\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{N}} \mathcal{F}\left(\left(\mu_{1}^{\varepsilon}-\mu_{1}\right) \phi_{1}\right)(\xi) \overline{\mathcal{F}\left(\left(\lambda_{1}^{\varepsilon}-\lambda_{1}\right) \phi_{2}\right)(\xi)} \frac{\xi_{i} \xi_{j}}{|\xi|^{2}} \mathrm{~d} \xi \\
& =\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{N}} \overline{\mathcal{F}\left(\left(\mu_{1}^{\varepsilon}-\mu_{1}\right) \phi_{1}\right)\left(\xi^{\prime}\right) \mathcal{F}\left(\left(\lambda_{1}^{\varepsilon}-\lambda_{1}\right) \phi_{2}\right)\left(\xi^{\prime}\right) \frac{\xi_{i} \xi_{j}}{|\xi|^{2}} \mathrm{~d} \xi^{\prime}} \\
& =\left\langle\left\langle\xi_{i} \xi_{j} \nu_{12}, \phi_{1} \overline{\phi_{2}}\right\rangle\right.
\end{aligned}
$$

for all $i, j \in\{1, \ldots, N\}$. Since the $H$-measures are hermitian, we deduce that, for all $i, j \in\{1, \ldots, N\}$,

$$
\xi_{i} \xi_{j} \nu_{12}=\xi_{i} \xi_{j} \operatorname{Re}\left(\nu_{12}\right)=\xi_{i} \xi_{j} \nu_{21}
$$

Now from (2.31) we obtain, for all $i, j, k, l \in\{1, \ldots, N\}$,

$$
\begin{align*}
\sum_{m, p, q=1}^{N} \xi_{m} \xi_{p} \mu_{i j p q, q m k l}= & \sum_{m, p, q=1}^{N}\left(\delta_{i p} \delta_{j q} \delta_{q k} \delta_{m l}+\delta_{i q} \delta_{j p} \delta_{q k} \delta_{m l}+\delta_{i p} \delta_{j q} \delta_{q l} \delta_{m k}+\delta_{i q} \delta_{j p} \delta_{q l} \delta_{m k}\right) \xi_{m} \xi_{p} \nu_{11} \\
& +\sum_{m, p, q=1}^{N}\left(\delta_{i p} \delta_{j q} \delta_{q m} \delta_{k l}+\delta_{i q} \delta_{j p} \delta_{q m} \delta_{k l}+\delta_{q k} \delta_{m l} \delta_{i j} \delta_{p q}+\delta_{q l} \delta_{m k} \delta_{i j} \delta_{p q}\right) \xi_{m} \xi_{p} \operatorname{Re}\left(\nu_{12}\right) \\
& +\sum_{m, p, q=1}^{N}\left(\delta_{i j} \delta_{p q} \delta_{q m} \delta_{k l}\right) \xi_{m} \xi_{p} \nu_{22} \\
= & \left(\xi_{i} \xi_{l} \delta_{j k}+\xi_{j} \xi_{l} \delta_{i k}+\xi_{i} \xi_{k} \delta_{j l}+\xi_{j} \xi_{k} \delta_{i l}\right) \nu_{11}+\delta_{i j} \delta_{k l}|\xi|^{2} \nu_{22}+2\left(\delta_{k l} \xi_{i} \xi_{j}+\delta_{i j} \xi_{k} \xi_{l}\right) \operatorname{Re}\left(\nu_{12}\right) \tag{2.32}
\end{align*}
$$

and similarly

$$
\begin{equation*}
\sum_{m, n, p, q=1}^{N} \xi_{m} \xi_{n} \xi_{p} \xi_{q} \mu_{i j p q, m n k l}=4 \xi_{i} \xi_{j} \xi_{k} \xi_{l} \nu_{11}+\delta_{i j} \delta_{k l}|\xi|^{4} \nu_{22}+2\left(\delta_{k l}|\xi|^{2} \xi_{i} \xi_{j}+\delta_{i j}|\xi|^{2} \xi_{k} \xi_{l}\right) \operatorname{Re}\left(\nu_{12}\right) \tag{2.33}
\end{equation*}
$$

Since the $H$-measures have their supports included in $\mathbb{R}^{N} \times S^{N-1}$, we obtain

$$
\left.\left.|\xi|^{2} \xi_{i} \xi_{j} \operatorname{Re}\left(\nu_{12}\right)=\xi_{i} \xi_{j} \operatorname{Re}\left(\nu_{12}\right) \quad \text { and }\left.\quad\langle | \xi\right|^{2} \nu_{22}, \phi\right\rangle=\left.\langle | \xi\right|^{4} \nu_{22}, \phi\right\rangle=\left\langle\nu_{22}, \phi \otimes 1\right\rangle, \forall \phi \in C_{c}(\Omega)
$$

Then, using (2.32) and (2.33), formula (2.6) leads us to (2.7).

## 3. Simplified models in conduction

### 3.1. Statement of the results

In the sequel, $\theta:=\pi r^{2}$.
Theorem 3.1. We set

$$
\begin{equation*}
A_{\varepsilon}^{I}:=\left(a\left(1-\chi_{\varepsilon}^{I}\right)+b \chi_{\varepsilon}^{I}\right) I_{3} \tag{3.1}
\end{equation*}
$$

where $b:=a+c \delta$ with $\delta>0$ small enough, $a>0$ and $c \in \mathbb{R}$. Then $A_{\varepsilon}^{I} H$-converges to $A_{\mathrm{eff}}^{I}$ which satisfies

$$
\begin{equation*}
A_{\mathrm{eff}}^{I}=\left(a(1-\theta)+b \theta-\frac{(b-a)^{2}}{2 a} \theta(1-\theta)\right) I_{3}+\frac{(b-a)^{2}}{2 a} \theta(1-\theta)(\tau \otimes \tau)+o\left(\delta^{2}\right) \tag{3.2}
\end{equation*}
$$

where $\tau$ is given by (1.1).
Remark 3.2. Formula (3.2) shows the validity of the model $A_{\text {eff }}^{I}=\alpha I_{3}+\beta(\tau \otimes \tau)$ (at the second order) under the small amplitude assumption. Thus this model validates rigorously the biomechanics one in the conduction case.

For the second model, the computations cannot be as much simplified as for the first model. To compare this model with model (0.3), we compute the orthogonal projection of the effective matrix $A_{\text {eff }}^{I I}$ on the space of the matrices of the form (0.3), i.e. the space $\left\{\alpha I_{3}+\beta(\tau \otimes \tau) \mid \alpha, \beta \in \mathbb{R}\right\}$.
Notation 3.3. Let $N \in \mathbb{N}$ and let $E$ be a linear subspace of $\mathbb{R}^{N \times N}$, we denote by $E^{\perp}$ the orthogonal subspace of $E$, i.e.

$$
E^{\perp}:=\left\{A \in \mathbb{R}^{N \times N} \mid A: B=0, \forall B \in E\right\} .
$$

For any matrix $A \in \mathbb{R}^{N \times N}$, there is a unique orthogonal decomposition

$$
A=A_{1} \oplus A_{2}, \quad \text { with } \quad A_{1} \in E \text { and } A_{2} \in E^{\perp}
$$

For the second small amplitude model we have the following result:
Theorem 3.4. We set

$$
\begin{equation*}
A_{\varepsilon}^{I I}:=\left(a\left(1-\chi_{\varepsilon}^{I I}\right)+b \chi_{\varepsilon}^{I I}\right) I_{3}, \tag{3.3}
\end{equation*}
$$

where $b:=a+c \delta$ with $\delta>0$ small enough, $a>0$ and $c \in \mathbb{R}$. Then $A_{\varepsilon}^{I I} H$-converges to $A_{\text {eff }}^{I I}$ which admits the orthogonal decomposition

$$
A_{\mathrm{eff}}^{I I}(x)=A_{\mathrm{eff}}^{I}(x) \oplus \frac{(b-a)^{2}}{a} D_{\mathrm{eff}}(x)+o\left(\delta^{2}\right)
$$

where $D_{\text {eff }}$ is a matrix-valued function satisfying

$$
\begin{equation*}
d(x):=\gamma^{\prime}\left(x_{1}\right)\left(\cos \gamma\left(x_{1}\right) x_{2}+\sin \gamma\left(x_{1}\right) x_{3}\right)=0 \Rightarrow D_{\mathrm{eff}}(x)=0 \tag{3.4}
\end{equation*}
$$

## Remark 3.5.

1. The coefficients of the matrix-valued function $D_{\text {eff }}$ can be given but are not explicit.
2. If $\gamma^{\prime}\left(x_{1}\right)=0$ then $d(x)=0$. In some sense, the first model corresponds to the second one when the fiber orientation is locally constant.
3. Due to the extra term $D_{\text {eff }}(x)$, the second model does not coincide with the biomechanics one if $d(x) \neq 0$.

### 3.2. Proof of the results

The proofs of Theorems 3.1 and 3.4 are based on formulas (1.4) and (1.8). Since the two proofs are similar we only give the one of Theorem 3.1.
Proof of Theorem 3.1. We use the notations of Section 1.2.2. We have

$$
\begin{equation*}
B_{\varepsilon}(x)=\left(a+c \chi_{\varepsilon}(x) \delta\right) I_{3} \quad \text { with } \quad \chi_{\varepsilon}(x):=\chi_{C}^{\#}\left(\frac{x}{\varepsilon}\right) \tag{3.5}
\end{equation*}
$$

Since $\chi_{\varepsilon}$ converges to $\theta$ weakly* in $L^{\infty}(\Omega)$, from Theorem 2.4 we deduce

$$
B_{\mathrm{eff}}=(a+(b-a) \theta) I_{3}-\frac{(b-a)^{2}}{a} M^{I}+o\left(\delta^{2}\right)
$$

where, by Notation 2.5,

$$
\left(M^{I}\right)_{i j}:=\sum_{k, l=1}^{3} \xi_{k} \xi_{l} \mu_{i k, l j} \quad i, j \in\{1,2,3\}
$$

and $\mu$ is the $H$-measure associated with the sequence $\left(\theta-\chi_{\varepsilon}\right) I_{3}$. If we denote by $\nu$ the $H$-measure associated with the sequence $\left(\theta-\chi_{\varepsilon}\right)$, we obtain by (2.1) for all $\phi_{1}, \phi_{2} \in C_{c}(\Omega)$ and $\psi \in C\left(S^{2}\right)$

$$
\begin{aligned}
\left\langle\mu_{i k, l j}, \phi_{1} \bar{\phi}_{2} \otimes \psi\right\rangle & =\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{3}} \mathcal{F}\left(\left(\theta-\chi_{\varepsilon}\right) \delta_{i k} \phi_{1}\right) \overline{\mathcal{F}\left(\left(\theta-\chi_{\varepsilon}\right) \delta_{l j} \phi_{2}\right)} \psi\left(\frac{\xi}{|\xi|}\right) \mathrm{d} \xi \\
& =\delta_{i k} \delta_{l j} \lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{3}} \mathcal{F}\left(\left(\theta-\chi_{\varepsilon}\right) \phi_{1}\right) \overline{\mathcal{F}\left(\left(\theta-\chi_{\varepsilon}\right) \phi_{2}\right)} \psi\left(\frac{\xi}{|\xi|}\right) \mathrm{d} \xi \\
& =\left\langle\delta_{i k} \delta_{l j} \nu, \phi_{1} \bar{\phi}_{2} \otimes \psi\right\rangle
\end{aligned}
$$

for all $i, j, k, l=1,2,3$. Then, for all $i, j, k, l=1,2,3$,

$$
\mu_{i k, l j}=\delta_{i k} \delta_{l j} \nu
$$

which implies

$$
\begin{equation*}
\left(M^{I}\right)_{i j}=\xi_{i} \xi_{j} \nu \tag{3.6}
\end{equation*}
$$

Finally, using the periodicity of $\chi_{C}^{\#}$, we deduce from Proposition 2.3

$$
\begin{equation*}
\left(M^{I}\right)_{i j}=\sum_{k \in \mathbb{Z}^{3} \backslash\{0\}}|\hat{\chi}(k)|^{2} \frac{k_{i} k_{j}}{|k|^{2}}, \quad \text { with } \quad \hat{\chi}(k):=\int_{Y_{3}} \chi_{C}^{\#}(x) \mathrm{e}^{-2 \mathrm{i} \pi x \cdot k} \mathrm{~d} x \tag{3.7}
\end{equation*}
$$

for any $i, j=1,2,3$. The characteristic function $\chi_{C}^{\#}$ is independent of the $x_{2}$ variable, so

$$
\hat{\chi}\left(k_{1}, k_{2}, k_{3}\right)=0 \quad \text { if } \quad k_{2} \neq 0
$$

whence

$$
\begin{equation*}
\left(M^{I}\right)_{22}=\left(M^{I}\right)_{12}=\left(M^{I}\right)_{21}=\left(M^{I}\right)_{32}=\left(M^{I}\right)_{23}=0 \tag{3.8}
\end{equation*}
$$

Furthermore,

$$
\hat{\chi}\left(k_{1}, 0, k_{3}\right)=\hat{\chi}\left(k_{3}, 0, k_{1}\right)=\hat{\chi}\left(-k_{1}, 0, k_{3}\right),
$$

which gives

$$
\left(M^{I}\right)_{13}=\left(M^{I}\right)_{31}=0
$$

We also have

$$
\left(M^{I}\right)_{11}=\left(M^{I}\right)_{33}
$$

since $\hat{\chi}\left(k_{1}, 0, k_{3}\right)=\hat{\chi}\left(k_{3}, 0, k_{1}\right)$. Then, we obtain

$$
\begin{aligned}
\left.\left.\left\langle\left(M^{I}\right)_{11},\right| \phi\right|^{2}\right\rangle & \left.=\left.\left\langle\frac{1}{2}\left(\left(M^{I}\right)_{11}+\left(M^{I}\right)_{22}+\left(M^{I}\right)_{33}\right),\right| \phi\right|^{2}\right\rangle \\
& \left.\left.=\left.\left\langle\frac{1}{2}\left(\xi_{1}^{2}+\xi_{2}^{2}+\xi_{3}^{2}\right) \nu,\right| \phi\right|^{2}\right\rangle=\left.\frac{1}{2}\langle\nu,| \phi\right|^{2} \otimes 1\right\rangle \\
\left.\left.\left\langle\left(M^{I}\right)_{11},\right| \phi\right|^{2}\right\rangle & =\frac{1}{2} \theta(1-\theta) \int_{\mathbb{R}^{3}}|\phi(x)|^{2} \mathrm{~d} x .
\end{aligned}
$$

Thus, $\left(M^{I}\right)_{11}=\left(M^{I}\right)_{33}=\frac{\theta(1-\theta)}{2}$ and

$$
\begin{equation*}
B_{\mathrm{eff}}=((1-\theta) a+\theta b) I_{3}-\frac{(b-a)^{2}}{2 a} \theta(1-\theta)\left(I_{3}-e_{2} \otimes e_{2}\right)+o\left(\delta^{2}\right) \tag{3.9}
\end{equation*}
$$

From (1.4) and (3.9), we have

$$
A_{\mathrm{eff}}^{I}(x)=(a(1-\theta)+b \theta) I_{3}-\frac{(b-a)^{2}}{2 a} \theta(1-\theta)\left(I_{3}-R\left(x_{1}\right)^{T}\left(e_{2} \otimes e_{2}\right) R\left(x_{1}\right)\right)+o\left(\delta^{2}\right)
$$

Moreover $R\left(x_{1}\right)^{T}\left(e_{2} \otimes e_{2}\right) R\left(x_{1}\right)=R\left(x_{1}\right)^{T} e_{2} \otimes R\left(x_{1}\right)^{T} e_{2}=\tau\left(x_{1}\right) \otimes \tau\left(x_{1}\right)$, which gives the result.

## 4. Simplified models in elasticity

### 4.1. Statement of the results

### 4.1.1. Models $I$ and II

For the first small amplitude model we have the following result:
Theorem 4.1. We set

$$
\begin{equation*}
\mathbf{A}_{\varepsilon}^{I}:=\left(1-\chi_{\varepsilon}^{I}\right) \mathbf{A}^{1}+\chi_{\varepsilon}^{I} \mathbf{A}^{2} \tag{4.1}
\end{equation*}
$$

where $\mathbf{A}^{1}, \mathbf{A}^{2}$ are two homogeneous (i.e. constant) and isotropic fourth order tensor. Let $\nu_{x}$ be the $H$-measure associated with $\left(\theta-\chi_{\varepsilon}^{I}\right)$ and $\lambda_{1}$, $\mu_{1}$ be the Lamé coefficients of $\mathbf{A}^{1}$. We assume the Lamé coefficients $\mu_{2}$ and $\lambda_{2}$ of $\mathbf{A}^{2}$ read as

$$
\begin{equation*}
\mu_{2}:=\mu_{1}+\delta \mu \quad \text { and } \quad \lambda_{2}:=\lambda_{1}+\delta \lambda \tag{4.2}
\end{equation*}
$$

where $\delta>0$ is small enough and $\mu, \lambda \in \mathbb{R}$. Then $\mathbf{A}_{\varepsilon}^{I} H$-converges to $\mathbf{A}_{\text {eff }}^{I}$ which is given, for all $e \in \mathbb{R}_{s}^{3 \times 3}$, by

$$
\begin{align*}
& \mathbf{A}_{\text {eff }}^{I}(x) e=\mathbf{A}^{1} e+\theta\left(\mathbf{A}^{2} e-\mathbf{A}^{1} e\right) \\
& \qquad \begin{array}{r}
-\delta^{2} \theta(1-\theta)\left[\frac{2 \mu^{2}}{\mu_{1}} e+\frac{2 \mu \lambda+\lambda^{2}}{2 \mu_{1}+\lambda_{1}} \operatorname{tr}(e) I_{3}-\frac{\lambda \mu}{2 \mu_{1}+\lambda_{1}}\left(\operatorname{tr}(e)(\tau \otimes \tau)+(e \tau \cdot \tau) I_{3}\right)-\frac{\mu^{2}}{\mu_{1}}(e(\tau \otimes \tau)+\tau \otimes e \tau)\right] \\
\\
+\delta^{2} \mathbf{N}^{I}(x) e+o\left(\delta^{2}\right),
\end{array}
\end{align*}
$$

where $\tau:=\tau\left(x_{1}\right)$ (given by (1.1)) and $\mathbf{N}^{I}(x)$ is the fourth order tensor whose coefficients are

$$
\begin{equation*}
\left(N^{I}(x)\right)_{i j k l}:=\frac{4\left(\mu_{1}+\lambda_{1}\right)}{2 \mu_{1}+\lambda_{1}} \frac{\mu^{2}}{\mu_{1}} \xi_{i} \xi_{j} \xi_{k} \xi_{l} \nu_{x} \tag{4.4}
\end{equation*}
$$

for all $i, j, k, l=1,2,3$ (see Notation 2.5 for the meaning of the last term).

## Remark 4.2.

1. The $H$-measure $\nu_{x}$ is parametrized by $x$ since there is no periodicity assumption.
2. In order to compare the expression of $\mathbf{A}_{\text {eff }}^{I}$ with (0.2), one can assume furthermore that $\mu$ is small enough. This assumption allows us to remove the term $\mathbf{N}^{I}$ which depends on the $H$-measure $\nu_{x}$. Then the second order term of expansion (4.3) reads as, for any $\mu$ small enough,

$$
-\theta(1-\theta) \frac{2 \mu \lambda+\lambda^{2}}{2 \mu_{1}+\lambda_{1}} \operatorname{tr}(e) I_{3}+\theta(1-\theta) \frac{\lambda \mu}{2 \mu_{1}+\lambda_{1}}\left[\operatorname{tr}(e)(\tau \otimes \tau)+(e \tau \cdot \tau) I_{3}\right]+o\left(\mu^{2}\right)
$$

Therefore, because of the extra term in $(e \tau \cdot \tau) I_{3}$, formula (4.3) does not coincide (under the small amplitude assumption) with the biomechanics model, contrary to the conduction case.
3. In fact, we can only conclude that the linear elasticity framework combined with the small amplitude assumption does not agree with the empirical model. An alternative approach would be to start from nonlinear (hyperelastic) behaviour laws (see Holzapfel [14], Ogden [16], Spencer [19]) and then to linearize around the identity. This could allow us to preserve the extra anisotropic terms like $(e \tau \cdot \tau) I_{3}$ and $e(\tau \otimes \tau)+\tau \otimes e \tau$, which are rejected in the previous analysis. However, this more sophisticated approach combining hyperelasticity and non-periodic homogenization widely goes out of the setting of our present study, and would thus need a completely new work.

For the second small amplitude model we have the following result:
Theorem 4.3. We set

$$
\begin{equation*}
\mathbf{A}_{\varepsilon}^{I I}:=\left(1-\chi_{\varepsilon}^{I I}\right) \mathbf{A}^{1}+\chi_{\varepsilon}^{I I} \mathbf{A}^{2} \tag{4.5}
\end{equation*}
$$

where $\mathbf{A}^{1}, \mathbf{A}^{2}$ are two homogeneous and isotropic fourth order tensor. Let $\nu_{x}^{\prime}$ be the $H$-measure associated with the sequence $\left(\theta-\chi_{\varepsilon}^{I I}\right)$ and $\lambda_{1}, \mu_{1}$ be the Lamé coefficients of $\mathbf{A}^{1}$. We assume that the Lamé coefficients $\mu_{2}$ and $\lambda_{2}$ of $\mathbf{A}^{2}$ read as

$$
\begin{equation*}
\mu_{2}:=\mu_{1}+\delta \mu \quad \text { and } \quad \lambda_{2}:=\lambda_{1}+\delta \lambda, \tag{4.6}
\end{equation*}
$$

where $\delta>0$ is small enough and $\mu, \lambda \in \mathbb{R}$. Then, $\mathbf{A}_{\varepsilon}^{I I} H$-converges to $\mathbf{A}_{\text {eff }}^{I I}$ which is given, for all $e \in \mathbb{R}_{s}^{3 \times 3}$, by

$$
\begin{equation*}
\mathbf{A}_{\mathrm{eff}}^{I I}(x) e=\mathbf{A}_{\mathrm{eff}}^{I}(x) e+\delta^{2}\left(\mathbf{N}^{I I}(x) e-\mathbf{N}^{I}(x) e+\mathbf{P}(x) e\right)+o\left(\delta^{2}\right) \tag{4.7}
\end{equation*}
$$

where $\mathbf{N}^{I}(x)$ is given by (4.4) and $\mathbf{N}^{I I}(x), \mathbf{P}(x)$ are the fourth order tensor whose coefficients are

$$
\begin{equation*}
\left(N^{I I}(x)\right)_{i j k l}:=\frac{4\left(\mu_{1}+\lambda_{1}\right)}{2 \mu_{1}+\lambda_{1}} \frac{\mu^{2}}{\mu_{1}} \xi_{i} \xi_{j} \xi_{k} \xi_{l} \nu_{x}^{\prime}, \tag{4.8}
\end{equation*}
$$

and

$$
\begin{align*}
(P(x))_{i j k l}:= & \frac{\mu^{2}}{\mu_{1}}\left(\delta_{i k}\left(D_{\mathrm{eff}}(x)\right)_{j l}+\delta_{i l}\left(D_{\mathrm{eff}}(x)\right)_{j k}+\delta_{j k}\left(D_{\mathrm{eff}}(x)\right)_{i l}+\delta_{j l}\left(D_{\mathrm{eff}}(x)\right)_{i k}\right) \\
& +\frac{2 \lambda \mu}{2 \mu_{1}+\lambda_{1}}\left(\delta_{k l}\left(D_{\mathrm{eff}}(x)\right)_{i j}+\delta_{i j}\left(D_{\mathrm{eff}}(x)\right)_{k l}\right) \tag{4.9}
\end{align*}
$$

for all $i, j, k, l=1,2,3$, with $D_{\text {eff }}(x)$ the matrix-valued function given by (3.4).
Remark 4.4. The second order term of the expansion (4.7) reads, for any $\mu$ small enough,

$$
\begin{aligned}
&-\theta(1-\theta) \frac{2 \mu \lambda+\lambda^{2}}{2 \mu_{1}+\lambda_{1}} \operatorname{tr}(e) I_{3}+\theta(1-\theta) \frac{\lambda \mu}{2 \mu_{1}+\lambda_{1}}\left(\operatorname{tr}(e)(\tau \otimes \tau)+(e \tau \cdot \tau) I_{3}\right) \\
&+\frac{2 \lambda \mu}{2 \mu_{1}+\lambda_{1}}\left(\operatorname{tr}(e) D_{\mathrm{eff}}(x)+\left(D_{\mathrm{eff}}(x): e\right) I_{3}\right)+o\left(\mu^{2}\right)
\end{aligned}
$$

Thus, from Remark 4.2, the difference between the two models at the second order is given for any $\mu$ small enough by

$$
\frac{2 \lambda \mu}{2 \mu_{1}+\lambda_{1}}\left(\operatorname{tr}(e) D_{\mathrm{eff}}(x)+\left(D_{\mathrm{eff}}(x): e\right) I_{3}\right)+o\left(\mu^{2}\right)
$$

In particular, the two models coincide when the fiber orientation is locally constant.

### 4.1.2. Model III

Since models $I$ and $I I$ do not valid the biomechanics one in linearized elasticity, we introduced a new model. From $[5,6]$, we know that the first model in conduction locally corresponds to the periodic distribution of fibers of constant orientation. This can be easily extended to the elasticity case. Then we are led to a periodic microstructure with fibers of constant orientation $\tau$. As in the previous models, $\tau$ depends on $z_{1}$ but we omit this dependence. Then for this third model we focus on the anisotropy rather than on the non-periodicity.

We fix $z \in \mathbb{R}^{3}$. Set $\tau:=\tau\left(z_{1}\right)$ and $R:=R\left(z_{1}\right)$ defined by (1.5). Let $\chi_{C}^{\#}$ be the $Y_{3}$-periodic function defined in $Y_{3}$ as the characteristic function of the cylinder $C$ given by (1.2). We have the following result:
Theorem 4.5. We set

$$
\begin{equation*}
\mathbf{A}_{\varepsilon}^{I I I}:=\left(1-\chi_{\varepsilon}^{\tau}\right) \mathbf{A}^{1}+\chi_{\varepsilon}^{\tau} \mathbf{A}^{2} \quad \text { with } \quad \chi_{\varepsilon}^{\tau}(x):=\chi_{C}^{\#}\left(\frac{R x}{\varepsilon}\right), \tag{4.10}
\end{equation*}
$$

where $\mathbf{A}^{1}, \mathbf{A}^{2} \in \mathcal{M}^{4}(\alpha, \beta ; \Omega)$. We assume $\mathbf{A}^{1}$ is homogeneous and isotropic of Lamé coefficients $\mu_{1}, \lambda_{1}$ and $\mathbf{A}^{2}$ is given, for all $e \in \mathbb{R}_{s}^{3 \times 3}$, by

$$
\begin{equation*}
\mathbf{A}^{2} e=\mathbf{A}^{1} e+\delta(e \tau \cdot \tau)(\tau \otimes \tau) \tag{4.11}
\end{equation*}
$$

where $\delta>0$ is small enough. Then, $\mathbf{A}_{\varepsilon}^{I I I} H$-converges to $\mathbf{A}_{\text {eff }}^{I I I}$ which is given, for all $e \in \mathbb{R}_{s}^{3 \times 3}$, by

$$
\begin{equation*}
\mathbf{A}_{\mathrm{eff}}^{I I I} e=\mathbf{A}^{1} e+\theta\left(\mathbf{A}^{2} e-\mathbf{A}^{1} e\right)-\kappa_{\nu, \tau} \delta^{2} \frac{\mu_{1}+\lambda_{1}}{\mu_{1}\left(2 \mu_{1}+\lambda_{1}\right)}(e \tau \cdot \tau)(\tau \otimes \tau)+o\left(\delta^{2}\right) \tag{4.12}
\end{equation*}
$$

with $\kappa_{\nu, \tau}$ given by (see Notation 2.5)

$$
\begin{equation*}
\kappa_{\nu, \tau}=\sum_{m, n, p, q=1}^{3} \tau_{m} \tau_{n} \tau_{p} \tau_{q} \xi_{m} \xi_{n} \xi_{p} \xi_{q} \nu^{\tau} \tag{4.13}
\end{equation*}
$$

where $\nu^{\tau}$ is the $H$-measure associated with the sequence $\left(\theta-\chi_{\varepsilon}^{\tau}\right)$.

## Remark 4.6.

1. Formula (4.12) shows the validity of the model $\lambda \operatorname{tr}(e)+2 \mu e+\kappa(e \tau \cdot \tau)(\tau \otimes \tau)$ (at the second order) under the small amplitude assumption.
2. From (4.13) and Proposition 2.3, we have that $\kappa_{\nu, \tau}$ is constant. Moreover, by Notation 2.5, equality (4.13) reads as, for all $\phi \in C_{c}(\Omega)$ such that $\int_{\Omega} \phi \mathrm{d} x=1$,

$$
\kappa_{\nu, \tau}=\sum_{m, n, p, q=1}^{3}\left(\tau_{m} \tau_{n} \tau_{p} \tau_{q}\right)\left\langle\nu^{\tau}, \phi \otimes \xi_{m} \xi_{n} \xi_{p} \xi_{q}\right\rangle
$$

Using Proposition 2.3 the constant $\kappa_{\nu, \tau}$ may be written as a series. For example, in the case $\tau=e_{2}$, a simple computation leads to

$$
\kappa_{\nu, e_{2}}=\sum_{k \in \mathbb{Z}^{3} \backslash\{0\}}\left|\hat{\chi}_{2}(k)\right|^{2} \frac{k_{2}^{4}}{|k|^{4}} \quad \text { with } \quad \hat{\chi}_{2}(k)=\frac{1}{\left|Y_{3}\right|} \int_{Y_{3}} \chi_{\varepsilon}^{e_{2}}(y) \mathrm{e}^{-2 \mathrm{i} \pi k \cdot y} \mathrm{~d} y
$$

which cannot be easily simplified.

In the same way, one can obtain an effective matrix with a zero $H$-correction.
Proposition 4.7. Consider $\mathbf{A}_{\varepsilon}^{I I I}$ defined by (4.10) with $\mathbf{A}^{1}$ homogeneous and isotropic and $\mathbf{A}^{2}$ given, for all $e \in \mathbb{R}_{s}^{3 \times 3}$, by

$$
\begin{equation*}
\mathbf{A}^{2} e=\mathbf{A}^{1} e+\delta \operatorname{tr}(e)(\tau \otimes \tau) \tag{4.14}
\end{equation*}
$$

where $\delta>0$ is small enough. Then, $\mathbf{A}_{\varepsilon}^{I I I} H$-converges to $\mathbf{A}_{\mathrm{eff}}^{I I I}$ which is given, for all $e \in \mathbb{R}_{s}^{3 \times 3}$, by

$$
\begin{equation*}
\mathbf{A}_{\mathrm{eff}}^{I I I} e=\mathbf{A}^{1} e+\theta\left(\mathbf{A}^{2} e-\mathbf{A}^{1} e\right)+o\left(\delta^{2}\right) . \tag{4.15}
\end{equation*}
$$

### 4.2. Proof of the results

Since the proofs of Theorems 4.1 and 4.3 are based on the same arguments, we only give the proof of Theorem 4.1. The proof of Theorem 4.5 is similar but with some specifics which are clarified.

Proof of Theorem 4.1. The formula (1.4) obtained for the first model is no more valid. Indeed, in elasticity the isotropy does not allow us to simplify the change of variable as in (1.4). So to obtain an expansion of $\mathbf{A}_{\text {eff }}^{I}$, we will use (3.2) and Theorem 2.7.

In the conduction case, $A_{\varepsilon}^{I}$ is given by

$$
A_{\varepsilon}^{I}=a I_{3}+c \delta \chi_{\varepsilon}^{I} I_{3}
$$

From the definition of $\chi_{\varepsilon}^{I}$ and by application of Lemma 2.6 of [5] we obtain that $\chi_{\varepsilon}^{I}$ converges weakly* in $L^{\infty}(\Omega)$ to $\theta=\pi r^{2}$. Thus the sequence $\left(\theta-\chi_{\varepsilon}^{I}\right)$ defines an $H$-measure $\nu_{x}$. Then, from Theorem 2.4 we deduce

$$
A_{\mathrm{eff}}^{I}(x)=a I_{3}+c \delta \theta I_{3}-M^{I}(x) \delta^{2}+o\left(\delta^{2}\right)
$$

where, for all $i, j=1,2,3$,

$$
\left(M^{I}\right)_{i j}(x):=\frac{c^{2}}{a} \xi_{i} \xi_{j} \nu_{x}
$$

On the other hand, by Theorem 3.1 we have

$$
A_{\mathrm{eff}}^{I}=a I_{3}+c \delta \theta I_{3}-\delta^{2} \frac{c^{2}}{a} \frac{\theta(1-\theta)}{2}\left(I_{3}-\tau \otimes \tau\right)+o\left(\delta^{2}\right)
$$

Therefore, for all $i, j=1,2,3$,

$$
\begin{equation*}
\xi_{i} \xi_{j} \nu_{x}=\frac{\theta(1-\theta)}{2}\left(\delta_{i j}-\tau_{i}(x) \tau_{j}(x)\right) \tag{4.16}
\end{equation*}
$$

Recall that by Notation 2.5, (4.16) reads, for all $i, j=1,2,3$,

$$
\forall \phi \in C_{c}(\Omega), \quad\left\langle\nu_{x}, \phi \otimes \xi_{i} \xi_{j}\right\rangle=\frac{\theta(1-\theta)}{2} \int_{\Omega}\left(\delta_{i j}-\tau_{i}(x) \tau_{j}(x)\right) \phi(x) \mathrm{d} x
$$

In linearized elasticity, we have by (4.1) and (4.2)

$$
\mathbf{A}_{\varepsilon}^{I}(x)=\lambda_{1}\left(I_{3} \otimes I_{3}\right)+2 \mu_{1} \mathbf{I}+\delta \chi_{\varepsilon}^{I}(x)\left(\lambda\left(I_{3} \otimes I_{3}\right)+2 \mu \mathbf{I}\right)
$$

Then, by Theorem 2.7, $\mathbf{A}_{\varepsilon}^{I} H$-converges to $\mathbf{A}_{\text {eff }}^{I}$ which reads as

$$
\begin{equation*}
\mathbf{A}_{\mathrm{eff}}^{I}(x)=\lambda_{1}\left(I_{3} \otimes I_{3}\right)+2 \mu_{1} \mathbf{I}+\delta \theta\left(\lambda\left(I_{3} \otimes I_{3}\right)+2 \mu \mathbf{I}\right)-\delta^{2} \mathbf{M}^{I}(x)+o\left(\delta^{2}\right) \tag{4.17}
\end{equation*}
$$

where by (2.7) the coefficients of $\mathbf{M}^{I}(x)$ are given by

$$
\begin{align*}
\left(M^{I}(x)\right)_{i j k l}= & \frac{\mu^{2}}{\mu_{1}}\left(\delta_{i k} \xi_{j} \xi_{l} \nu_{x}+\delta_{i l} \xi_{j} \xi_{k} \nu_{x}+\delta_{j k} \xi_{i} \xi_{l} \nu_{x}+\delta_{j l} \xi_{i} \xi_{k} \nu_{x}\right) \\
& +\frac{2 \lambda \mu}{2 \mu_{1}+\lambda_{1}}\left(\delta_{k l} \xi_{i} \xi_{j} \nu_{x}+\delta_{k l} \xi_{k} \xi_{l} \nu_{x}\right)+\theta(1-\theta) \frac{\lambda^{2}}{2 \mu_{1}+\lambda_{1}} \delta_{i j} \delta_{k l} \\
& -\frac{4\left(\mu_{1}+\lambda_{1}\right)}{2 \mu_{1}+\lambda_{1}} \frac{\mu^{2}}{\mu_{1}} \xi_{i} \xi_{j} \xi_{k} \xi_{l} \nu_{x} \tag{4.18}
\end{align*}
$$

for all $i, j, k, l=1,2,3$. We use (4.16) to determine explicitly the first terms of $\mathbf{M}^{I}(x)$. From (4.16) and (4.18) we deduce that, for all $i, j=1,2,3$,

$$
\begin{aligned}
\left(\mathbf{M}^{I}(x) e\right)_{i j}= & \theta(1-\theta) \frac{2 \mu^{2}}{\mu_{1}} e_{i j}+\theta(1-\theta) \frac{2 \mu \lambda+\lambda^{2}}{2 \mu_{1}+\lambda_{1}} \operatorname{tr}(e) \delta_{i j} \\
& -\frac{\theta(1-\theta)}{2} \frac{\mu^{2}}{\mu_{1}}\left(2(e \tau)_{i} \tau_{j}+2(e \tau)_{j} \tau_{i}\right) \\
& -\theta(1-\theta) \frac{\lambda \mu}{2 \mu_{1}+\lambda_{1}}\left(\operatorname{tr}(e) \tau_{i} \tau_{j}+(e \tau \cdot \tau) \delta_{i j}\right)-\left(\mathbf{N}^{I}(x) e\right)_{i j}
\end{aligned}
$$

where $\mathbf{N}^{I}(x)$ is given by (4.4). This implies

$$
\begin{align*}
\mathbf{M}^{I}(x) e= & \theta(1-\theta) \frac{2 \mu^{2}}{\mu_{1}} e+\theta(1-\theta) \frac{2 \mu \lambda+\lambda^{2}}{2 \mu_{1}+\lambda_{1}} \operatorname{tr}(e) I_{3} \\
& -\theta(1-\theta) \frac{\mu^{2}}{\mu_{1}}(e(\tau \otimes \tau)+\tau \otimes e \tau) \\
& -\theta(1-\theta) \frac{\lambda \mu}{2 \mu_{1}+\lambda_{1}}\left(\operatorname{tr}(e)(\tau \otimes \tau)+(e \tau \cdot \tau) I_{3}\right)-\mathbf{N}^{I}(x) e \tag{4.19}
\end{align*}
$$

Then (4.17) and (4.19) yield the desired result.
Remark 4.8. The last term is more complicated. For example, consider the simpler case of a periodic microstructure. Let $\chi_{C}^{\#}$ be the $Y_{3}$-periodic function defined on $Y_{3}$ as the characteristic function of the cylinder $C$ defined by (1.2) and set $\chi_{\varepsilon}(x):=\chi_{C}^{\#}\left(\frac{x}{\varepsilon}\right)$. Let $\nu$ be the $H$-measure associated with $\left(\theta-\chi_{\varepsilon}\right)$, then we obtain by Proposition 2.3, for all $i, j, k, l=1,2,3$,

$$
\xi_{i} \xi_{j} \xi_{k} \xi_{l} \nu=\sum_{n \in \mathbb{Z}^{3} \backslash\{0\}}|\hat{\chi}(n)|^{2} \frac{n_{i} n_{j} n_{k} n_{l}}{|n|^{4}}, \quad \text { where } \quad \hat{\chi}(n):=\int_{Y_{3}} \chi_{C}^{\#}(x) \mathrm{e}^{-2 \mathrm{i} \pi x \cdot n} \mathrm{~d} x
$$

Thus the simplifications made in the conduction case on the terms $\xi_{i} \xi_{j} \nu$ cannot be performed here.

Proof of Theorem 4.5. First note that

$$
\begin{equation*}
\sum_{k, l=1}^{3} \tau_{k} \tau_{l} \xi_{k} \xi_{l} \nu^{\tau}=0 \tag{4.20}
\end{equation*}
$$

which is a straightforward consequence of (4.16). As in the proof of Theorem 4.3, by (4.10) and (4.11) combined with Theorem 2.7, we obtain that $\mathbf{A}_{\varepsilon}^{I I I} H$-converges to the constant tensor-valued function $\mathbf{A}_{\text {eff }}^{I I I}$ which satisfies

$$
\mathbf{A}_{\mathrm{eff}}^{I I I}=\mathbf{A}^{1}+\theta\left(\mathbf{A}^{2}-\mathbf{A}^{1}\right)-\delta^{2} \mathbf{M}^{I I I}+o\left(\delta^{2}\right),
$$

where by (2.6) and Notation 2.5 the coefficients of $\mathbf{M}^{I I I}$ are given by

$$
\begin{aligned}
M_{i j k l}^{I I I}= & \frac{1}{\mu_{1}} \sum_{m, p, q=1}^{3} \xi_{m} \xi_{p} \mu_{i j p q, q m k l}^{\tau} \\
& +\frac{\mu_{1}+\lambda_{1}}{\mu_{1}\left(2 \mu_{1}+\lambda_{1}\right)} \sum_{m, n, p, q=1}^{3} \xi_{m} \xi_{n} \xi_{p} \xi_{q} \mu_{i j p q, m n k l}^{\tau}
\end{aligned}
$$

for all $i, j, k, l=1,2,3$, with $\mu^{\tau}$ the $H$-measure associated with the sequence $\left(\theta-\chi_{\varepsilon}^{\tau}\right)(\tau \otimes \tau \otimes \tau \otimes \tau)$. From (4.11) and (2.1) we obtain, for all $i, j, k, l, m, n, p, q=1,2,3$,

$$
\begin{equation*}
\mu_{i j p q, m n k l}^{\tau}=\tau_{i} \tau_{j} \tau_{p} \tau_{q} \tau_{m} \tau_{n} \tau_{k} \tau_{l} \nu^{\tau} \tag{4.21}
\end{equation*}
$$

which gives

$$
\begin{aligned}
M_{i j k l}^{I I I}= & \frac{\tau_{i} \tau_{j} \tau_{k} \tau_{l}}{\mu_{1}} \sum_{m, p, q=1}^{3} \tau_{q}^{2} \tau_{p} \tau_{m} \xi_{m} \xi_{p} \nu^{\tau} \\
& +\frac{\left(\mu_{1}+\lambda_{1}\right) \tau_{i} \tau_{j} \tau_{k} \tau_{l}}{\mu_{1}\left(2 \mu_{1}+\lambda_{1}\right)} \sum_{m, n, p, q=1}^{3} \tau_{m} \tau_{n} \tau_{p} \tau_{q} \xi_{m} \xi_{n} \xi_{p} \xi_{q} \nu^{\tau}
\end{aligned}
$$

Since $|\tau|=1$, we deduce from (4.20) that

$$
\sum_{m, p, q=1}^{3} \tau_{q}^{2} \tau_{p} \tau_{m} \xi_{m} \xi_{p} \nu^{\tau}=\sum_{m, p=1}^{3} \tau_{p} \tau_{m} \xi_{m} \xi_{p} \nu^{\tau}=0
$$

which gives

$$
M_{i j k l}^{I I I}=\tau_{i} \tau_{j} \tau_{k} \tau_{l} \frac{\left(\mu_{1}+\lambda_{1}\right)}{\mu_{1}\left(2 \mu_{1}+\lambda_{1}\right)} \kappa_{\nu, \tau},
$$

for all $i, j, k, l=1,2,3$, where $\kappa_{\nu, \tau}$ is given by (4.13).
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